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SOFTWARE GENERATION METHOD AND
SOFTWARE GENERATION SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

The present application claims priority from Japanese
application JP 2018-161325, filed on Aug. 30, 2018, the
contents of which 1s hereby incorporated by reference into
this application.

TECHNICAL FIELD

The present invention relates to a solftware generation
method and a software generation system.

BACKGROUND ART

JP-A-2011-076391 (PTL 1) relates to a background tech-
nique of this technical field. PIL 1 discloses that “a data
selection unit compares 1 advance a maximum value of
probability having a maximum probability of an output
variable when an arbitrary value 1s set to each input variable
corresponding to the selection target data out of an unspeci-
fied large number of selection target data included in a
Bayesian network model pre-stored 1n a model data storage
unit with a threshold held 1n a threshold temporary holding
unit; when the maximum value of the probability 1s equal to
or larger than the threshold, a combination of the input
variable and an arbitrary value corresponding to the maxi-
mum value of the probability 1s registered 1 an input
variable white list; and when performing probability calcu-
lation of an output variable with the Bayesian network, a
probability calculation unit 1s caused to perform probability
calculation by using only the selection target data whose
combination of the mput vanable and the arbitrary value
corresponding to the maximum value of probability 1s held
in the mput variable white list as a probability calculation
target™.

PRIOR ART LITERATURE

Patent Literature

PTL 1: JP-A-2011-076391

SUMMARY OF INVENTION

Technical Problem

PTL 1 describes a method for performing probability
calculation by using a Bayesian network for the purpose of
tailure diagnosis. However, when the method 1s applied to a
manufacturing line, there 1s no eflect even if applied as it 1s
since an improvement corresponding to a diagnosis result 1s
required after performing a failure diagnosis or a failure
factor diagnosis.

An object of the mvention 1s to automatically generate
various types of application software according to a diag-
nosis result at a manufacturing site.

Solution to Problem

The present application includes a plurality of means that
solves at least apart of the above problems, and an example
thereot 1s as follows. In order to solve the above problems,
the 1nvention provides a solftware generation method for
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2

generating software by using a computer according to one
aspect of the mvention, wherein the computer includes a
control unit and a storage umit; the storage unit stores
manufacturing log data that includes sensor data acquired in
one or both of a manufacturing process and an 1nspection
process and environmental configuration information relat-
ing to a manufacturing device or an inspection device from
which the sensor data are acquired for each part or product;
and the control unmit performs a result value receiving step of
reading the manufacturing log data from the storage unit, an
environment configuration information reading step of read-
ing the environment configuration information from the
storage unit, an expanded causal inference model construc-
tion step of constructing a causal inference model based on
the manufacturing log data and constructing an expanded
causal iference model by expanding the causal inference
model by using the environment configuration information,
a model contraction step of generating a contracted model
by contracting the expanded causal inference model to a
causal relation of prescribed target data of interest, and a
soltware generation step ol reading the contracted model
and generating prescribed application software.

Advantageous Effect

According to the invention, various types of application
soltware can be automatically generated according to the
diagnosis result at the manufacturing site. Problems, con-
figurations, and eflects other than those described above will
be clarified from following descriptions of embodiments.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram showing a configuration example of
a knowledge management device according to a {irst
embodiment of the invention.

FIG. 2 1s a diagram showing a data structure example of
a manufacturing result storage unit.

FIG. 3 1s a diagram showing a data structure example of
an spection result storage unit.

FIG. 4 1s a diagram showing a structure example of bill of
matenals (BOM) information.

FIG. § 1s a diagram showing a data structure example of
a BOM information storage unit.

FIG. 6 1s a diagram showing a data structure example of
a sensor arrangement mformation storage unit.

FIG. 7 1s a diagram showing a data structure example of
a device type mnformation storage unit.

FIG. 8 1s a diagram showing a data structure example of
a construction starting history information storage unit.

FIG. 9 1s a diagram showing a hardware structure example
of a knowledge management device.

FIG. 10 1s a diagram showing examples of a causal
inference model and a probability structural equation.

FIG. 11 1s a diagram showing examples of a save format
of the causal inference model.

FIG. 12 1s a diagram showing examples of a save format
of a conditional probability p(x21x1).

FIG. 13 1s a diagram showing examples of a save format
ol a conditional probability p(x41x2, x3).

FIG. 14 1s a diagram showing an example of a flow of a
causal analysis processing.

FIG. 15 1s a diagram showing an example of a tlow of a
causal mference model construction processing.

FIG. 16 1s a diagram showing an example of a causal
inference model of a terminal part.




US 10,846,067 B2

3

FIG. 17 1s a diagram showing a causal inference model of
sensor data conditioned by a device ID.

FI1G. 18 1s a diagram showing a causal inference model of
the device 1D conditioned by a device type.

FIG. 19 1s a diagram showing an example of a causal
inference model of 1nspection data.

FIG. 20 1s a diagram showing an example of an expanded
causal inference model.

FIG. 21 1s a diagram showing an example of a causal
inference model construction screen.

FIG. 22 1s a diagram showing an example of a failure
mode selection screen of a machine difference analysis
application.

FIG. 23 1s a diagram showing an example of a box-
whisker plot display screen for each process.

FIG. 24 1s a diagram showing an example of a box-
whisker plot display screen for a plurality of processes.

DESCRIPTION OF EMBODIMENTS

Hereinafter, an embodiment of the invention will be
described below with reference to the drawings. The same
members are generally denoted by the same reference sym-
bols throughout all the drawings for describing the embodi-
ment, and the repetitive description thereof will be omuitted.
Further, 1t 1s obvious that, in the following embodiment, the
constituent elements (including element steps and the like)
are not necessarily imndispensable, unless otherwise stated or
unless clearly considered to be essential in principle. Fur-
ther, 1t 1s also obvious that expressions “composed of A”,
“made up of A”, “having A”, and “including A” do not
exclude elements other than the element A, unless otherwise
stated that only the element A 1s included. Similarly, 1n the
following embodiment, when the shape of the constituent
clements, positional relation thereof, and the like are
described, the substantially approximate and similar shapes
and the like are included therein unless otherwise stated or
except the case where 1t 1s conceivable that they are appar-
ently excluded 1n principle.

For example, when a factor that can be removed by
improvement of a jig and the like 1s extracted as a diagnosis
result, a fundamental countermeasure by device remodeling,
1s required at the manufacturing site. Further, when a non-
removable factor, such as aged degradation of a device or
manufacturing variation due to device capability, 1s
extracted, improvement by device control or device abnor-
mality detection 1s required depending on whether the factor
1s constantly generated or non-constantly generated. There-
fore, 1t 1s desirable that a countermeasure for remodeling the
manufacturing line can be performed after diagnosis i an
information system that assists the manufacturing site.

Further, 1t 1s not possible to handle a physical model
described by functional relation with the probability calcu-
lation alone. Thus, generation of various types of application
(application operation) software 1s realized by estimating a
generic probability model using manufacturing data and
knowledge known at the manufacturing site as mputs and
extracting (contracting) necessary information from the
probability model 1 an information processing system
according to the mvention.

Various methods of controlling a desired result 1 a
manufacturing process or an inspection process are being
researched by utilizing a correlation relation between vari-
ous measured values that are analyzed by using the infor-
mation processing system. For example, it 1s possible to
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4

analyze a correlation relation between rough variables (ac-
quisition values of sensors and the like) according to big data
analysis.

If a causal relation can be efliciently extracted from
correlation relations between multiple measurement 1tems, 1t
1s easy to specily a quantitative causal relation. Further, it 1s
considered that the efliciency of application to other events
can be 1ncreased by storing such a causal relation as knowl-
edge.

When this 1s applied to the manufacturing process and the
ispection process, 1t can be used to generate application
software (for example, machine difference analysis, failure
analysis, abnormality detection, device startup efliciency,
and device control) that specifies a causal relation according
to an event by constructing a causal inference model that
includes measurement items by all associated sensors, cre-
ating a high dimensionality and high versatility expanded
causal inference model by integrating the causal inference
model by using environment configuration information that
includes a facility or a process relating to the measurement,
and a configuration of a product to be manufactured, and
contracting (reducing) the expanded causal inference model
to a simple probability model by specitying a focused causal
relation according to an event to be applied.

FIG. 1 1s a diagram showing a structure example of a
knowledge management device according to a first embodi-
ment of the invention. A knowledge management device 100
includes a storage unit 110 and a control unit 120. The
storage unit 110 includes a manufacturing result storage unit
111, an 1nspection result storage unit 112, a bill of matenals
(BOM) imnformation storage unit 113, a sensor arrangement
information storage unit 114, a device type information
storage unit 115, a construction starting history information
storage unit 116, and an expanded causal inference model
storage umt 117. That 1s, the manufacturing result storage
umt 111 and the inspection result storage umt 112 are
measurement 1tems acquired by a sensor. The BOM 1nifor-
mation storage unit 113, the sensor arrangement information
storage unit 114, the device type information storage unit
115, and the construction starting history information stor-
age unit 116 correspond to information that specifies an
environment configuration including a sensor facility, a
process, a configuration of a product to be manufactured,
and the like, that 1s, environment configuration information.

The control unit 120 1includes a result value receiving unit
121, an environment configuration information receiving
umt 122, an expanded causal inference model construction
umt 123, an expanded causal inference model saving unit
124, a model contraction unit 125, a contracted model
reading unit 126 and a multi-application soitware generating
unit 127.

FIG. 2 1s a diagram showing a data structure example of

the manufacturing result storage unit. The manufacturing
result storage unit 111 includes pVarl (111a), pVar2 (1115),

pVar3 (111c¢), pVard (111d), pVarS (11le), pVar6 (111f),
pVar7 (111g), pVar8 (111/), pVar9 (111;), and pVarl0
(111%).

The manufacturing result storage unit 111 includes manu-
facturing data obtained by monitoring an operating state of
a manufacturing device, and individual items of the manu-
facturing data are indicated by 1tem names pVarl to pVarl0.
For example, pVarl (111a) 1s an item name that indicates an
ID number for identitying an individual product. The pVar2
(1115) to pVarl0 (111%) at second and subsequent columns
are data obtained as results of monitoring the operating state
of the manufacturing device with a sensor and the like.
Examples of items of the operating state to be monitored
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include temperature, humidity, pressure, current, voltage,
amount of substance, and the like during processing.

In general, these data are obtained by periodic sampling
at the time of manufacturing the product. Here, the periodic
sampling refers to periodically acquiring sensor data at a
prescribed frequency according to various monitored items,
such as a frequency of 100 times per second.

In general, the manufacturing and processing time of the
product 1s longer than a sampling interval of the periodic
sampling. Therefore, while one product 1s being processed,
data acquired from the same sensor 1s acquired for a plurality
of times. Therefore, when ID numbers for identifying indi-
vidual products are arranged in a first column as shown in
FIG. 2, data with the same ID number are duplicated since
sampling data are obtained for a plurality of times.

Therefore, the ID numbers for identifying individual
products are handled as unique keys for uniquely specifying,
cach row vector, and data are formatted such that duplication
does not occur 1n the ID numbers for identifying individual
products by using statistical values (average value, median
value, and the like) of the data acquired a plurality of times
for each 1tem.

As another example of monitoring the operating state,
there 1s a processing time required for processing the prod-
uct. For such data, data at one point (processing time) can be
obtained each time one product i1s processed. Therelore,
since duplication does not occur in the ID numbers for
identifving individual products, the data can be directly used
without being subjected to a statistical processing.

FIG. 3 1s a diagram showing a data structure example of

the inspection result storage umt. The inspection result
storage unit 112 includes cVarl (112a), cVar2 (112b), cVar3

(112¢), cVard (112d), cVard (112¢), cVar6 (112f), cVar7
(112g), cVar8 (112/4), cvVar9 (112/), and cVarl0 (112%).

The 1nspection result storage unit 112 1ncludes 1nspection
data which are measurement results of an 1inspection device,
and 1individual items of the inspection data are indicated by
item names cVarl to cVarl0. For example, cVarl (112a) 1s
an 1tem name indicating the ID number for identifying an
individual product. These data have a correspondence rela-
tion with pVarl (111a) of the manufacturing result storage
unit 111 and the same individual 1s indicated by the same
value. Therefore, 1t 1s possible to acquire a correspondence
relation between the manufacturing data obtained by moni-
toring the operating state of the manufacturing device and
the 1mspection data by referring to these data.

The cVar2 (112b) to cVarl0 (112k%) at second and subse-
quent columns are data obtained as results of measurement
by the mspection device with a sensor and the like.
Examples of the inspection data include a measurement
value relating to a physical size such as a size of a specific
portion of a product, and a measurement value relating to an
clectrical characteristic.

Such 1nspection data are measured as numerical values. A
standard 1s set in the inspection data, and it 1s determined
that whether the date 1s within the standard. The above
cVarl0 (112k) are data representing determination results of
whether the product are within the standard. In this example,
if the product are within the standard, “OK” is stored, 1f not,
“NG” 1s stored.

Determination results according to such a standard are
performed for each measurement value, and there 1s a case
where all the determination results for every measurement
value are recorded and a case where a comprehensive
determination result for all measurement values 1s recorded.
However, 1 an example of FIG. 3, only one determination
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result 1s described, which means that the comprehensive
determination result 1s described.

FIG. 4 1s a diagram showing a configuration example of
BOM information. The BOM information 1s typically con-
figured by a tree structure. Product 401 represents a product
that 1s subject to structure description 1n the BOM informa-
tion. The product 401 1s a combination of a subcomponent
A 402 to a subcomponent C 404. Therefore, the subcompo-
nent A 402 to the subcomponent C 404 are shown connected
to the product 401 via edges in FIG. 4. In other words, the
subcomponent A 402 to the subcomponent C 404 are con-
stituent elements of the product 401. For example, when the
product 401 1s an automobile, an engine, a chassis, a body,
and the like correspond to the constituent elements, that 1s,
the subcomponents 402 to 404.

Further, the subcomponent A 402 to the subcomponent C
404 also include one or a plurality of parts such as a part A
405 and a part B 406. That 1s, it 1s indicated that the part A
405 and the part B 406 are constituent elements of the
subcomponent A 402, apart C 407 and a part D 408 are
constituent elements of the subcomponent B 403, and a part
E 409 and a part F 410 are constituent elements of the
subcomponent C 404. For example, when the subcomponent
402 1s the engine of the automobile, a cylinder, a piston, and
the like correspond to the constituent elements, that is, the
parts 405, 406.

FIG. § 1s a diagram showing a data structure example of
the BOM information storage unit. The BOM information
storage unit 113 includes a correspondence table of a prod-
uct 113 A, a subcomponent A 113B, a subcomponent B 113C,
a subcomponent C 113D, a part A 113E, a part B 113F, a part
C 113G, apart D 113H, a part E 113], and a part F 113K, and
a bit of *“1” 1s set 1n each corresponding point when there 1s
a relation that defines constituent elements of each other. For
example, since the product includes the subcomponent A
113B to the subcomponent C 113D, “1” 1s stored 1 a
relevant area ol a product row on the horizontal axis.
Similarly, since the subcomponent A includes the part A
113E and the part B 113F, “1” 1s stored 1n a relevant area of
the subcomponent A row on the horizontal axis.

FIG. 6 1s a diagram showing a data structure example of
the sensor arrangement information storage unit. The sensor
arrangement information storage unit 114 includes sensor
information names as row data, and includes a column of
device type A 1141, a column of device type B 1142, and a
column of device type C 1143 as column data. A plurality of
devices of the same type are introduced 1n the manufacturing
line, and the device type 1s information indicating the type
of the device. Further, each sensor information name (cVar2
and the like) as the row data represents an individual item of
the manufacturing data. In the row of cVar2, “1” is stored in
the device type of the device from which the manufacturing
data cVar2 are acquired. In this example, a value of the
column of the device type A 1141 1s “1”°, which indicates that
the value of cVar2 1s the data measured by a device having
the device type A. The device type 1s associated 1n advance
with a type that corresponds to a work content of a coating
device, a stretching machine, and a heat treatment machine,
for example.

FIG. 7 1s a diagram showing a data structure example of
the device type information storage unit. The device type
information storage unit 115 includes a device 1D 11351 and
a device type 1152 which are associated with each other.
That 1s, the device type information storage unit 113 stores
information indicating which device type each device 1n the
manufacturing line belongs to. For example, a device having
a device ID “Eql” 1s associated with “device type A” as a
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value of the device type 1152. This indicates that the device
“Eqgl” belongs to the device type A.

FIG. 8 1s a diagram showing a data structure example of
the construction starting history information storage unit. A
construction starting history 1s information that indicates a
correspondence (a result) between a product and a manu-
tacturing device that processes the product. The construction
starting history information storage unit 116 stores informa-
tion that specifies a device in charge of each process for each
product by using the product as the horizontal axis and the
process as the vertical axis. For example, the product “A01”
1161 indicates that the processing 1s performed using a
manufacturing device “Eql” 1n process 1 (1166), a manu-
facturing device “Eq3” 1n process 2 (1167), and a manufac-
turing device “Eq6” 1n process 3 (1168). Similarly, infor-
mation that specifies a device by which each process 1s
performed 1s shown for other products. Even when a manual
process 1s mcluded, 1t 1s possible to cope with 1t by storing
information that specifies a manual worker (or a team) 1n a
similar manner to the manufacturing device.

The result value recerving unit 121 reads manufacturing
log data including one or both of the manufacturing data
obtained by monitoring the operating state of the manufac-
turing device and the mspection data. Specifically, the result
value recerving unit 121 reads data from the manufacturing,
result storage unit 111 and the mspection result storage unit
112 of the storage unmit 110.

The environment configuration information recerving unit
122 reads the BOM information, the sensor arrangement
information, the device type information, and the construc-
tion starting history information. Specifically, the environ-
ment configuration information receiving unit 122 reads data
from the BOM information storage unit 113, the sensor
arrangement information storage unit 114, the device type
information storage unit 115, and the construction starting
history information storage unit 116 of the storage unit 110.

The expanded causal inference model construction unit
123 constructs an expanded causal inference model by using
the manufacturing log data, the BOM information, the
sensor arrangement information, the device type informa-
tion, and the construction starting history information. Spe-
cifically, the expanded causal inference model construction
unit 123 constructs a Bayesian network by associating
correlated sensor items with causes and results using a
structure learming algorithm such as a K2 algorithm regard-
less of whether the correlated 1items are strictly 1n a causal
relation. Then, the expanded causal inference model con-
struction unit 123 integrates the Bayesian network and
constructs the expanded causal inference model by using
information, that 1s, environment configuration information
that specifies the environment configuration. The environ-
ment configuration icludes a sensor facility, a process, a
configuration of a product to be manufactured, and the like,
which are included in the BOM information storage unit
113, the sensor arrangement imnformation storage unit 114,
the device type information storage unit 113, and the con-
struction starting history information storage unit 116.

The expanded causal inference model saving unit 124
describes the Bayesian network constructed by the expanded
causal inference model construction unit 123 with extended
data of eXtensible Markup Language (XML) generally used,
and saves the Bayesian network in the expanded causal
inference model storage unit 117.

The model contraction unit 125 reduces a dimension of
the expanded causal inference model by integrating and
erasing data other than necessary data from the expanded
causal inference model. That 1s, the contraction 1s performed
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by refining to necessary causal relations and extracting
necessary nformation from the expanded causal inference
model including causal relations of various data.

The contracted model reading unit 126 reads a model
contracted by the model contraction unit 125 and delivers
the model to the multi-application software generating unit
127.

The multi-application soitware generating unit 127 reads
the contracted model, and generates application software
that uses a screen transition and a processing content in
accordance with a prescribed definition (definition described
with XML). According to a configuration described with
XML, the multi-application software generating unit 127
reads necessary information from the Bayesian network
which 1s a contracted model, generates information neces-
sary for display by performing prescribed calculation, and
generates a screen to be displayed in accordance with screen
information for defined transitionable display.

FIG. 9 1s a diagram showing a hardware configuration
example of the knowledge management device. The knowl-
edge management device 100 can be implemented by a
computer including a central processing unit (CPU) 101, a
memory 102, an external storage device 103 such as a hard
disk drive (HDD), an mput device 104 such as a keyboard,
a mouse, and a barcode reader, and an output device 105
such as a display, or a computer system including a plurality
ol computers.

For example, the result value receiving unit 121, the
environment configuration information receiving unit 122,
the expanded causal inference model construction unit 123,
the expanded causal inference model saving unit 124, the
model contraction unit 125, the contracted model reading
unmt 126, and the multi-application software generating unit
127 of the control umt 120 can be implemented by loading
a prescribed program stored in the external storage device
103 1nto the memory 102 and executing the program by the
CPU 101. The storage unit 110 can be implemented by
utilizing the memory 102 or the external storage device 103
by the CPU 101.

However, the invention 1s not limited thereto, and the
knowledge management device 100 can also be imple-
mented by an application specific integrated circuit (ASIC)
or a microcomputer, for example.

FIG. 10 1s a diagram showing examples of a causal
inference model and a probability structural equation. When
the expanded causal inference model (the Bayesian network)
1s drawn as graphical data, a directed model having edges
and nodes as shown 1n FIG. 10 1s obtained.

The causal inference model refers to a graphical model
which shows a relation between the cause and the result
using a vertex, that is the node, and an arrow, that 1s the edge.
In addition, the causal inference model includes a decom-
position equation of a probability distribution corresponding
to a graphical model including the nodes and edges as shown
in FIG. 10.

In the example of the probability structural equation 1n
FIG. 10, an example of a causal relation including a variable
x1 (501), a vaniable x2 (502), a vaniable x3 (503), and a
variable x4 (504) and a decomposition equation of the
probability distribution are shown. This corresponds to a fact
that the left side of the decomposition equation of the
probability distribution, that 1s, the decomposed side expres-
s10m 15 a joint probability distribution p(x1, x2, x3, x4) of the
variable x1 (501), the vanable x2 (502), the vanable x3
(503), and the vaniable x4 (504). Further, the right side 1s an
expression obtained by decomposing the joint probability
distribution 1nto a product of conditional probabilities.
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The conditional probability 1s expressed in a form of
P(xly) and shows a probability of x under a condition where
a value ol vy 1s determined. In the causal inference model, the
condition y represents the cause, and x represents the result.
Accordingly, since a state where the probability distribution
of x changes according to the value of y which 1s on the
cause side can be expressed by a mathematical equation, the
equation expresses a causal relation that the value of x
changes according to the change in the value of the cause y.
Further, the arrow, that 1s, the edge extends from the variable
x1 (501) to the vanable x2 (502) 1n FIG. 10. This corre-
sponds to a fact that a conditional probability p(x2/x1) 1s
included at the right side of the decomposition equation of
the probability distribution. In the following examples, the
conditional probability 1s also included at the right side of
the decomposition equation 1n a form corresponding to the
arrow.

There 1s no arrow, that 1s, no edge toward the vanable x1
(501) 1n the causal inference model 1 FIG. 10. Therefore,
the right side of the probability structural equation 1n FIG.
10 1ncludes the probability p(x1) as a constant which 1s not
in the form of the conditional probability. In addition, there
are two arrows toward the variable x4 (504) from x2 (502)
and x3 (503) in the causal inference model in FIG. 10.
Correspondingly, the right side of the probabilistic structural
equation 1n FIG. 10 includes p(x41x2, x3) having both x2
and x3 as conditions. Similarly, the right side includes
conditional probabilities 1n the form corresponding to each
vertex.

FIG. 11 1s a diagram showing examples of a save format
of the causal inference model. In FIG. 11, a row direction
indicates a root of the arrow of the causal relation, that 1s, a
cause item, and a column direction indicates a tip end of the
causal relation, that 1s, a result item. For example, 1n a row
1105 of “x1”, a column 1102 of “x2” has a value of “1”. This
corresponds to a fact that there 1s an edge from x1 (501)
toward x2 (502) in FIG. 10 (there 1s a causal relation).
Meanwhile, 1n the row 1105 of “x1”, a column 1104 of “x4”
has a value of “0”. This corresponds to a fact that there 1s no
edge between x1 (501) and x4 (504) in FIG. 10 (although
there 1s an indirect causal relation, there 1s no direct causal
relation).

FIG. 12 1s a diagram showing examples of a save format
of the conditional probability p(x2ix1). For the sake of
simplicity, in this example, x1 and x2 are variables that take
any one of values 1, 2, 3, 4, and 5. In this example, a value
of the probability 1n a column 1201 of “x2=1" and a row
1206 of “x1=1" 1s *“0.32”. This indicates that p(xl=
11x2=1)=0.32.

FIG. 13 1s a diagram showing examples of a save format
of the conditional probability p(x41x2, x3). For the sake of
simplicity, in this example, x2 and x4 are variables that take
any one of values 1, 2, 3, 4, and 3, and x3 1s a variable that
takes any one of values 1, 2, and 3. In this example, a value

of the probability 1n a column 1301 of “x4=1" and a row
1306 of “x2=1, x3=1" 1s “0.11”. This 1indicates that

p(x4=11x2=1, x3=1)=0.11.

FIG. 14 1s a diagram showing an example of a flow of a
causal analysis processing. The causal analysis processing 1s
started by receiving an instruction from an operator after
turning on a power supply of the knowledge management
device 100.

First, the result value recerving unit 121 reads the manu-
facturing log data (step S101). Specifically, the result value
receiving umt 121 reads the manufacturing log data includ-
ing one or both of the manufacturing data obtained by
monitoring the operating state of the manufacturing device
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and the inspection data. For example, the result value
receiving unit 121 reads one or both of the manufacturing
data and the inspection data that are stored in the manufac-
turing result storage unit 111 and the inspection result
storage unit 112, respectively.

Then, the environment configuration information recerv-

ing umt 122 reads the BOM information (step S102).
Specifically, the environment configuration information
receiving unit 122 reads structure data of the product stored
in the BOM information storage unit 113.

Then, the environment configuration information recerv-
ing unit 122 reads the sensor arrangement information (step
S103). Specifically, the environment configuration informa-
tion receiving umt 122 reads a relation between the item of
sensor mformation stored in the sensor arrangement infor-
mation storage umt 114 and the device type.

Then, the environment configuration iformation recerv-
ing unit 122 reads the device type mformation (step S104).
Specifically, the environment configuration information
receiving unit 122 reads a relation between the sensor ID and

the device type stored 1n the device type information storage
unit 115.

Then, the environment configuration iformation recerv-
ing unit 122 reads the construction starting history informa-
tion (step S103). Specifically, the environment configuration
information receiving unit 122 reads the product ID and the
history of the processing device for each process stored in
the construction starting history information storage unit
116.

Then, the expanded causal inference model construction
unmit 123 constructs a causal miference model (step S106).
Specifically, the expanded causal inference model construc-
tion unit 123 infers the causal relation by using the manu-
facturing log data, the BOM information, the sensor arrange-
ment information, the device type information, and the
construction starting history information, and constructs the
causal relation model. Details of this processing will be
described later.

Then, the model contraction unit 125 reads the target data
ol interest (step S107). Specifically, the model contraction
umt 125 acquires data 1tems necessary for a process which
1s desired to be improved on a pre-registered manufacturing
line. For example, when it 1s desired to perform the machine
difference analysis, a construction starting history that is
read 1n the construction starting history information reading
step (step S105) and data that includes product 1mnspection
data, particularly failure mode data are pre-registered as
necessary data 1tems. The product inspection data 1s
obtained by inspecting the performance of the completed
product acquired in the manufacturing log data reading step
(step S101). The failure mode data 1s obtained by classiiying
determination results of non-defective/defective of products
and defective types when the products are determined to be
defective. Therefore, when the machine difference analysis
1s to be target software, the model contraction unit 125 reads
the product inspection data and the construction starting
history as the target data of interest.

Then, the model contraction unit 125 contracts the causal
inference model for the target data of interest (step S108).
Specifically, the model contraction unit 123 erases data other
than the target data of interest (necessary data) by integration
in the expanded causal inference model and performs a
processing for reducing the dimension of the expanded
causal inference model. The following Equation (1) to
Equation (3) show an example of the integral processing for
reducing the dimension.
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|Equation 1]

(1)
p(y) = f (Y, X1y Xas oo s X ddydxydxy ... d,

|Equation 2]

(2)
plv, xl):fp(y, X1y X2y on > Xm)dydx, ... diy

|Equation 3]

p(ya Xl) (3)

py)

py|x)=

The Equation (1) 1s an example of reducing the dimension
of the causal inference model shown on the right side. In the
Equation (1), y represents the product inspection data
obtained by inspecting the performance of the completed
product acquired in the manufacturing log data reading step
(step S101) in FIG. 14. In the Equation (1), the dimension
1s reduced to the probability distribution of v by performing
integral calculation on variables (x, to x ) other than y.

Further, the Equation (2) 1s also an example of reducing
the dimension of the causal inference model shown on the
right side. In the Equation (2), v represents the product
inspection data obtained by inspecting the performance of
the completed product acquired in the manufacturing log
data reading step (step S101) 1n FIG. 14, and X, represents
the construction starting history read in the construction
starting history information reading step (step S105). In the
Equation (2), the dimension i1s reduced to the probability
distribution of y and x,; by performing integral calculation on
variables (X, to x, ) other than y and x,.

Further, the Equation (3) 1s an example of calculating the
conditional probability by using the Equation (1) and the
Equation (2). The left side 1s the conditional probability of
y conditioned by x,. The right side 1s obtained by dividing
the left side of the Equation (2) by the left side of the
Equation (1). It 1s possible to contract the causal inference
model to a probability model relating to the target data of
interest by mtegrating the expanded causal inference model
in this manner. Further, for the conditional probability
distribution, the probability model can be acquired by com-
bining (dividing) the contracted models as 1n the Equation
(3).

The above 1s a flow of the causal analysis processing.
According to the causal analysis processing, the expanded
causal inference model can be constructed by receiving the
result value, and the probability model necessary for the
target application software to be generated can be contracted
and acquired.

FIG. 15 1s a diagram showing an example of a flow of a
causal inference model construction processing. The causal
inference model construction processing i1s started at a
causal analysis processing step S106.

First, the expanded causal inference model construction
unit 123 infers a manufacturing log data model (step S1061).
Specifically, the expanded causal inference model construc-
tion umt 123 infers a causal relation between the manufac-
turing data and the product inspection data. In this step, the
expanded causal inference model construction unit 123
constructs a causal inference model for each of the lower-
most constituent elements (terminals) among the BOM
information read in step S102.

FIG. 16 1s a diagram showing an example of a causal
inference model of a terminal part. A causal inference model

10

15

20

25

30

35

40

45

50

55

60

65

12

1601 of a part A shows a causal inference model corre-
sponding to the part A 405 shown 1n FIG. 4. As shown 1n
FIG. 4, the part A 1s located at the most terminal of the tree
structure of the BOM.

As shown 1n FIG. 16, a node 1602 closest to a result of the
part A 1 the causal inference model 1601 shows interme-
diate inspection data that relates to the quality of the part A.
The intermediate 1inspection data are obtained by inspecting
the product performance in the intermediate state of the
product being manufactured. Since the part A 1s a part
configuring the product, the part A 1s ispected as a part
separately from the final product performance.

Similarly, the expanded causal inference model construc-
tion umt 123 also constructs a causal inference model 1603
of a part B and a causal iference model 1605 of a part C.
As described above, the causal inference model includes the
graphical structure and the probability structure. Means that
estimates the graphical structure 1n such causal inference 1s
an algorithm such as a K2 algorithm, and the expanded
causal inference model construction unit 123 adopts, for
example, the K2 algorithm. Further, means that estimates the
probability structure 1s a maximum likelithood estimation
algorithm and the like, and the expanded causal inference
model construction umt 123 adopts, for example, the maxi-
mum likelthood estimation algorithm.

Next, the expanded causal inference model construction
unit 123 constructs a sensor data-device ID relation model
(step S1062). Specifically, the expanded causal inference
model construction umt 123 estimates the probability dis-
tribution of the sensor data conditioned by the device ID. For
example, the estimated probability distribution 1s a prob-
ability distribution represented by p(cVar2|Eq=Eql) and the
like. Here, cVar2 i1s cVar2 (1125) 1n the inspection result
storage unit 112 shown in FIG. 3, and Eql corresponds to
“Eq1” which 1s the device ID 1151 in the device type
information storage unit 115 shown in FIG. 7. That is,
p(cVar2|Egq=Eql) indicates the probability distribution of
the variable cVar2 observed in the device “Eql”. The
method of estimating p(cVar2|Eq=Eql) 1s described as tol-
lows.

First, the expanded causal inference model construction
umt 123 refers to the sensor arrangement information stor-
age unit 114 shown 1n FIG. 6 and specifies the device type
(device type A, and the like) 1n which the vanable (cVar2)
1s observed. Next, the expanded causal inference model
construction unit 123 refers to the device type information
storage unit 115 shown in FIG. 7 and specifies the devices
(Eql and Eq2) corresponding to the device type (device type
A).

Further, the expanded causal inference model construc-
tion unit 123 refers to the construction starting history
information storage unit 116 shown in FIG. 8, and specifies
the product ID (AO1, AO3 and AO05) manufactured by the
device (Eql). Then, the expanded causal inference model
construction unit 123 refers to the ispection result storage
umt 112 shown 1n FIG. 3 and estimates the probability
distribution of cVar2 by restricting the data to a row where
the product ID cVarl (112a) 1s the product ID (A01, AO3 and
AO03). That 1s, this 1s p(cVar2|Eq=Eql).

The probability distribution of the sensor data that 1s
conditioned by the device ID and estimated in the sensor
data-device ID relation model construction step (step S1062)
1s represented as a graphical structure shown 1n FIG. 17.

FIG. 17 1s a diagram showing a causal inference model of
the sensor data conditioned by the device ID. In the causal
inference model of FIG. 17, cVar2 (1701) corresponds to the

variable cVar2. Eq (1702) represents a variable which takes
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any one of the devices Eql and Eq2 as a value. A calculation
example of p(cVar2|Eq=Eql) corresponds to an example
when the Eq (1702) 1s the value of “Eql”.

Next, the expanded causal inference model construction
unit 123 constructs a device ID-device type model (step
S1063). Specifically, the expanded causal inference model
construction unit 123 estimates the probability distribution
between the device ID and the device type. An example of
the estimated probability distribution 1s shown 1n the fol-
lowing Equation (4).

[Equation 4]

P(E :Egl \DEVICE TYPE=DEVICE TYPE 4) (4)

The Equation (4) indicates the probability that the device
whose device ID 1s “qu”’ belongs to the device type A. The
probability value 1s calculated by the expanded causal
inference model construction unit 123 using the device type
information storage unit 115 shown in FIG. 7. In this
example, since the value of the device type column in the
row of “Eql” 1s the device type A, the value of the
probability of the Equation (4) 1s “1”. Provisionally, when
the value of the device type column in the row of “Eql”
includes a value other than the device type A, the value of
the probability indicated by the Equation (4) 1s “0”.

The probability distribution between the device type and
the device ID which 1s estimated 1n the device ID-device
type model construction step (step S1062) 1s represented as
a graphical structure shown 1n FIG. 18.

FI1G. 18 1s a diagram showing a causal inference model of
the device ID conditioned by the device type. In FIG. 18, Eq
(1801) represents a variable that takes the device ID as a
value, and the device type (1802) represents a variable that
takes the device type as a value. That 1s, an example of the
Equation (4) corresponds to an example when the Eq (1801)
1s “Eql” and the device type (1802) 1s “device type A”.

Then, the expanded causal inference model construction
unit 123 constructs a component model (step S1064). Spe-
cifically, the expanded causal inference model construction
unit 123 performs the causal inference between the product
inspection data of each component. This example 1s shown
in FIG. 19.

FIG. 19 1s a diagram showing an example of a causal
inference model of the inspection data. A leftmost node
(1901) shows the product mspection data acquired in the
manufacturing log data reading step S101. Meanwhile,
nodes 1902 to 1904 on the right side show data obtained by
ispecting the product performance in the intermediate state
of the product being manufactured the 1n manufacturing log
data reading step S101. These nodes correspond to a left-
most node 1602, a leftmost node 1604, and a leftmost node
1606 1n the example of the causal inference model of the
terminal part 1n FIG. 16, respectively.

A method of constructing the component model can be
performed by using the same algorithm as used in the
manufacturing log data model inference (step S1061).

Then, the expanded causal inference model construction
unit 123 constructs an expanded causal inference model
(step S10635). Specifically, the expanded causal inference
model construction unit 123 integrates (multiplies all) the
probability distributions constructed in the processing from
the manufacturing log data model inference (step S1061) to
the component model construction (step S1064) to construct
the expanded causal inference model.

FI1G. 20 1s a diagram showing an example of the expanded
causal inference model. FIG. 20 shows an example of an
expanded causal inference model 2000 obtained by integrat-
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ing a causal inference model 2001 of the part A, a causal
inference model 2003 of the part B, and a causal inference
model 2005 of the part C. The portion where a node 2007
and nodes (2002, 2004 and 2006) of each part are connected
corresponds to the causal inference model constructed 1n the
component model construction step S1064.

Further, the portion where a node 2008 and nodes (2010,
2011) are connected corresponds to the causal inference
model constructed in the sensor data-device ID relation
model construction step (1062). That 1s, a node 2009 cor-
responds to the device type, and the node 2008 corresponds
to the device ID. The nodes 2010 and 2011 correspond to the
acquired values of the sensors. Accordingly, when the causal
relation of the BOM structure 1s expanded and the causal
relation of the various result values 1s associated with each
other, the expanded causality inference model 1s obtained.
That 1s, the probability distribution of the manufacturing log
data for each manufacturing device 1s included in the
expanded causal inference model in a product form, and at
the same time, the probability distribution of the manufac-
turing log data for each manufacturing device and each type
of the manufacturing device 1s included 1n the expanded
causal mference model 1n a product form.

The above 1s a flow of the causal inference model con-
struction processing. According to the causal inference
model construction processing, the expanded causal infer-
ence model can be constructed by integrating various result
values.

FIG. 21 1s a diagram showing an example of a causal
inference model construction screen. A causal inference
model construction screen 2100 includes a graphical model
display unit 2101, a variable selection area 2102, a Build
button 2103, and an Integral button 2104.

A graphical structure of the constructed causal inference
model 1s output to the graphical model display unit 2101.
Theretore, the constructed model can be confirmed visually.

The variable selection area 2102 receives setting input of
the data of interest. Specifically, in the variable selection
area 2102, a Tgt column and a Cond column are provided for
cach variable, and mput of which vanable 1s Tgt (acquisition
probability) or which varniable 1s Cond (condition designa-
tion) 1s recerved. For example, when the ¢Var2 vanable 1s set
to Tgt and the cVar5 variable 1s set to Cond, 1t 1s designated
to obtain a probability model that 1s contracted to the
probability of ¢Var2 in a condition designation cVar5. The
input received 1n the variable selection area 2102 1s read 1n
the target data of interest reading step S107 and 1s used 1n the
contraction processing 1n step S108.

When recerving the iput, the Build button 2103 starts the
processing from step S101 (manufacturing log data reading)
to step S106 (causal inference model constructing) of the
causal analysis processing. Then, the constructed expanded
causal inference model 1s displayed on the graphical model
display unit 2101.

When receiving the mput, the Integral button 2104 reads
the mput of the variable selection area 2102 and starts the
processing from step S107 (target data of interest reading) to
step S108 (causal inference model contraction) of the causal
analysis processing. Then, the contracted causal inference
model (the probability model) 1s displayed on the graphical
model display unit 2101.

(Example of Application to Mechanical Diflerence Analy-
51S)

An example of a case of applying the model to a machine
difference analysis application will be described using the
expanded causal inference model and the contraction
mechanism thereof. In the machine difference analysis
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application, the contracted model reading unit 126 reads the
probability model that 1s contracted to a prescribed variable
by the model contraction unit 125, and the multi-application
solftware generating umit 127 automatically generates a
screen and an operation widget 1n accordance with a pre-
scribed eXtensible Markup Language (XML) definition. The
mechanism may use a known application automatic genera-
tion technique.

FIG. 22 1s a diagram showing an example of a failure
mode selection screen ol the machine difference analysis
application. In a failure mode selection screen 2200, an
occurrence ratio of a failure mode of a product failure 1s
shown 1n a pie chart 2201. Information about the pie chart
2201 necessary for outputting of the screen corresponds to
the occurrence ratio of each failure mode and the occurrence
ratio 1s calculated by using the probability distribution
shown 1n the Equation (1).

The failure mode selection screen 2200 includes the pie
chart 2201, a failure mode selection mput receiving area
2202, a “previous” button 2203, and a “next” button 2204.

The failure mode selection mput recerving area 2202 1s
mounted by a check box and the like, and receives a plurality
of selections of failure modes to be analyzed.

When recerving the mput, the “previous” button 2203
makes a transition to a screen that 1s displayed before
displaying the failure mode selection screen 2200. Normally,
a login screen, another application, or a menu screen 1s
assumed as a transition destination screen.

When recerving the input, the “next” button 2204 reads
the failure mode received 1n the failure mode selection input
receiving area 2202 as a parameter and makes a transition to
the next screen.

FIG. 23 1s a diagram showing an example of a box-
whisker plot display screen for each process. A box-whisker
plot display screen 2300 for each process 1s a screen to be
transitioned to when the “next” button 2204 1s pressed 1n a
state where a failure mode A 1s selected 1n the failure mode
selection 1nput recerving areca 2202 of the failure mode
selection screen 2200.

As shown 1 FIG. 23, the box-whisker plot display screen
2300 includes a box-whisker plot display umit 2301, a
process display unit 2302, a “previous process” button 2303,
a “previous” button 2304, a “next” button 23035, a “next
process” button 2306.

The box-whisker plot display unit 2301 plots the occur-
rence ratio of the selected failure mode A on the vertical axis,
and the device on the horizontal axis. A graph displayed on
the box-whisker plot display unit 2301 1s a graph called a
box-whisker plot, and 1s a graph in which a triangle repre-
senting the average value 1s superimposed on the box that
describes the probability distribution by using a statistical
summary amount of maximum, a third quartile, a median, a
first quartile, and a minimum.

An upper end of the whisker given to each box represents
the maximum, an upper end of the box represents the third
quartile, the middle line 1n the box represents the median, a
lower end of the box represents the third quartile, and a
lower end of the whisker represents the minimum. When the
“next” button 2204 of the failure mode selection screen 2200
1s pressed, the box-whisker plot display unit 2301 1s calcu-
lated by using the probability distribution which 1s derived
from the contracted model of the Equation (3) by software
realizing the machine diflerence analysis application. The
Equation (3) 1s the conditional probability that the mnspection
result of each device 1s defective for each process and the
defect of the mspection result 1s classified as A. In this graph,
a process 1n which a position of the box-whisker plot 1s
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largely different from other processes 1s considered to be a
process that aflects the failure mode A.

The process display unit 2302 shows a process of the
box-whisker plot shown i1n the current box-whisker plot
display unit 2301. This example shows that the box-whisker
plot 1s displayed 1n relation to process 3.

In this state, when there 1s an mput to the “previous
process” button 2303, the box-whisker plot displayed in the
box-whisker plot display unit 2301 1s changed to a box-
whisker plot for process 2, which 1s then displayed, and
when there 1s an iput to the “next process” button 2306, the
box-whisker plot displayed 1n the box-whisker plot display
unmit 2301 1s changed to a box-whisker plot for process 4,
which 1s then displayed.

When there 1s an input to the “previous” button 2304, a
transition 1s made to a screen that 1s displayed before
displaying the box-whisker plot display screen 2300 for each
process. Normally, a failure mode selection screen 2200 1s
assumed as the transition destination screen.

When the “next” button 2303 receives an mput, a transi-
tion 1s made to a box-whisker plot display screen that 1s the
next screen for a plurality of processes.

FIG. 24 1s a diagram showing an example of the box-
whisker plot display screen for a plurality of processes. A
box-whisker plot display screen 2400 for a plurality of
processes 1s a screen on which a transition 1s made when the
“next” button 23035 1s pressed on the box-whisker plot
display screen 2300 for each process.

As shown 1n FIG. 24, the box-whisker plot display screen
2400 for a plurality of processes includes a multi-device
box-whisker plot display unit 2401, a process combination
display unit 2402, a “previous process’ button 2403, a
“previous” button 2404, a “next” button 24035, and a “next
process” button 2406.

The multi-device box-whisker plot display unmit 2401 plots
the occurrence ratio of the selected failure mode A on the
vertical axis, and the combination of devices on the hori-
zontal axis. The graph displayed on the multi-device box-
whisker plot display umt 2401 1s a box-whisker plot.

The multi-device box-whisker plot display umt 2401 1s
calculated by the probability distribution which 1s derived
from the contracted model of the Equation (3) by software
realizing the machine difference analysis. The Equation (3)
1s the conditional probability that the inspection result i1s
defective for each combination of a plurality of processes
and the defect of the inspection result 1s classified as A.

The process combination display unit 2402 shows a
process of the box-whisker plot shown 1n the current multi-
device box-whisker plot display unit 2401. This example
shows that a box-whisker plot 1s displayed in relation to a
combination of devices that are responsible for the process
1 and the process 2.

In this state, when there 1s an mput to the “previous
process” button 2403, the box-whisker plot displayed in the
multi-device box-whisker plot display unit 2401 1s changed
to a box-whisker plot for the process 4, which 1s then
displayed, and when there 1s an mnput to the “next process”
button 2406, the box-whisker plot displayed 1n the multi-
device box-whisker plot display unit 2401 1s changed to a
box-whisker plot for a combination of other processes,
which 1s then displayed.

When there 1s an 1mput to the “previous” button 2404, a
transition 1s made to a screen that 1s displayed before
displaying the box-whisker plot display screen 2400 for a
plurality of processes. Normally, a box-whisker plot display
screen 2300 1s assumed as the transition destination screen.
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When the “next” button 2405 receives an input, a transi-
tion 1s made to a box-whisker display screen that 1s the next
screen (not shown) for three processes.

Machine difference analysis application software can be
automatically generated by using such a screen as a con-
tracted model, which 1s obtained by integrating variables
other than target variables based on the expanded causal
inference model.

Failure rate prediction, failure analysis, abnormality
detection, and the like are assumed as other examples of
deployment of application software generation using the
causal inference model with a reduced dimension con-
structed 1n the causal inference model contraction process-
ing (step S108).

When generating failure rate prediction application soft-
ware, an mspection result for the completed product can be
predicted by using manufacturing data by taking the product
ispection data obtained by inspecting the performance of
the completed product in v and the manufacturing data
obtained by monitoring the state of the device of the
manufacturing device such as temperature and pressure
during operation in x as p(ylx). When 1t 1s defined to use the
data obtained by contracting the expanded causal inference
model to p(ylx) in the XML definition, the failure rate
prediction application soitware can be automatically gener-
ated.

Further, even 1n generating failure analysis application
soltware, i1t 1s possible to specily the device data which
causes the failure by constructing the contracted model
similar to the case of the failure prediction.

Further, when the abnormality detection 1s performed, the
probability distribution of the manufacturing data at the
normal time can be specified by taking the manufacturing
data obtained by monitoring the state of the device of the
manufacturing device such as temperature and pressure
during the operation in x as p(x), and when the manufac-
turing data takes a value deviating from the probability
distribution, 1t can be detected as an abnormality. When a
threshold 1s also defined by using the data obtained by
contracting the expanded causal mference model to p(x) 1n
the XML definition, abnormality detection application soft-
ware can be automatically generated.

The above 1s an embodiment according to the invention.
According to the above embodiment, various types of appli-
cation soitware can be automatically generated at the manu-
facturing site according to the diagnosis result.

The invention 1s not limited to the above embodiment, and
includes various modifications. For example, the embodi-
ment described above 1s detailed for easy understanding but
the invention 1s not necessarily limited to include all the
above configurations.

A part of the configuration of each embodiment may be
combined with another configuration, omitted, or replaced
with another configuration.

A part or an entirety of the above configurations, func-
tions, processing units, and the like may be implemented by
hardware, for example, by being designed as an integrated
circuit. Further, each of the above configurations, functions,
and the like may be implemented by software control that
executes an operation according to a program implementing
cach function by a processor. Information about the pro-
grams, tables, files, and the like for implementing the
functions can be stored 1n a recording device such as a
memory, a hard disk and an SSD or a recording medium
such as an IC card, an SD card and a DVD, can be read from
a random access memory (RAM) at the time of being

executed by a CPU and the like.
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Only control lines and information lines that are consid-
ered necessary for description are illustrated, and not nec-
essarily all the control lines and information lines required
for production are illustrated. In practice, it may be consid-
ered that almost all the configurations are connected with
cach other.

A part or an entirety each of the above configurations,
functions, processing units, and the like may be imple-
mented by a distributed system, for example, by being
executed by another device and being integrated via a
network or the like.

Technical elements of the above embodiment may be
applied alone, or may be divided into a plurality of portions
such as program parts and hardware parts.

The invention has been described mainly through the
embodiment.

REFERENCE SIGN LIST

100 . . . knowledge management device, 110 . . . storage unit,
111 . . . manufacturing result storage umt, 112 . . .
inspection result storage unit, 113 . . . BOM 1nformation
storage unit, 114 . . . sensor arrangement information
storage unit, 115 . . . device type mformation storage unit,
116 construction starting history information storage

unit, 117 . . . expanded causal inference model storage
unit, 120 . . . control unit, 121 . . . result value receiving
unit, 122 . . . environment configuration information

recerving unit, 123 . . . expanded causal inference model
contraction unit, 124 . . . expanded causal inference model
saving unit, 125 . . . model contraction unit, 126 . . .
contracted model reading unit, 127 . . . multi-application
software generating unit.

The mvention claimed 1s:
1. A software generation method for generating software
by using a computer,

wherein the computer includes a control unit and a storage
unit,

the storage unit stores manufacturing log data and envi-
ronment configuration information that includes sensor
data acquired 1n one or both of a manufacturing process
and an inspection process, bill of materials (BOM)
information that specifies a product configuration,
device type mformation and construction starting his-
tory information, and

the control umt performs:

a result value receiving step of reading the manufac-
turing log data from the storage unit,

an environment configuration information reading step
of reading the environment configuration informa-
tion from the storage unit,

an expanded causal inference model construction step
ol constructing a causal inference model based on
the manufacturing log data and constructing an
expanded causal inference model by expanding the
causal inference model by using the environment
configuration information,

a model contraction step ol generating a contracted
model by contracting the expanded causal inference
model to a causal relation of prescribed target data of
interest, and

a software generation step of reading the contracted
model and generating prescribed application sofit-
ware,

wherein the causal inference model i1s constructed for
cach component included in the BOM information and
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1s integrated to the expanded causal inference model 1n
the expanded causal inference model contraction step,

wherein the expanded causal inference model includes a
probability distribution of the manufacturing loci data
in a product form for each manufacturing device and
cach type of the manufacturing device in the expanded
causal inference model construction step, and

wherein the storage unit stores the prescribed target data
of interest for each application software, and the
expanded causal inference model 1s contracted by being
restricted and integrated to a causal relation of the
target data of interest in the model contraction step.

2. The software generation method according to claim 1,

wherein a Bayesian network 1s used i the expanded
causal inference model construction step.

3. The software generation method according to claim 1,

wherein the expanded causal inference model includes a
probability distribution of the manufacturing log data in
a product form for each manufacturing device in the
expanded causal inference model construction step.

4. The software generation method according to claim 1,

wherein the storage unit stores, as the target data of
interest, a failure mode occurrence ratio and informa-
tion specilying a process as a condition thereol in
association with machine difference analysis applica-
tion soiftware, and the expanded causal inference model
1s conftracted by being restricted and integrated to the
failure mode occurrence ratio with the information that
specifies the process as the condition 1n model contrac-
tion step.

5. A software generation system comprising:

a Processor;

a control unit; and

a storage unit,

wherein the storage unit stores manufacturing log data
and environment configuration information that
includes sensor data acquired in one or both of a
manufacturing process and an mspection process, bill
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of materials (BOM) information that specifies a product

configuration, device type information and construc-

tion starting history information, and
the control unit performs

a result value receiving step of reading the manufac-
turing log data from the storage unit,

an environment configuration information reading step
of reading the environment configuration iforma-
tion from the storage unit,

an expanded causal inference model construction step
of constructing a causal inference model based on
the manufacturing log data and constructing an
expanded causal inference model by expanding the
causal inference model by using the environment
configuration information,

a model contraction step of generating a contracted
model by contracting the expanded causal inference
model to a causal relation of prescribed target data of
interest, and

a software generation step of reading the contracted
model and generating prescribed application sofit-

ware,
wherein the causal inference model i1s constructed for
cach component 1included in the BOM information and
1s 1ntegrated to the expanded causal inference model 1n
the expanded causal inference model contraction step,
wherein the expanded causal inference model includes a
probability distribution of the manufacturing loci data
in a product form for each manufacturing device and
cach type of the manufacturing device in the expanded
causal inference model construction step, and
wherein the storage unit stores the prescribed target data
of 1nterest for each application software, and the
expanded causal inference model 1s contracted by being
restricted and integrated to a causal relation of the
target data of interest in the model contraction step.
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