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EXTENT OF THE EXTENTS OF THE REAL CLUSTER
STORAGE SYSTEM CORRESPONDING TO A MAPPED
CLUSTER STORAGE LOCATION IDENTIFIER

I,

IN RESPONSE TO RECEIVING A DATA OPERATION
INSTRUCTION COMPRISING THE MAPPED CLUSTER
STORAGE LOCATION IDENTIFIER, FACILITATING
PERFORMANCE OF THE DATA OPERATION — 830
INSTRUCTION BASED ON A DATA STORAGE LOCATION
IN THE EXTENT OF THE REAL CLUSTER DETERMINED
FROM THE MAPPED CLUSTER STORAGE LOCATION
IDENTIFIER
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DOUBLY MAPPED REDUNDANT ARRAY OF
INDEPENDENT NODES FOR DATA
STORAGE

TECHNICAL FIELD

The disclosed subject matter relates to data storage, more
particularly, to mapping storage pools comprising storage
devices of at least one array of storage devices.

BACKGROUND

Conventional data storage techniques can store data in
one or more arrays ol data storage devices. As an example,
data can be stored in an ECS (formerly known as ELASTIC
CLOUD STORAGE) system, hereinaiter an ECS system,
such as 1s provided by DELL EMC. The example ECS

system can comprise data storage devices, e.g., disks, etc.,
arranged 1n nodes, wherein hardware nodes, e.g., real nodes,
etc., can be comprised 1n an ECS cluster, e.g., an NxM ECS
cluster comprising N hardware nodes each having M real
disks. One use of data storage 1s 1n bulk data storage. Data
can conventionally be stored 1n a ‘group of nodes’ format for
a given cluster, for example, 1 a conventional ECS system,
all disks of nodes comprising the group of nodes, e.g., ECS
cluster, etc., are considered part of the group. As such, a
group with nodes having many disks can, 1n some conven-
tional embodiments, comprise a large amount of storage,
much of which can go underutilized. As an example, a
storage group of five nodes, with ten disks per node, at 8
terabytes (TBs) per disk i1s roughly 400 TB 1n size, which
can be excessively large for some types of data storage.
Additionally, apportioning smaller real groups, e.g., groups
having fewer real nodes, groups having real nodes with
tewer real disks, groups having real nodes with smaller real
disks, etc., can be ineflicient 1n regards to processor, net-
work, storage resources, etc., €.g., computer resource usage,
to support these smaller groups. As such, 1t can be desirable
to provide logical storage groups, and corresponding hard-
ware, software, firmware, etc., at a more granular level to
employ portions of larger real groups, thereby promoting
more eflicient computer resource usage, €.g., retamning a
large real group(s) but providing a smaller logical group(s)
that can be more suitable for storing some types of data, e.g.,
smaller amounts of data, slower access to data, etc., that
otherwise can be inetlicient to store 1n the example large real

group(s).

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s an 1illustration of an example system that can
tacilitate storage of data 1n a doubly mapped redundant array
of independent nodes, 1n accordance with aspects of the
subject disclosure.

FIG. 2 1s an illustration of an example system that can
facilitate storage of data via a doubly mapped cluster 1n a
doubly mapped redundant array of independent nodes, 1n
accordance with aspects of the subject disclosure.

FIG. 3 1s an 1illustration of an example system that can
enable storage of data in a plurality of doubly mapped
clusters, 1n accordance with aspects of the subject disclo-
sure.

FIG. 4 1llustrates an example system that can facilitate
storage of data via a doubly mapped redundant array of
independent nodes 1n accord with a first data protection rule,
in accordance with aspects of the subject disclosure.
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FIG. 5 illustrates an example system that can facilitate
storage of data via a doubly mapped redundant array of

independent nodes 1n accord with a second data protection
rule, in accordance with aspects of the subject disclosure.

FIG. 6 1illustrates an example system that can facilitate
storage of data via a doubly mapped redundant array of
independent nodes 1n accord with a first and second data
protection rule, in accordance with aspects of the subject
disclosure.

FIG. 7 1s an 1llustration of an example method facilitating,
storage ol data 1n a doubly mapped redundant array of
independent nodes, 1n accordance with aspects of the subject
disclosure.

FIG. 8 illustrates an example method that enables storage
of data via a doubly mapped redundant array of independent
nodes 1n accord with a first and second data protection rule,
in accordance with aspects of the subject disclosure.

FIG. 9 depicts an example schematic block diagram of a
computing environment with which the disclosed subject
matter can interact.

FIG. 10 1llustrates an example block diagram of a com-
puting system operable to execute the disclosed systems and
methods 1n accordance with an embodiment.

DETAILED DESCRIPTION

The subject disclosure 1s now described with reference to
the drawings, wherein like reference numerals are used to
refer to like elements throughout. In the following descrip-
tion, for purposes of explanation, numerous specific details
are set forth 1n order to provide a thorough understanding of
the subject disclosure. It may be evident, however, that the
subject disclosure may be practiced without these specific
details. In other instances, well-known structures and
devices are shown in block diagram form in order to
facilitate describing the subject disclosure.

As mentioned, data storage techniques can conventionally
store data 1n one or more arrays of data storage devices. As
an example, data can be stored in an ECS system such as 1s
provided by DELL EMC. The example ECS system can
comprise real data storage devices, e.g., physical disks, etc.,
arranged 1n real nodes, wherein real nodes can be comprised
in an ECS cluster. One use of data storage 1s 1n bulk data
storage. Data can conventionally be stored in a group of
nodes format for a given cluster, for example, 1n a conven-
tional ECS system, all disks of nodes comprising the group
of nodes are considered part of the group. As such, a real
node with real disks can, in some conventional embodi-
ments, comprise a large amount of real data storage that can
be underutilized. As such, 1t can be desirable to have more
granular logical storage groups that can employ portions of
the real groups, thereby {facilitating ethicient computer
resource usage, €.g., via portions of real groups provided via
logical groups, wherein the logical groups can be used for
storing data in a manner that can be more eflicient than
storing the same data directly in the real groups of real
nodes.

In an embodiment of the presently disclosed subject
matter, a doubly mapped redundant array of independent
nodes, hereinatter a doubly mapped RAIN, doubly mapped
cluster, etc., can comprise a logical data storage arrangement
corresponding to data stored on real storage devices. In a
doubly mapped cluster, a real cluster(s), e.g., a group of real
storage devices comprised in one or more hardware nodes,
comprised 1n one or more real clusters, can be defined to
allow more granular use of the real cluster 1n contrast to
conventional storage techniques. In an aspect, a doubly
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mapped cluster can comprise doubly mapped nodes that can
provide data redundancy, which, 1n an aspect, can allow for
tailure of a portion of one or more doubly mapped nodes of
the doubly mapped cluster without loss of access to stored
data, can allow for removal/addition of one or more doubly
mapped nodes from/to the doubly mapped cluster without
loss of access to stored data, etc. As an example, a doubly
mapped cluster can comprise doubly mapped nodes having,
a data redundancy scheme analogous to a redundant array of
independent disks (RAID) type-6, e.g., RAID®6, also known
as double-panity RAID, etc., wherein employing a node
topology and two parity stripes on each node can allow for
two node failures before any data of the doubly mapped
cluster becomes 1naccessible, etc. In other example embodi-
ments, a doubly mapped cluster can employ other node
topologies and parity techniques to provide data redundancy,

¢.g., analogous to RAIDO, RAID1, RAID2, RAID3, RAID4,
RAIDS, RAID6, RAIDO+1, RAID1+40, etc., wherein a dou-
bly mapped node of a doubly mapped cluster can comprise
one or more disks, and the doubly mapped node can be
loosely similar to one or more extents of a real disk 1n a real
RAID system. Unlike RAID technology, an example doubly
mapped RAIN system can provide access to more granular
storage 1n generally very large data storage systems, oiten on
the order of terabytes, petabytes, exabytes, zettabytes, etc.,
or even larger, because each doubly mapped node can
generally comprise a plurality of extents of real disks, unlike
conventional RAID technologies.

In an embodiment, software, firmware, etc., can hide the
abstraction of doubly mapped nodes 1n a doubly mapped
RAIN system, ¢.g., the group of doubly mapped nodes can
appear to a client device to be a contiguous block of data
storage even where, for example, 1t can be spread across
multiple extents of one or more real disks, multiple real
groups of hardware nodes (a real RAIN), multiple real
clusters of hardware nodes (multiple real RAINs), multiple
geographic locations, etc. For a given real cluster, e.g., real
RAIN, that 1s N nodes wide by M disks deep by L extents
per real disk, a doubly mapped RAIN can consist of up to N
mapped nodes of M' mapped disks having L' mapped
extents. Accordingly, 1n an embodiment, one doubly mapped
node 1s expected to manage extents of disks of different real
nodes. Similarly, 1n an embodiment, extents of disks of one
real node can be understood to be managed by doubly
mapped nodes of diflerent doubly mapped RAIN clusters. In
some embodiments, the use of disks from one real node by
two doubly mapped nodes of one doubly mapped cluster can
be prohibited to harden doubly mapped RAIN clusters
against a failure of one real node compromising two or more
doubly mapped nodes of the doubly mapped RAIN cluster,
¢.g., a data loss event, etc. In some embodiments, the use of
extents from one real disk by two doubly mapped disks of
one doubly mapped cluster can be prohibited, similarly, to
harden doubly mapped RAIN clusters against a failure of
one real disk compromising two or more doubly mapped
disks of the doubly mapped RAIN cluster. Hereinatter, an
extent of a real disk can be comprised 1n a real node that can
be comprised in a real cluster and, furthermore, the extent of
the real disk can correspond to a portion of a doubly mapped
disk, a doubly mapped disk can correspond to one or more
extents of one or more real disks, a doubly mapped node can
correspond to one or more portions of one or more real
nodes, a doubly mapped cluster can correspond to one or
more portions ol one or more real clusters, etc., and, for
convenience, the term RAIN can be omitted for brevity, e.g.,
a doubly mapped RAIN cluster can be referred to simply as
a doubly mapped cluster, etc., Moreover, a doubly mapped
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RAIN node can simply be referred to as a doubly mapped
node, etc., wherein ‘mapped’ 1s intended to convey a dis-
tinction between a logical representation of data from cor-
responding real data stored on a physical hardware compo-
nent, wherein the real data and the doubly mapped data are
related and have a defined relationship, e.g., the logical
representation of data, e.g., a data representation, ‘DR, etc.,
can be stored 1n a non-volatile manner and can be related to
real data stored on physical storage devices, wherein the
relationship can allow a client device to operate on the DR
to cause corresponding operation on the real data. As an
example, a DR can comprise a logical storage address for a
datum and a mapping to a real storage address of the datum
such that an operation directed to the logical address 1s
performed on the datum at the real storage address, etc.

In an embodiment, a doubly mapped cluster can corre-
spond to a real cluster, e.g., the doubly mapped cluster can
be N' by M' by L' in size and the real cluster can be N by M
by L 1n size. It 1s noted that N' generally should not exceed
N because where NN the prohibition against using disks of
one real node 1n more than one doubly mapped node of a
doubly mapped cluster must be violated. However, it is
further noted that M' can be any number of logical disks,
even exceeding M, for example, a 4x4x4 real cluster can be
mapped to a 2x8x4 doubly mapped cluster, etc. Similarly, 1t
1s noted that L' can be any number of extents, for example,
a 4x4x4 real cluster can be mapped by a 2x4x8 doubly
mapped cluster, etc. In other embodiments, N' can be less
than, or equal to, N, M' can be less than, or equal to, M, L
can be less than or equal to L, etc. In some embodiments, a
doubly mapped cluster can be the same size as a real cluster,
smaller than a real cluster, etc. Additionally, 1n some
embodiments, a real cluster can comprise more than one
doubly mapped cluster, e.g., where a doubly mapped cluster
1s sufliciently small 1n comparison to a real cluster, the real
cluster can accommodate one or more additional doubly
mapped clusters. In an aspect, where doubly mapped
cluster(s) are smaller than a real cluster, the doubly mapped
cluster can provide finer granularity of the data storage
system. As an example, where a real cluster 1s 8x8x8, e.g.,
8 nodes by 8 disks by 8 extents per disk, then, for example,
four mapped 4x4x8 clusters can be provided, wherein each
of the four doubly mapped 4x4x8 clusters 1s approximately
l/ath the size of the real cluster. AddlthIlEllly, the example
Ix8x8 real cluster can provide a mix of different sized
mapped clusters, for example one 8x4x8 doubly mapped
cluster, one 4x4x8 doubly mapped cluster, and four 2x4x4
doubly mapped clusters. In some embodiments, not all of the
real cluster must correspond to a sum of doubly mapped
clusters, e.g., an example 8x8x8 real cluster, e.g., 512 real
extents, can comprise only one 2x4x16 doubly mapped
cluster, e.g., 128 doubly mapped extents, with the rest of the
real cluster, e.g., 384 extents, not (yet) being allocated to
correspond to other doubly mapped storage space.

A doubly mapped RAIN can, in some embodiments,
comprise a processor, a virtual processor executing on a real
processor, a combination of real processors and virtual
processors, etc., that can enable interaction with data *“stored
in a doubly mapped cluster,” e.g., a data representation
corresponding to real data stored on one or more real
clusters. The data stored in a doubly mapped cluster can
actually correspond to real data stored on a portion of a disk
of a node of a real cluster, but can be interacted with
according to a logical relation, e.g., to a representation said
to be ‘stored 1n the doubly mapped cluster.” As such, writing
data into a logical address of the doubly mapped cluster can
result 1n writing of the data into a physical data storage
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clement addressed in the real cluster and an association
between the doubly mapped cluster address and the real
cluster address can be retained to allow other operations
with the data, e.g., via operations directed to the logical
representation but performed on the real data. In an aspect,
the retention of the real-to-mapped address relationship, e.g.,
doubly mapped data corresponding to the real data, etc., can
be via nearly any technique, for example, via a mapping
table, via a data structure, etc., and all such techniques are
within the scope of the present disclosure. Additionally, the
relationship 1s typically updatable, allowing, for example,
movement of data at the real cluster to still relate to an
unchanged doubly mapped address, allowing movement of
the doubly mapped data to still relate to unmoved data at the
real address, etc. As an example, where a node of a real
cluster fails, the relationship to the doubly mapped address
can be updated to associate a redundant duplicate of the data
of the real cluster to be associated with the doubly mapped
address, thereby allowing a user of the doubly mapped
cluster to operate on the data without disturbance. As
another example, moving data 1n a doubly mapped cluster
environment can be decoupled from actually moving the
data within the real cluster, e.g., the updated doubly mapped
address can be afhiliated with the unchanged real address,
etc. As a further example, a failure of a doubly mapped node,
which 1s not related to a failure of a real node, can be
compensated for by providing access to the real data at the
unhanged real cluster address via a redundant doubly
mapped cluster node. Numerous other examples of doubly
mapped RAIN technology are readily appreciable and are
considered within the scope of the present disclosure even
where not recited for clarity and brevity.

Other aspects of the disclosed subject matter can provide
additional features generally not associated with real cluster
data storage. In some embodiments, a doubly mapped clus-
ter can comprise storage space ifrom more than one real
cluster. In some embodiments, a doubly mapped cluster can
comprise storage space from real nodes 1n different geo-
graphical areas. In some embodiments, a doubly mapped
cluster can comprise storage space from more than one real
cluster in more than one geographic location. As an
example, a doubly mapped cluster can comprise storage
space from a cluster having hardware nodes 1n a data center
in Denver. In a second example, a doubly mapped cluster
can comprise storage space from a first cluster having
hardware nodes 1n a first data center 1n Denver and from a
second cluster also having hardware nodes 1n the first data
center 1n Denver. As a further example, a doubly mapped
cluster can comprise storage space from both a cluster
having hardware nodes 1n a first data center 1n Denver and
a second data center 1n Denver. As a further example, a
doubly mapped cluster can comprise storage space from a
first cluster having hardware nodes 1n a first data center 1n
Seattle, Wash., and a second data center having hardware
nodes i Tacoma, Wash. As another example, a doubly
mapped cluster can comprise storage space from a first
cluster having hardware nodes in a first data center in
Houston, Tex., and a second cluster having hardware nods 1n
a data center 1n Mosco, Russia.

To the accomplishment of the foregoing and related ends,
the disclosed subject matter, then, comprises one or more of
the features hereinafter more fully described. The following
description and the annexed drawings set forth in detail
certain 1llustrative aspects of the subject matter. However,
these aspects are indicative of but a few of the various ways
in which the principles of the subject matter can be
employed. Other aspects, advantages, and novel features of
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the disclosed subject matter will become apparent from the
following detailed description when considered in conjunc-
tion with the provided drawings.

FIG. 1 1s an 1illustration of a system 100, which can
facilitate storage of data in a doubly mapped redundant array
of independent nodes, in accordance with aspects of the
subject disclosure. System 100 can comprise a cluster stor-
age construct 102, which can be embodied in a cluster
storage system. In an embodiment, cluster storage construct
102 can be embodied 1mm a real cluster storage system
comprising one or more hardware nodes that each comprise
one or more storage devices, e.g., hard disks, optical storage,
solid state storage, etc. Moreover, each real storage device
can comprise one or more extents. An extent can be a defined
portion of the real storage device, e.g., a real disk can be
logically divided into extents, and the extents can comprise
data storage locations that can facilitate data operations
according to the storage locations. It 1s noted that a disk of
a stated size can typically comprise less than the stated size
of useable storage, a common convention, wherein a portion
of the stated size i1s generally reserved for operational
overhead, e.g., a 4 TB drive may have less than 4 TB of
useable storage where the drive uses a portion of the 4 TB
for a basic mput output system (BIOS), etc. Accordingly, the
extents of a disk can also differ from the stated size for
similar reasons. In an aspect, extents can be of a unit size,
for example, an extent can be 500 gigabytes (GB), such that
a 5 terabyte (ITB) disk can comprise 10 extents and an 8 TB
disk can comprise 16 extents, again, as noted herein, the
extents may not be exactly 300 GB due to some of the stated
disk space being otherwise allocated, but the extents can be
of the same unit size. This can enable a real cluster to
support doubly mapped clusters corresponding to extents of
real disks, rather than whole real disks, wherein the doubly
mapped cluster can employ, e.g., correspond to, part of a real
disk. Moreover, this extent unit size can enable use of
different sized real disks in the real cluster without compli-
cating allocation of storage space in the doubly mapped
cluster. As an example, 1n a singly mapped cluster, whole
real disks are mapped, e.g., a mapped disk corresponds to a
whole real disk and, accordingly, it can be more complex to
allocate a mapped cluster based on a real cluster having
mixed disk sizes, for example, because this ca result in
different sizes of mapped disks that can complicate redun-
dant data storage in the mapped cluster construct. In con-
trast, with doubly mapped cluster technology, different sizes
of real disks 1n a real cluster 1s immaterial because the
doubly mapped cluster maps to equal sized extents and
redundant data storage can therefore be less complex. As an
example, 11 a real node comprises a 1 TB drive and an 8 TB
drive, then a mapped node can comprise a 1 TB mapped
drive and an 8 TB mapped drive which can complicate
redundant storage because loss of one of the mapped drives
can result in data loss unless more complex redundant data
storage techniques are employed to preserve data 1in case of
a lost mapped dnive. In this example, 1f doubly mapped
cluster technology 1s employed with a 1 TB extent size, then
there can be 9 extents in the real drives and a doubly mapped
cluster can comprise two four extent doubly mapped disks
allowing for less complex data redundant storage techniques
to be employed. Additionally, for this example, the granular
s1ze 15 9 1B 1n the singly mapped cluster, and can be as low
as 2 TB 1n the doubly mapped cluster.

In system 100, cluster storage construct 102 can receive
data for storage in a mapped cluster, e.g., data for storage 1n
RAIN cluster storage system 104, etc., hereinafter data 104
for brevity. Data 104 can be stored by portions of the one or
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more storage devices of cluster storage construct 102
according to a logical mapping of the storage space, e.g.,
according to one or more doubly mapped clusters. In an
aspect, a doubly mapped cluster can be a logical allocation
ol storage space comprised 1n cluster storage construct 102.
In an embodiment, a portion, e.g., addressable storage
clement, of an extent of a real disk can be comprised 1n a real
disk that can be comprised 1 a real node that can be
comprised 1n a real cluster and, furthermore, an addressable
storage element of the real cluster can correspond to a
portion of a doubly mapped cluster, etc. Accordingly, 1n an
embodiment, cluster storage construct 102 can support a
doubly mapped cluster enabling data 104 to be stored on one
or more addressable storage element of an extent, e.g., first
extent component 150 through L-th extent 158, of a real
disk, e.g., first disk 130 through M-th disk component 138
of a real cluster, e.g., first cluster node component 120
through N-th cluster node component 128 of a cluster
storage component (CSC), e.g., first CSC 110 through P-th
CSC 118, and correspond to a doubly mapped cluster
schema. Whereas each disk comprises extents, e.g., first disk
component 130 comprises {first extent component 150
through L-th extent component 1358, first disk component
140 comprises first extent component 160 through L-th
extent component 168, etc., the total number of extents of
cluster storage construct 102 can be determined by summing
the number of extents in each disk of each node of each
cluster for all clusters, nodes, and disks, e.g., for a single
cluster system, an 8x8x8 cluster can have 512 extents of a
determined size. In an aspect, a mapped cluster control
component, e.g., mapped cluster control component 220,
etc., can coordinate storage of data 104 on storage elements
ol a real cluster of cluster storage construct 102 according to
relationships between the mapped data storage space and the
real data storage space, e.g., mapped cluster control com-
ponent 220, etc., can indicate where 1n cluster storage
construct 102 data 104 1s to be stored, cause data 104 to be
stored at a location in cluster storage construct 102 based on
a mapping of the mapped cluster, etc.

In an embodiment, a doubly mapped cluster built on top
of cluster storage construct 102 can correspond to one or
more portions of one or more real cluster, e.g., to a portion
ol an extent of one or more disks of one or more nodes of
one or more real clusters. Moreover, the mapped cluster can
be N' nodes by M' disks by L' extents in size and the one or
more real clusters of cluster storage construct 102 can be N
nodes by M disks by L extents 1n size.

In some embodiments, a doubly mapped cluster can
correspond to storage space from more than one real cluster,
e.g., first CSC 110 through P-th CSC 118 of cluster storage
construct 102. In some embodiments, a doubly mapped
cluster can correspond to storage space from real nodes 1n
different geographical areas. In some embodiments, a dou-
bly mapped cluster can correspond to storage space from
more than one real cluster 1n more than one geographic
location. As an example, a doubly mapped cluster can
correspond to storage space from a cluster having hardware
nodes 1n a data center 1n Denver, e.g., where first CSC 110
1s embodied 1n hardware of a Denver data center. In a second
example, a doubly mapped cluster can correspond to storage
space from a first cluster having hardware nodes 1n a first
data center 1n Denver and from a second cluster also having
hardware nodes in the first data center 1n Denver e.g., where
first CSC 110 and P-th CSC 118 are embodied 1n hardware
of a Denver data center. As a further example, a doubly
mapped cluster can correspond to storage space from both a
cluster having hardware nodes in a first data center in
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Denver and a second data center in Denver e.g., where first
CSC 110 1s embodied 1n first hardware of a first Denver data
center and where P-th CSC 118 1s embodied 1 second
hardware of a second Denver data center. As a further
example, a doubly mapped cluster can correspond to storage
space from a first cluster having hardware nodes 1n a first
data center 1n Seattle, Wash., and a second data center

having hardware nodes 1n Tacoma, Wash., e.g., where first
CSC 110 1s embodied 1n first hardware of a first Seattle data
center and where P-th CSC 118 i1s embodied i1n second
hardware of a second Tacoma data center. As another
example, a doubly mapped cluster can correspond to storage
space from a first cluster having hardware nodes 1 a first
data center in Houston, Tex., and a second cluster having
hardware nods 1n a data center 1n Mosco, Russia e.g., where
first CSC 110 1s embodied in first hardware of a first Houston
data center and where P-th CSC 118 1s embodied 1n second
hardware of a second Mosco data center.

In an aspect, a mapped cluster control component, ¢.g.,
220, etc., can allocate storage space ol cluster storage
component 102 based on an indicated level of granularity. In
an aspect, this mdicated level of granularity can be deter-
mined based on an amount of data to store, a determined
level of storage space efliciency for storing data 104, a
customer/subscriber agreement criterion, an amount of stor-
age 1n cluster storage construct 102, network/computing
resource costs, wherein costs can be monetary costs, heat
costs, energy costs, maintenance costs, equipment costs, real
property/rental/lease cost, or nearly any other costs. In an
aspect, these types of mformation can be termed ‘supple-
mental information’, e.g., 222, 322, etc., and said supple-
mental information can be used to allocate mapped storage
space 1n a doubly mapped cluster and the corresponding
space 1n a real cluster storage construct 102. In some
embodiments, allocation can be unconstrained, e.g., any
space of cluster storage component 102 can be allocated 1nto
a doubly mapped cluster. In other embodiments, constraints
can be applied, e.g., a constraint can be employed by a
doubly mapped cluster control component to select or reject
the use of some storage space of cluster storage construct
102 when allocating a doubly mapped cluster. As an
example, see FIG. 4 thorough FIG. 6, a first constraint can
restrict allocating two doubly mapped clusters that each use
a disk from the same real node because difliculty accessing
the real node can result i effects on two doubly mapped
clusters, a second constraint can restrict allocating two
doubly mapped disks of one doubly mapped cluster from
using extents from the same real disk because difliculty
accessing the real disk can result in effects on the two doubly
mapped disks. Other constraints can be readily appreciated,
for example, based on a type of data redundancy schema,
based on available/use storage space, based on network/
computing resource costs, etc., and all such constraints are
within the scope of the instant disclosure even where not
recited for clarity and brevity.

FIG. 2 1s an illustration of a system 200, which can enable
storage ol data via a doubly mapped cluster in a doubly
mapped redundant array of independent nodes, in accor-
dance with aspects of the subject disclosure. System 200 can
comprise cluster storage construct 202 that can be the same
as, or similar to, cluster storage construct 102. Cluster
storage construct 202 1s illustrated at the disk and node level
for ease of illustration, e.g., disk 1.1 indicates disk 1 of node
1. As used herein, the disk, node, and extent 1s depicted as
N.M.L, N'.M'.L, etc., such that, for example, data stored at
1.1.1 1s stored at an addressable storage location of node 1,
disk 1, extent 1, data stored at 4.3.8 1s stored at an address-
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able storage location of node 4, disk 3, extent 8, etc. As 1s
illustrated 1n system 200, cluster storage construct 202 can
comprise N nodes of M disks, e.g., disk 1.1 to N.M, etc.
Moreover, each of the M disks of the N nodes can comprise
L. extents, see the flyout of disk N.M of cluster storage
construct 202 that comprises L extents, e.g., N.M.1 through
N.M.L.

Mapped cluster control component 220 can be commu-
nicatively coupled to, or be included in, cluster storage

construct 202. Mapped cluster control component 220 can
allocate doubly mapped cluster (DMC) 260, which can
logically embody storage comprised 1n cluster storage con-
struct 202. In an embodiment, DMC 260 can be allocated
based on supplemental information 222. As an example,
supplemental information 222 can mdicate a first amount of
storage 1s needed and mapped cluster control component
220 can determine a number of, and i1dentity of, extents of
disks of nodes of cluster storage construct 202 to meet the
first amount of storage. Mapped cluster control component
220, 1n this example, can accordingly allocate the identified
extents, disks, and nodes of cluster storage construct 202 as
corresponding to doubly mapped nodes (mnode, mn, etc.),
disks (mdisk, md, etc.), and extents (mextent, mExt, etc.) of
DMC 260, e¢.g., extents of disk 8.3m can correlate to an
allocation of extents of disk 8.3, . . ., extents of disk N'.M'
can correlate to an allocation of disk N.M, etc. As such,
similar to a real cluster, e.g., cluster storage construct 202,
etc., DMC 260 can comprise mapped extents, for example,
see flyout of doubly mapped disk N'.M' comprising mapped
extents mExt 1 through mExt L, e.g., N'.M'1' through
N'M'.L".

Mapped cluster control component 220 can {facilitate
storage of data 204, corresponding to data representations of
DMC 260, 1n the allocated storage areas of cluster storage
construct 202. As such, data 204 can be stored in a more
granular storage space than would conventionally be avail-
able, e.g., conventionally all disks of a node can be com-
mitted to storage, e.g., a client device 1s conventionally
‘g1ven’ a whole real node to use, even where the 1 to M disks
available 1n the whole real node can far exceed an amount
of storage space needed by the client device. As such, by
mapping portions of extents of some disks from some nodes
into DMC 260, a lesser amount of storage space can be made
available to the client device, for example, rather than
allocating a whole real node under conventional technology,
with doubly mapped RAIN technology a single extent of a
single disk of a single node can be allocated, which can be
significantly less storage space than the whole node. As an
example, where a conventional storage cluster can allocate
a minimum block of 1.2 petabytes (PB), for example 1n a
conventional ECS storage system 1.2PB can be the mini-
mum storage size, this can far exceed demands of a client
device 1n many situations. Continuing the example, a singly
mapped RAIN can allocate at a whole disk level and can
reduce the minimum storage size considerably. Still further
in the example, doubly mapped RAIN can allocate storage
at the extent level to provide still further granularity of
storage space and reduce the minimum allocated space even
beyond singly mapped RAIN technology. As an example,
where storage can be related to storing a simple log file,
stormg the log file 1n 1.2PB of space can be extremely
ineflicient use of space. Similarly, 1n this example, even
stormg the log file 1n several TB of disk space can be highly
ineflicient use of storage space. As such, allocation of
storage space at the disk extent level can provide levels of
granularity that are much more storage space eflicient.
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FIG. 3 1s an illustration of a system 300, which can
facilitate storage of data in a plurality of doubly mapped
clusters, 1n accordance with aspects of the subject disclo-
sure. System 300 can comprise cluster storage construct 302
that can comprise disk portions 1.1.1 to N.M.L 1n a manner
that 1s the same as, or similar to, cluster storage construct
102, 202, etc. Mapped cluster control component 320 can
allocate real data storage, e.g., via cluster storage construct
302, and logical data storage, e.g., via one or more DMC, for
example, DMC 360-368, etc. In an embodiment, allocation
of real and logical storage space can be based on supple-
mental imnformation 322 received by mapped cluster control
component 320.

Doubly mapped cluster 360 can comprise, for example,
mapped nodes comprising mapped disk extents, e.g.,
mapped disk extents 7.3.5m, 4.7.1m, 5.1.1m, 5.23m, . . .,
N'M'.L', etc. Sumilarly, doubly mapped cluster 368 can
comprise mapped nodes comprising mapped disk extents,
for example, mapped disk extents 6.3.5m, 1.2.4m, 5.1.2m,
5.1.3m, etc. The example mapped disk extents can corre-
spond to real disk extents with the same indicated node, disk,
and extents number but without the ‘m’ designation. These
mapped disk extents therefore can be mapped back to
corresponding real disk extents of real disks of real nodes,
comprised in a real cluster, e.g., cluster storage construct
302, e.g., 7.3.5m of DMC 360 can map to extent 5 of disk
3 of node 7, e.g., 7.3.5 of cluster storage construct 302, etc.
Incoming data for storage, ¢.g., first data 304, etc., can then
be stored at cluster storage construct 302 according to the
mapping of DMC 360-368 based on one or more indications
from mapped cluster control component 320, e.g., mapped
cluster control component 320 can orchestrate or facilitate
storage of first data 304, etc., into a real cluster according to
the corresponding portion of DMC 360-368, efc.

In an embodiment, the size of DMC 360 can be the same
or different from the size of other DMCs, e.g., through DMC
368. As an example, DMC 360 can be allocated based on a
first amount of storage, related to storing first data 304, and
DMC 368 can be allocated based on a second amount of
storage, related to storing other data. In an aspect, the
corresponding amounts of storage can be indicated wvia
supplemental mformation 322, can be based on data 304
itself, etc. Moreover, 1n an embodiment, the size of a DMC,
e.g., DMC 360-368, ctc., can be dynamically adapted by
mapped cluster control component 320, e.g., as data 304
transitions a threshold level, such as an amount of space
occupied 1n DMC 360, an amount of unused space in DMC
360, etc., disk portions can be added to, or removed from
DMC 360 by mapped cluster control component 320, e.g.,
adding new doubly mapped extents that correspond to real
cluster extents, etc. Additionally, adjusting the size of a
DMC can be based on other occupancy of cluster storage
construct 302 storage space, e.g., changes 1n storage space
consumed by DMC 368, etc., can result in changes to the
size of DMC 360, e¢.g., adding extents corresponding to
cluster storage construct 302, removing extents correspond-
ing to cluster storage construct 302, etc. In some embodi-
ments, the storage space of storage construct 302 itself can
be altered, e.g., adding/removing new/old nodes, disks, etc.,
that can facilitate changes 1n doubly mapped space on a
DMC. As an example, where DMC 368 uses 90% of cluster
storage construct 302, the maximum size of DMC 360 can
be limited to about 10% by mapped cluster control compo-
nent 320. As another example, where additional real disks
are added to cluster storage construct 302, for example
doubling the storage space thereof, mapped cluster control
component 320 can correspondingly increase the size of
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DMC 360 beyond the example 10%. As a further example,
where a customer downgrades a storage plan, a lower
amount of storage space purchased can be indicated in
supplemental information 322 and mapped cluster control
component 320 can correspondingly reduce the storage
space, €.g., remove extents, disks, nodes, etc., from DMC
360-368, etc.

In some embodiments, mapped cluster control component
320 can allocate extents, disks, nodes, based on other
supplemental information 322. As an example, where cluster
storage construct 302 comprises high cost storage and low
cost storage, where cost can be monetary or non-monetary
costs such as energy consumption, access speeds, etc.,
mapped cluster control component 320 can rank the avail-
able storage, for example by cost. This can enable mapped
cluster control component 320, for example, to allocate low
cost storage mmto DMC 360-368 before allocating more
costly storage. In another example, a rank can allow mapped
cluster control component 320 to allocate higher cost stor-
age, such as where cost corresponds to speed of access,
reliability, etc., to accommodate clients that are designated
to use the higher ranked storage space, such as a client that
pays for premium storage space can have their data stored in
an DMC that comprises higher ranked storage space.

FI1G. 4 1s an 1llustration of a system 400, which can enable
storage of data via a doubly mapped redundant array of
independent nodes 1n accord with a first data protection rule,
in accordance with aspects of the subject disclosure. System
400 can comprise cluster storage construct 402 that can
comprise disk portions 1.1.1 to N.M.L 1n a manner that 1s the
same as, or similar to, cluster storage construct 201, 202,
302, etc. Mapped cluster control component 420 can allocate
one or more DMC, for example, according to supplemental
information 422, data 404, etc. In an aspect, allocation of a
DMC, and the corresponding portion of a real cluster, can be
subject to rules, best practices, efc.

In an embodiment, mapped cluster control component
420 can validate a prospective DMC betore allocation, e.g.,
the DMC can be determined to satisty a rule, comport with
a best practice, etc. In an embodiment the rule, best practice,
etc., hereinafter ‘rule’ for the sake of brevity, can be related
to data protection. As an example, redundant data storage
techniques employed 1n a DMC can allow for loss of a
mapped node without experiencing a data loss event, e.g.,
the data of the mapped cluster 1s sufliciently redundant to be
resilient against the loss of a mapped node. It will be noted
that the loss of a mapped node, e.g., due to a storage service
of the DMC failing, performing poorly, etc., may not cor-
respond to loss of real data stored on a real cluster, e.g., a
storage service for the mapped node can stall, thereby
preventing access to the mapped data relationships that
correspond to the real data stored on the real cluster without
actual loss of the data stored on the real cluster. Once the
storage service 1s restarted, 1t can be possible to again access
the real data. However, while the mapped node 1s 1n a state
that limits access to the mapped data relationships, etc., the
DMC can, for example, ‘fail over’ to a redundant copy of the
mapped data to allow access to redundant real data on the
real cluster. Accordingly, 1 this example where the DMC 1s
resilient against the loss of one mapped node, the rule can
prohibit disks/extents of one real node being mapped to two
mapped nodes because the failure of one real node, e.g.,
wherein access to real data stored on the one real node as
distinct from a mapped node failure, can result 1n access to
the data becoming limited for two mapped nodes. As an
example, proposed DMC 460 can comprise a first mapped
node comprising 7.3.5m and 4.7.1m and a second mapped
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node comprising 5.1.1m and 7.2.4m of the N'.M'L' extents
comprising DMC 460. Proposed DMC 460 therefore can be
seen to include disks/extents from one real node, e.g., real
node 7 i two mapped nodes, e.g., the first and second
mapped nodes of proposed DMC 460. As such, 11 real node
7 becomes less accessible, e.g., fails, etc., then both the first
and second node of proposed DMC 460 can become less
accessible and can result 1n a data loss event where DMC
460 1s structured to be resilient to the loss of only one
mapped node. Accordingly, allocation of DMC 460 can be
prohibited where 1t can be determined to not satisty a rule
relating to data protection.

In contrast, DMC 462 can comprise a different mapping
to the same real extents that were comprised in proposed
DMC 460, e.g., the first mapped node can be mapped to
comprise 7.3.5m and 7.2.4m and the second mapped node
can be mapped to comprise 5.1.1m and 4.7.1m. It can be

observed that the failure of real node 7 can now have a more
limited effect on DMC 462 than compared to DMC 460, ¢.g.,

only the first mapped node of DMC 462 may be affected by
the loss of real node 7 1n contrast to the loss of two mapped
nodes in DMC 460. As such, DMC 462 can be deemed to
satisly the rule related to data protection and can be a
permitted allocation.

Similarly, the allocation or creation of a pair of DMCs,
e.g., DMC 464 and 466, can result i a first mapped node
comprising 7.3.5m, e.g., in DMC 464, and a second mapped
node comprising 7.2.4m, e.g., in DMC 466, however these
mapped nodes, unlike in DMC 460, are located 1n different
mapped clusters, e.g., DMC 464 and DMC 466. As such,
failure of real node 7 may result 1n the first mapped node of
DMC 464 being less accessible and the second mapped node
of DMC 466 being less accessible, but 1n this example, each
of DMC 464, and DMC 466 can be resilient to the loss of
one mapped node each. As such, the creation of DMC 464,
DMC 466, ctc., can be determined to satisiy the rule related
to data protection and can be permitted allocations.

FIG. 5 1s an 1llustration of a system 500, which can enable
storage of data via a doubly mapped redundant array of
independent nodes 1n accord with a second data protection
rule, 1n accordance with aspects of the subject disclosure.
System 500 can comprise cluster storage construct 502 that
can comprise disk portions 1.1.1 to N.M.L 1n a manner that
1s the same as, or similar to, cluster storage construct 201,
202, 302, 402, etc. Mapped cluster control component 520
can allocate one or more DMC, for example, according to
supplemental information 522, data 504, e¢tc. As 1n system
400, allocation of a DMC 1n system 500, and the corre-
sponding portion of a real cluster, can be subject to rules,
best practices, efc.

In an embodiment, mapped cluster control component
520 can validate a prospective DMC before allocation, e.g.,
the DMC can be determined to satisty a rule, for example
related to a different aspect of data protection than 1llustrated
in system 400. Returning to the example DMC employing
redundant data storage techniques that allow for loss of a
single mapped node without experiencing a data loss event,
doubly mapped clusters can also apply a rule prohibiting the
use of two real extents of a disk of a real node from being
employed in two mapped nodes of a DMC, because the
failure of one real disk may then affect two mapped nodes
of the DMC and can result in a data loss event. As an
example, proposed DMC 560 can comprise a first mapped
node comprising 7.3.5m and 4.3.5m and a second mapped
node comprising 5.1.2m and 7.3.8m of the N'.M'.L' extents
comprising DMC 560. Proposed DMC 560 therefore can be

seen to 1nclude extents from one real disk, e.g., real disk 3
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of real node 7, in two mapped nodes, e.g., the first and
second mapped nodes of proposed DMC 560. As such, 1t
real disk 3 of real node 7 becomes less accessible, e.g., fails,
etc., then the extents of real disk 3 real node 7, e.g., extent
5 and extent 8, can also become less accessible and both the
first and second node of proposed DMC 560 can therefore
correspondingly become less accessible, which can result 1n
a data loss event where DMC 560 1s structured to be resilient
to the loss of only one mapped node. Accordingly, allocation
of DMC 560 can be prohibited where 1t can be determined
to not satisiy a second rule relating to data protection.

In contrast, DMC 562 can comprise a diflerent mapping,
to the same real extents that were comprised in proposed
DMC 460, ¢.g., the first mapped node can be mapped to
comprise 7.3.5m and 7.3.8m and the second mapped node
can be mapped to comprise 5.1.2m and 4.3.5m. It can be
observed that the failure of real disk 3 real node 7 can now
have a more limited effect on DMC 562 than compared to
DMC 560, e.g., only the first mapped node of DMC 562 may
be aflected by the loss of access to extent 5 and 8 or real disk
3 of real node 7, in contrast to the loss of two mapped nodes
in DMC 560. As such, DMC 562 can be deemed to satisty
the second rule related to data protection and can be a
permitted allocation.

Similarly, the allocation or creation of a pair of DMCs,
e.g., DMC 564 and 3566, can result in a first mapped node
comprising 7.3.5m, e.g., in DMC 564, and a second mapped
node comprising 7.3.8m, e.g., in DMC 466, however these
mapped nodes, unlike 1n DMC 460, are located in different
mapped clusters, e.g., DMC 564 and DMC 566. As such,
fallure of real disk 3 real node 7 may result 1n the first
mapped node of DMC 564 being less accessible and the
second mapped node of DMC 566 being less accessible, but
in this example, each of DMC 564, and DMC 566 can be
resilient to the loss of one mapped node each. As such, the
creation of DMC 564, DMC 566, etc., can be determined to
satisty the rule related to data protection and can be permit-
ted allocations.

FIG. 6 1s an 1illustration of a system 600 that can enable
storage of data via a doubly mapped redundant array of
independent nodes in accord with a first and second data
protection rule, in accordance with aspects of the subject
disclosure. System 600 can comprise real 8x4x8 cluster 602
that can comprise disk portions 1.1.1 to 8.4.8, e.g., 256
extents, 1n a manner that 1s the same as, or similar to, cluster
storage construct 201, 202, 302, 402, 502, etc. A mapped
cluster control component, e.g., 220-520, etc., can allocate
one or more DMC. As 1n systems 400, 500, etc., allocation
of a DMC 1n system 600, and the corresponding portion of
a real cluster, can be subject to rules, best practices, etc.

In an embodiment, a prospective DMC can be validated
betore allocation, e.g., a DMC can be determined to satisty
one or more rules, for example related to aspects of data
protection. Again employing an example DMC comprising,
redundant data storage techniques that allow for loss of a
single mapped node without experiencing a data loss event,
doubly mapped clusters can apply multiple rules, ¢.g., a first
rule prohibiting the mapping of disks of one real node from
being employed in more than one mapped node of a mapped
cluster, a second rule prohibiting the mapping of two real
extents of one disk of one real node from being employed 1n
more than one mapped node of a DMC, efc., because these
rules can provide mapped node topologies that can comport
with data protection schemes of DMCs to be provisioned.

Application of the rules to real 8.4.8 cluster 602 can result
in provisioning of DMC 660 and prohibiting the provision-
ing of DMCs 662-666, ctc. As an example, the example
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illustrated mappings of 4x4x2 DMC 660 do not result 1n
disks of any one real node of cluster 602 from being mapped
to more than one node of DMC 660 and also do not result
in extents of one disk of cluster 602 being mapped to
mapped disks 1n more than one node of DMC 660. As such,
the failure of either one node or of one disk and the
constituent extents can be unlikely to aflect more than one
node of DMC 660 and therefore can comport with the data
protection scheme of DMC 660 allowing for loss of one
node without a data loss event.

In contrast, each of DMCs 662-666 can fail one or more
rules, e.g., data protection rules, etc. IN DMC 662, for
example, a first extent of a first mapped disk, e.g.,
MDI1.EXTI1, of each of mapped node 1, e.g., MNI, and
mapped node 2, e.g., MN2 can correspond to a disk from a
same real node, e.g., real node 1. Accordingly, failure of real
node 1 can compromise two mapped nodes of DMC 662
and, therefore, DMC 662 can be determined to not satisiy an
example first rule related to disks of one real node being
prohibited 1n more than one mapped node of a mapped
cluster, even though 1t can satisty an example second rule
related to extents of the same real disk being prohibited in
more than one mapped node of a mapped cluster.

In proposed DMC 664, MDI1.EXT]1 of MNI1 and
MDI1.EXT2 of MN2 can correspond to extents from a same
real disk of cluster 602, e.g., 1.1.1m of DMC 664 can map
to extent 5 of disk 3 of real node 1 and 2.1.2m can map to
extent 8 of the same disk and real node of cluster 602.
Accordingly, failure of disk 3 of real node 1 can result 1n the
failure of both real extent 5 and 8, which can compromise
mapped disk 1 of each of MN1 and MN2 of DMC 664. As
such, DMC 664 can be determined to not satisty the example
second rule and can be determined to also not satisiy the
example first rule. In an aspect, another rule, not 1llustrated,
can prohibit mapping two real extents of a single real disk
to different mapped disks 1n a single mapped node of a
doubly mapped cluster, for example, where a data protection
scheme of the doubly mapped cluster stores redundant data
in different disks of a same mapped node, loss of a the real
disk and the resulting loss of the extents thereol can result
in loss of two mapped disks that can result in a data loss
event.

In proposed DMC 666, MDI1.EXT] of MNI and
MD2.EXT1 of MN2 can correspond to extents from a same
real disk of cluster 602, e.g., 1.1.1m of DMC 664 can map
to extent 5 of disk 3 of real node 1 and 2.2.1m can map to
extent 8 of the same disk and real node of cluster 602.
Accordingly, failure of disk 3 of real node 1 can result in the
failure of both real extent 5 and 8, which can compromise

mapped disk 1 of MN1 and mapped disk 2 of MN2 1n DMC
666. As such, DMC 666 can again be determined to not
satisly both the example first and example second rule even
where the conflict occurs 1 different mapped disks of
different mapped nodes.

In view of the example system(s) described above,
example method(s) that can be implemented 1n accordance
with the disclosed subject matter can be better appreciated
with reference to flowcharts 1n FIG. 7-FIG. 8. For purposes
of simplicity of explanation, example methods disclosed
herein are presented and described as a series of acts;
however, 1t 1s to be understood and appreciated that the
claimed subject matter 1s not limited by the order of acts, as
some acts may occur in different orders and/or concurrently
with other acts from that shown and described herein. For
example, one or more example methods disclosed herein
could alternatively be represented as a series of interrelated
states or events, such as in a state diagram. Moreover,
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interaction diagram(s) may represent methods 1n accordance
with the disclosed subject matter when disparate entities
enact disparate portions of the methods. Furthermore, not all
illustrated acts may be required to implement a described
example method 1n accordance with the subject specifica-
tion. Further yet, two or more of the disclosed example
methods can be implemented in combination with each
other, to accomplish one or more aspects herein described.
It should be further appreciated that the example methods
disclosed throughout the subject specification are capable of
being stored on an article of manufacture (e.g., a computer-
readable medium) to allow transporting and transierring
such methods to computers for execution, and thus 1mple-
mentation, by a processor or for storage 1n a memory.
FIG. 7 1s an 1llustration of an example method 700, which
can facilitate storage of data in a doubly mapped redundant
array ol independent nodes, in accordance with aspects of
the subject disclosure. At 710, method 700 can comprise
determining a doubly mapped cluster of mapped disk
extents. The mapped disk extents can correspond to extents
of a real disk of a real node of a real cluster of a real cluster
storage system. The determining can result 1n a doubly
mapped cluster that can allow more granular use of storage
space for real cluster(s) of the real cluster storage system
than conventional techniques that can be based on entire real
disks or entire real nodes of the real cluster storage system
as disclosed herein. In an embodiment, a portion of an extent
of a real disk can be comprised in a real node that can be
comprised 1n a real cluster of a real cluster storage system
and, furthermore, a portion of the extent of the real disk can
correspond to a portion of a mapped extent of a mapped disk.
A mapped disk can store data relationships that can enable
data operations directed at a mapped datum to be propagated
to a corresponding real datum stored on one or more portions
of one or more extents of one or more real disks. As such,
a doubly mapped cluster can be said to be built on top of a
real cluster and the mapped extents can be logical represen-
tations of real data stored in the real extents of the real
cluster(s). Accordingly, 1n an embodiment, real cluster stor-
age system can support one or more doubly mapped clusters
and can store real data on one or more real disk extents
according to a relationship to doubly mapped data, e.g., real
data can be stored on first extent component 150 through
L-th extent component 158 of first disk component 130
through M-th disk component 138 of first cluster node
component 120 of first CSC 110 through P-th CSC 118 of
cluster storage component 102, first extent component 160

through L-th extent component 168 of first disk component
140 through M-th disk component 148 of N-th cluster node

component 128 of first CSC 110 through P-th CSC 118 of
cluster storage component 102, etc., and can correspond,
according to the relationship, to a representation of doubly
mapped data stored according to a mapped extent of a
mapped disk of a mapped node of a doubly mapped cluster
such as DMC 260, 360-368, 462-464, 562-566, 660, ctc.,
which relationship can be indicated as a real address of
N.M.L corresponds to a doubly mapped address of N'.M'.L".
A topology of a doubly mapped cluster, and the data
relationships between real data and doubly mapped data, can
be managed by a mapped cluster control component, e.g.,
220-520, etc., which can coordinate storage of data and
recordation of relationship parameters, access to data
according the relationship parameters, data operations
according to the relationship parameters, etc.

Accordingly, a doubly mapped cluster can be comprised
in one or more portions ol one or more real cluster. The
doubly mapped cluster can be N' nodes by M' disks by L'
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extents 1n size and the one or more real clusters of cluster
storage system can be N nodes by M disks by L extents 1n
size. In an embodiment, N' can be less than or equal to N.
In an embodiment, 1f N' 1s greater than N, this condition can
result 1n a real disk of a real node being mapped to more than
one mapped node of a doubly mapped cluster, which can be
a vector for a data loss event and can be generally prohibited,
¢.g., because N' 1s greater than N 1n this embodiment, some
disks of the N nodes will be mapped to more than one of the
N' nodes and failure of one of the N nodes can therefore
result 1n a corresponding failure of more than one of the N
nodes and can cause a data loss event. In N'>N embodi-
ments, data redundancy techniques of the mapped cluster
can be adapted to allow for loss of more than one mapped
node without data loss, although this can be a more complex
data redundancy technique than can be used 1n mapped
clusters designed to be resilient against losses of single
mapped nodes and, further, can also result in more of the
mapped storage space being consumed for data redundancy
than can be consumed 1n mapped clusters designed to be
resilient against losses of single mapped nodes. In some
embodiments, M' can be less than, equal to, or greater than,
M. In some embodiments, L' can be less than, equal to, or
greater than, L. In embodiments with M'™M, disks of
different N real nodes can be mapped to the N' nodes such
that M"™>M, e.g., a mapped node can comprise mapped disks
that correspond to real disks from more than one real node,
for example one mapped node can have 8 mapped disks
corresponding to four real disks of a first real node and four
real disks of a second real node. In embodiments with L'>L,
extents of different M real disks can be mapped to the M'
mapped disks such that L'>L, e.g., a mapped disk can
comprise mapped extents that correspond to real extents
from more than one real disk, for example one mapped disk
can have 16 extents corresponding to four real extents of
cach of four real disks of real nodes of a real cluster. In some
embodiments, the doubly mapped cluster can be smaller
than cluster storage system size, e.g., some combination of
N'sxM'xL' that 1s smaller than NxMxL., where N' 1s less than
or equal to N for DMCs that are resilient to loss of one
mapped node, etc. In some embodiments, a doubly mapped
cluster can comprise relationships to storage space from
more than one real cluster of the real cluster storage system.
In some embodiments, a doubly mapped cluster can com-
prise relationships to storage space from real nodes in
different geographical areas. In some embodiments, a dou-
bly mapped cluster can comprise relationships to storage
space {from more than one real cluster 1n more than one
geographic location.

At 720, method 700 can comprise determining a data
storage location of a real extent of a real disk of a real node
of a real cluster of the real cluster storage system. The
determining can be 1n response to recerving a data operation
instruction. The data operation instruction can comprise a
mapped data storage location identifier for a mapped cluster,
¢.g., a logical representation of the real data mapped 1nto the
mapped cluster topography. The mapped data storage loca-
tion 1dentifier can correspond to the data storage location of
the real extent of the real cluster storage system, e.g., the
logical location of the data, e.g., represented 1n the data
representation, can be mapped to the real location of the
data. In embodiments, the relationship between a location of
data on a real cluster and a logical location of data one a
doubly mapped cluster can be stored i1n non-volatile
memory, such as via a mapping table, data structure, etc.,
stored on a disk, flash memory, optical media, etc. Accord-
ingly, a data operation directed to the mapped data can be
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propagated to real data according to a relationship between
the logical data representation and the real data stored on the
real cluster, e.g., the mapped data can be used to propagate
a data operation onto data stored at a real data storage
clement of a real extent of a real cluster.

At 730, method 700 can comprise mitiating a data opera-
tion based on the data operation of 720 and the data storage
location 1n the real extent of the real cluster. At this point
method 700 can end. In an aspect, the data storage location
can be comprised 1n a real extent of a real disk of a real
cluster of a real cluster storage system and can have a
relationship to a data representation for data of a doubly
mapped cluster. As such, data operations directed to doubly
mapped data can be propagated to real data based on
relationships between logical data storage locations and real
data storage locations.

In an aspect, a doubly mapped cluster can be determined
based on an indicated level of granularity. In an aspect, this
indicated level of granularity can be determined based on an
amount of data to store, a determined level of storage space
elliciency for storing data, a customer/subscriber agreement
criterion, an amount of storage in cluster storage system,
network/computing resource costs, wherein costs can be
monetary or other costs, etc. In some embodiments, deter-
mimng the doubly mapped cluster can be subject to con-
straints, for example a first constraint against two doubly
mapped nodes mapping to a node of one real node, a second
constraint against two mapped nodes comprising mapped
extents corresponding to real extents of a single real disk,
c¢tc. The constraints can be related to data protection
schemes employed in a mapped cluster, e.g., a mapped
cluster can be designed to be resilient against the loss of one
or more mapped nodes, one or more mapped disks, one or
more mapped extents, etc. Other constraints can be readily
appreciated, for example, based on a type of data redun-
dancy schema, based on available/use storage space, based
on network/computing resource costs, etc., and all such
constraints are within the scope of the instant disclosure
even where not recited for clarity and brevity.

FIG. 8 1s an 1llustration of an example method 800, which
can enable storage of data via a doubly mapped redundant
array ol independent nodes 1n accord with a first and second
data protection rule, in accordance with aspects of the
subject disclosure. At 810, method 800 can comprise deter-
mimng a potential doubly mapped cluster. The potential
doubly mapped cluster can be based on extents of a real disk
of a real cluster of a real cluster storage system. In an
embodiment, real cluster storage system can support one or
more doubly mapped clusters and can store real data on one
or more real disk extents according to a relationship to
doubly mapped data, e.g., real data can be stored on {first
extent component 150 through L-th extent component 158
of first disk component 130 through M-th disk component
138 of first cluster node component 120 of first CSC 110
through P-th CSC 118 of cluster storage component 102,
first extent component 160 through L-th extent component
168 of first disk component 140 through M-th disk compo-
nent 148 of N-th cluster node component 128 of first CSC
110 through P-th CSC 118 of cluster storage component 102,
etc., and can correspond, according to the relationship, to a
representation of doubly mapped data stored according to a

mapped extent of a mapped disk of a mapped node of a
doubly mapped cluster such as DMC 260, 360-368, 462-

464, 562-566, 660, ctc., which relationship can be indicated
as a real address of N.M.L corresponds to a doubly mapped
address of N.M'.L'. A topology of a potential doubly
mapped cluster, and potential data relationships between real
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data and doubly mapped data, can be managed by a mapped
cluster control component, e.g., 220-520, etc. The potential
doubly mapped cluster can be checked for compliance with
data mapping constraints, €.g., one or more rules related to
data protection, etc.

At 820, method 800 can comprise triggering allocation of
a doubly mapped cluster based on the potential doubly
mapped cluster 1n response to determining that the potential
doubly mapped cluster satisfies mapping constraints, €.g., a
first rule related to a first constraint of the potential doubly
mapped cluster and a second rule related to a second
constraint of the potential doubly mapped cluster, etc. As an
example a first constraint can prohibit two doubly mapped
nodes from mapping to a single node of a real node. As a
further example, a second constraint can prohibit two
mapped nodes from comprising mapped extents correspond-
ing to real extents of a single real disk. The constraints can
be related to data protection schemes employed in a mapped
cluster, e.g., a mapped cluster can be designed to be resilient
against the loss of one or more mapped nodes, one or more
mapped disks, one or more mapped extents, etc. Other
constraints can be readily appreciated, for example, based on
a type of data redundancy schema, based on available/use
storage space, based on network/computing resource costs,
etc., and all such constraints are within the scope of the
instant disclosure even where not recited for clarity and
brevity. In an aspect, a doubly mapped cluster can be
allocated according to the potential doubly mapped cluster
where the potential doubly mapped cluster 1s determined to
satisly the first and second rule. In an embodiment, the
potential doubly mapped cluster can provide a selectable
level of granularity that can be embodied 1n an allocated
doubly mapped cluster. The level of granularity can be
selected 1n response to an indication of an amount of data to
store, a determined level of storage space efliciency, a
customer/subscriber agreement criterion, an amount of stor-
age 1n cluster storage system, network/computing resource
costs, wherein costs can be monetary or other costs, etc.

At 830, method 800 can comprise facilitating perfor-
mance of a data operation instruction 1n response to receiv-
ing the data operation instruction. At this point method 800
can end. The data operation instruction can comprise a
mapped storage location identifier. The performance of the
data operation 1nstruction can be based on a real data storage
location 1n an extent of a real cluster, which can be deter-
mined from the mapped cluster storage location identifier.
The real data storage location can be determined from the
relationship between the real data storage location and the
mapped cluster storage location identifier that can be stored
in a data representation in the doubly mapped cluster.
Whereas the data operation instruction can comprise a
mapped data storage location identifier for a mapped cluster,
e.g., a logical representation of the real data mapped into the
mapped cluster topography, the mapped data storage loca-
tion 1dentifier can correspond to the data storage location of
the real extent of the real cluster storage system, e.g., the
logical location of the data, e.g., represented in the data
representation, can be mapped to the real location of the
data. In embodiments, the relationship between a location of
data on a real cluster and a logical location of data one a
doubly mapped cluster can be stored in non-volatile
memory, such as via a mapping table, data structure, etc.,
stored on a disk, flash memory, optical media, etc. Accord-
ingly, a data operation directed to the mapped data can be
propagated to real data according to a relationship between
the logical data representation and the real data stored on the
real cluster, e.g., the mapped data can be used to propagate
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a data operation onto data stored at a real data storage
clement of a real extent of a real cluster.

FIG. 9 1s a schematic block diagram of a computing
environment 900 with which the disclosed subject matter
can 1nteract. The system 900 comprises one or more remote
component(s) 910. The remote component(s) 910 can be
hardware and/or software (e.g., threads, processes, comput-
ing devices). In some embodiments, remote component(s)
910 can be a remotely located cluster storage device, e.g.,
embodied 1n a cluster storage construct, such as 102-602,
etc., connected to a local doubly mapped cluster, e.g., 260,

360-368, 460-466, 560-566, 660-666, ctc., via communica-

tion framework 940. Communication framework 940 can
comprise wired network devices, wireless network devices,
mobile devices, wearable devices, radio access network
devices, gateway devices, femtocell devices, servers, etc.

The system 900 also comprises one or more local com-
ponent(s) 920. The local component(s) 920 can be hardware
and/or soltware (e.g., threads, processes, computing
devices). In some embodiments, local component(s) 920 can
comprise a local doubly mapped cluster, e.g., 260, 360-368,
460-466, 560-566, 660-666, ctc., connected to a remotely
located storage device via communication framework 940.
In an aspect the remotely located storage devices can be
embodied 1n a cluster storage construct, such as 102-602,
etc.

One possible communication between a remote compo-
nent(s) 910 and a local component(s) 920 can be 1n the form
of a data packet adapted to be transmitted between two or
more computer processes. Another possible communication
between a remote component(s) 910 and a local
component(s) 920 can be in the form of circuit-switched
data adapted to be transmitted between two or more com-
puter processes 1n radio time slots. The system 900 com-
prises a communication framework 940 that can be
employed to facilitate communications between the remote
component(s) 910 and the local component(s) 920, and can
comprise an air interface, e.g., Uu interface of a UMTS
network, via a long-term evolution (LTE) network, eftc.
Remote component(s) 910 can be operably connected to one
or more remote data store(s) 950, such as a hard drive, solid
state drive, SIM card, device memory, etc., that can be
employed to store information on the remote component(s)
910 side of communication framework 940. Similarly, local
component(s) 920 can be operably connected to one or more
local data store(s) 930, that can be employed to store
information on the local component(s) 920 side of commu-
nication framework 940. As an example, mformation cor-
responding to a mapped data storage location can be com-
municated via communication framework 940 to other
devices, e.g., to facilitate access to a real data storage
location, as disclosed herein.

In order to provide a context for the various aspects of the
disclosed subject matter, FIG. 10, and the following discus-
s1on, are intended to provide a brief, general description of
a suitable environment 1n which the various aspects of the
disclosed subject matter can be implemented. While the
subject matter has been described above in the general
context of computer-executable instructions of a computer
program that runs on a computer and/or computers, those
skilled 1n the art will recognize that the disclosed subject
matter also can be implemented 1n combination with other
program modules. Generally, program modules comprise
routines, programs, components, data structures, etc. that
performs particular tasks and/or implement particular
abstract data types.
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In the subject specification, terms such as “store,” “stor-
age,” “data store,” data storage,” “database,” and substan-
tially any other information storage component relevant to
operation and functionality of a component, refer to
“memory components,” or entities embodied 1n a “memory”™
or components comprising the memory. It 1s noted that the
memory components described herein can be either volatile
memory or nonvolatile memory, or can comprise both
volatile and nonvolatile memory, by way of 1llustration, and
not limitation, volatile memory 1020 (see below), non-
volatile memory 1022 (see below), disk storage 1024 (see
below), and memory storage 1046 (see below). Further,
nonvolatile memory can be included 1n read only memory,
programmable read only memory, electrically program-
mable read only memory, electrically erasable read only
memory, or flash memory. Volatile memory can comprise
random access memory, which acts as external cache
memory. By way of illustration and not limitation, random
access memory 1s available 1n many forms such as synchro-
nous random access memory, dynamic random access
memory, synchronous dynamic random access memory,
double data rate synchronous dynamic random access
memory, enhanced synchronous dynamic random access
memory, SynchlLink dynamic random access memory, and
direct Rambus random access memory. Additionally, the
disclosed memory components of systems or methods herein
are intended to comprise, without being limited to compris-
ing, these and any other suitable types of memory.

Moreover, 1t 1s noted that the disclosed subject matter can
be practiced with other computer system configurations,
comprising single-processor or multiprocessor computer
systems, mini-computing devices, mainirame computers, as
well as personal computers, hand-held computing devices
(e.g., personal digital assistant, phone, watch, tablet com-
puters, netbook computers, . . . ), microprocessor-based or
programmable consumer or industrial electronics, and the
like. The 1illustrated aspects can also be practiced in distrib-
uted computing environments where tasks are performed by
remote processing devices that are linked through a com-
munications network; however, some 11 not all aspects of the
subject disclosure can be practiced on stand-alone comput-
ers. In a distributed computing environment, program mod-
ules can be located 1n both local and remote memory storage
devices.

FIG. 10 1llustrates a block diagram of a computing system
1000 operable to execute the disclosed systems and methods
in accordance with an embodiment. Computer 1012, which
can be, for example, comprised in a cluster storage con-
struct, such as 102-602, etc., in doubly mapped cluster, e.g.,
260, 360-368, 460-466, 560-566, 660-666, ctc., in a mapped
cluster control component, e.g., 220-520, etc., can comprise
a processing unit 1014, a system memory 1016, and a system
bus 1018. System bus 1018 couples system components
comprising, but not limited to, system memory 1016 to
processing unit 1014. Processing unit 1014 can be any of
vartous available processors. Dual microprocessors and
other multiprocessor architectures also can be employed as
processing unit 1014.

System bus 1018 can be any of several types of bus
structure(s) comprising a memory bus or a memory control-
ler, a peripheral bus or an external bus, and/or a local bus
using any variety ol available bus architectures comprising,
but not limited to, industrial standard architecture, micro-
channel architecture, extended industrial standard architec-
ture, intelligent drive electronics, video electronics stan-
dards association local bus, peripheral component
interconnect, card bus, universal serial bus, advanced graph-
ics port, personal computer memory card international asso-

- 4
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ciation bus, Firewire (Institute of Electrical and Electronics
Engineers 1194), and small computer systems interface.

System memory 1016 can comprise volatile memory
1020 and nonvolatile memory 1022. A basic 1nput/output
system, containing routines to transier mformation between
clements within computer 1012, such as during start-up, can
be stored in nonvolatile memory 1022. By way of illustra-
tion, and not limitation, nonvolatile memory 1022 can
comprise read only memory, programmable read only
memory, electrically programmable read only memory, elec-
trically erasable read only memory, or flash memory. Vola-
tile memory 1020 comprises read only memory, which acts
as external cache memory. By way of illustration and not
limitation, read only memory 1s available in many forms
such as synchronous random access memory, dynamic read
only memory, synchronous dynamic read only memory,
double data rate synchronous dynamic read only memory,
enhanced synchronous dynamic read only memory, Syn-
chlLink dynamic read only memory, Rambus direct read only
memory, direct Rambus dynamic read only memory, and
Rambus dynamic read only memory.

Computer 1012 can also comprise removable/non-remov-
able, volatile/non-volatile computer storage media. FIG. 10
illustrates, for example, disk storage 1024. Disk storage
1024 comprises, but 1s not limited to, devices like a magnetic
disk drive, floppy disk drive, tape drive, flash memory card,
or memory stick. In addition, disk storage 1024 can com-
prise storage media separately or in combination with other
storage media comprising, but not limited to, an optical disk
drive such as a compact disk read only memory device,
compact disk recordable drive, compact disk rewritable
drive or a digital versatile disk read only memory. To
tacilitate connection of the disk storage devices 1024 to
system bus 1018, a removable or non-removable interface 1s
typically used, such as interface 1026.

Computing devices typically comprise a variety of media,
which can comprise computer-readable storage media or
communications media, which two terms are used herein
differently from one another as follows.

Computer-readable storage media can be any available
storage media that can be accessed by the computer and
comprises both volatile and nonvolatile media, removable
and non-removable media. By way of example, and not
limitation, computer-readable storage media can be 1imple-
mented in connection with any method or technology for
storage of mformation such as computer-readable instruc-
tions, program modules, structured data, or unstructured
data. Computer-readable storage media can comprise, but
are not limited to, read only memory, programmable read
only memory, electrically programmable read only memory,
clectrically erasable read only memory, flash memory or
other memory technology, compact disk read only memory,
digital versatile disk or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, or other tangible media which can
be used to store desired information. In this regard, the term
“tangible” herein as may be applied to storage, memory or
computer-readable media, 1s to be understood to exclude
only propagating intangible signals per se as a modifier and
does not relinquish coverage of all standard storage,
memory or computer-readable media that are not only
propagating intangible signals per se. In an aspect, tangible
media can comprise non-transitory media wherein the term
“non-transitory” herein as may be applied to storage,
memory or computer-readable media, 1s to be understood to
exclude only propagating transitory signals per se as a
modifier and does not relinquish coverage of all standard
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storage, memory or computer-readable media that are not
only propagating transitory signals per se. Computer-read-
able storage media can be accessed by one or more local or
remote computing devices, e.g., via access requests, queries
or other data retrieval protocols, for a variety of operations
with respect to the mformation stored by the medium. As
such, for example, a computer-readable medium can com-
prise executable 1nstructions stored thereon that, 1n response
to execution, can cause a system comprising a processor to
perform operations, comprising determining a doubly
mapped cluster schema, altering the doubly mapped cluster
schema until one or more rules are determined to be satis-
fied, allocating storage space according to the doubly
mapped cluster schema, and enabling a data operation
corresponding to the allocated storage space, as disclosed
herein.

Communications media typically embody computer-read-
able instructions, data structures, program modules or other
structured or unstructured data 1n a data signal such as a
modulated data signal, e.g., a carrier wave or other transport
mechanism, and comprises any information delivery or
transport media. The term “modulated data signal” or signals
refers to a signal that has one or more of 1ts characteristics
set or changed 1n such a manner as to encode mnformation 1n
one or more signals. By way of example, and not limitation,
communication media comprise wired media, such as a
wired network or direct-wired connection, and wireless
media such as acoustic, RF, infrared and other wireless
media.

It can be noted that FIG. 10 describes software that acts
as an intermediary between users and computer resources
described 1n suitable operating environment 1000. Such
soltware comprises an operating system 1028. Operating
system 1028, which can be stored on disk storage 1024, acts
to control and allocate resources of computer system 1012.
System applications 1030 take advantage of the manage-
ment of resources by operating system 1028 through pro-
gram modules 1032 and program data 1034 stored either 1n
system memory 1016 or on disk storage 1024. It 1s to be
noted that the disclosed subject matter can be implemented
with various operating systems or combinations of operating
systems.

A user can enter commands or information ito computer
1012 through mnput device(s) 1036. In some embodiments, a
user 1terface can allow entry of user preference informa-
tion, etc., and can be embodied 1n a touch sensitive display
panel, a mouse/pointer mput to a graphical user interface
(GUI), a command line controlled interface, etc., allowing a
user to interact with computer 1012. Input devices 1036
comprise, but are not limited to, a pointing device such as a
mouse, trackball, stylus, touch pad, keyboard, microphone,
joystick, game pad, satellite dish, scanner, TV tuner card,
digital camera, digital video camera, web camera, cell
phone, smartphone, tablet computer, etc. These and other
input devices connect to processing unit 1014 through
system bus 1018 by way of interface port(s) 1038. Interface
port(s) 1038 comprise, for example, a serial port, a parallel
port, a game port, a universal serial bus, an infrared port, a
Bluetooth port, an IP port, or a logical port associated with
a wireless service, etc. Output device(s) 1040 use some of
the same type of ports as mput device(s) 1036.

Thus, for example, a universal serial busport can be used
to provide mput to computer 1012 and to output information
from computer 1012 to an output device 1040. Output
adapter 1042 1s provided to illustrate that there are some
output devices 1040 like monitors, speakers, and printers,
among other output devices 1040, which use special adapt-
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ers. Output adapters 1042 comprise, by way of illustration
and not limitation, video and sound cards that provide means
ol connection between output device 1040 and system bus
1018. It should be noted that other devices and/or systems of
devices provide both mput and output capabilities such as
remote computer(s) 1044,

Computer 1012 can operate 1n a networked environment
using logical connections to one or more remote computers,
such as remote computer(s) 1044. Remote computer(s) 1044
can be a personal computer, a server, a router, a network PC,
cloud storage, a cloud service, code executing in a cloud-
computing environment, a workstation, a microprocessor-
based appliance, a peer device, or other common network
node and the like, and typically comprises many or all of the
clements described relative to computer 1012. A cloud
computing environment, the cloud, or other similar terms
can refer to computing that can share processing resources
and data to one or more computer and/or other device(s) on
an as needed basis to enable access to a shared pool of
configurable computing resources that can be provisioned
and released readily. Cloud computing and storage solutions
can store and/or process data in third-party data centers
which can leverage an economy of scale and can view
accessing computing resources via a cloud service 1 a
manner similar to a subscribing to an electric utility to access
clectrical energy, a telephone utility to access telephonic
services, efc.

For purposes ol brevity, only a memory storage device
1046 1s 1llustrated with remote computer(s) 1044. Remote
computer(s) 1044 1s logically connected to computer 1012
through a network interface 1048 and then physically con-
nected by way of communication connection 1050. Network
interface 1048 encompasses wire and/or wireless commu-
nication networks such as local area networks and wide area
networks. Local area network technologies comprise fiber
distributed data interface, copper distributed data interface,
Ethernet, Token Ring and the like. Wide area network
technologies comprise, but are not limited to, point-to-point
links, circuit-switching networks like integrated services
digital networks and vanations thereon, packet switching
networks, and digital subscriber lines. As noted below,
wireless technologies may be used 1n addition to or in place
of the foregoing.

Communication connection(s) 1050 refer(s) to hardware/
soltware employed to connect network interface 1048 to bus
1018. While communication connection 1050 i1s shown for
illustrative clanty inside computer 1012, 1t can also be
external to computer 1012. The hardware/soltware for con-
nection to network interface 1048 can comprise, for
example, internal and external technologies such as
modems, comprising regular telephone grade modems,
cable modems and digital subscriber line modems, inte-
grated services digital network adapters, and Ethernet cards.

The above description of illustrated embodiments of the
subject disclosure, comprising what 1s described 1n the
Abstract, 1s not intended to be exhaustive or to limit the
disclosed embodiments to the precise forms disclosed.
While specific embodiments and examples are described
herein for illustrative purposes, various modifications are
possible that are considered within the scope of such
embodiments and examples, as those skilled in the relevant
art can recognize.

In this regard, while the disclosed subject matter has been
described in connection with various embodiments and
corresponding Figures, where applicable, 1t 1s to be under-
stood that other similar embodiments can be used or modi-
fications and additions can be made to the described embodi-
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ments for performing the same, similar, alternative, or
substitute function of the disclosed subject matter without
deviating thereirom. Therefore, the disclosed subject matter
should not be limited to any single embodiment described
herein, but rather should be construed 1n breadth and scope
in accordance with the appended claims below.

As i1t employed in the subject specification, the term
“processor”’ can refer to substantially any computing pro-
cessing unit or device comprising, but not limited to com-
prising, single-core processors; single-processors with soft-
ware multithread execution capability; multi-core
processors; multi-core processors with software multithread
execution capability; multi-core processors with hardware
multithread technology; parallel platiorms; and parallel plat-
forms with distributed shared memory. Additionally, a pro-
cessor can refer to an integrated circuit, an application
specific integrated circuit, a digital signal processor, a field
programmable gate array, a programmable logic controller,
a complex programmable logic device, a discrete gate or
transistor logic, discrete hardware components, or any com-
bination thereof designed to perform the functions described
herein. Processors can exploit nano-scale architectures such
as, but not limited to, molecular and quantum-dot based
transistors, switches and gates, 1n order to optimize space
usage or enhance performance of user equipment. A proces-
sor may also be implemented as a combination of computing,
processing units.

As used in this application, the terms “component,”
“system,” “platform,” “layer,” “selector,” “interface,” and
the like are itended to refer to a computer-related entity or
an enfity related to an operational apparatus with one or
more specific functionalities, wherein the entity can be either
hardware, a combination of hardware and software, soft-
ware, or software 1n execution. As an example, a component
may be, but 1s not limited to being, a process running on a
pProcessor, a processor, an object, an executable, a thread of
execution, a program, and/or a computer. By way of 1llus-
tration and not limitation, both an application running on a
server and the server can be a component. One or more
components may reside within a process and/or thread of
execution and a component may be localized on one com-
puter and/or distributed between two or more computers. In
addition, these components can execute from various com-
puter readable media having various data structures stored
thereon. The components may communicate via local and/or
remote processes such as 1 accordance with a signal having
one or more data packets (e.g., data from one component
interacting with another component in a local system, dis-
tributed system, and/or across a network such as the Internet
with other systems via the signal). As another example, a
component can be an apparatus with specific functionality
provided by mechanical parts operated by electric or elec-
tronic circuitry, which 1s operated by a software or a
firmware application executed by a processor, wherein the
processor can be internal or external to the apparatus and
executes at least a part of the software or firmware appli-
cation. As yet another example, a component can be an
apparatus that provides specific functionality through elec-
tronic components without mechanical parts, the electronic
components can comprise a processor therein to execute
soltware or firmware that confers at least 1n part the func-

tionality of the electronic components.

In addition, the term ““or” 1s intended to mean an inclusive
“or” rather than an exclusive “or.” That 1s, unless specified
otherwise, or clear from context, “X employs A or B” 1s
intended to mean any of the natural inclusive permutations.
That 1s, 1T X employs A; X employs B; or X employs both
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A and B, then “X employs A or B” 1s satisfied under any of
the foregoing instances. Moreover, articles “a” and “an™ as
used in the subject specification and annexed drawings
should generally be construed to mean “one or more” unless
specified otherwise or clear from context to be directed to a
singular form. Moreover, the use of any particular embodi-
ment or example 1n the present disclosure should not be
treated as exclusive of any other particular embodiment or
example, unless expressly indicated as such, e.g., a first
embodiment that has aspect A and a second embodiment that
has aspect B does not preclude a third embodiment that has
aspect A and aspect B. The use of granular examples and
embodiments 1s intended to simplify understanding of cer-
tain features, aspects, etc., of the disclosed subject matter
and 1s not mtended to limit the disclosure to said granular
instances of the disclosed subject matter or to illustrate that
combinations of embodiments of the disclosed subject mat-
ter were not contemplated at the time of actual or construc-
tive reduction to practice.

Further, the term “include” 1s intended to be employed as
an open or inclusive term, rather than a closed or exclusive
term. The term “include” can be substituted with the term
“comprising” and 1s to be treated with similar scope, unless
otherwise explicitly used otherwise. As an example, “a
basket of fruit including an apple” 1s to be treated with the
same breadth of scope as, “a basket of fruit comprising an

apple.”
Furthermore, the terms ‘“‘user,” “subscriber,” “customer,”
“consumer,” “prosumer,” “agent,” and the like are employed

interchangeably throughout the subject specification, unless
context warrants particular distinction(s) among the terms. It
should be appreciated that such terms can refer to human
entities, machine learning components, or automated com-
ponents (e.g., supported through artificial intelligence, as
through a capacity to make inferences based on complex
mathematical formalisms), that can provide simulated
vision, sound recognition and so forth.

Aspects, features, or advantages of the subject matter can
be exploited 1n substantially any, or any, wired, broadcast,
wireless telecommunication, radio technology or network,
or combinations thereof. Non-limiting examples of such
technologies or networks comprise broadcast technologies
(e.g., sub-Hertz, extremely low frequency, very low fire-
quency, low frequency, medium frequency, high frequency,
very high frequency, ultra-high frequency, super-high fre-
quency, extremely high frequency, terahertz broadcasts,
ctc.); Ethernet; X.25; powerline-type networking, ¢.g., Pow-
erline audio wvideo Ethernet, etc.; femtocell technology;
Wi-Fi; worldwide interoperability for microwave access;
enhanced general packet radio service; second generation
partnership project (2G or 2GPP); third generation partner-
ship project (3G or 3GPP); fourth generation partnership
project (4G or 4GPP); long term evolution (LTE); fifth
generation partnership project (3G or 5GPP); third genera-
tion partnership project unmiversal mobile telecommunica-
tions system; third generation partnership project 2; ultra
mobile broadband; high speed packet access; high speed
downlink packet access; high speed uplink packet access;
enhanced data rates for global system for mobile commu-
nication evolution radio access network; universal mobile
telecommunications system terrestrial radio access network;
or long term evolution advanced. As an example, a milli-
meter wave broadcast technology can employ electromag-
netic waves 1n the frequency spectrum from about 30 GHz
to about 300 GHz. These millimeter waves can be generally
situated between microwaves (from about 1 GHz to about 30
GHz) and mifrared (IR) waves, and are sometimes referred
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to extremely high frequency (EHF). The wavelength (&) for
millimeter waves 1s typically in the 1-mm to 10-mm range.

The term “infer” or “inference” can generally refer to the
process of reasoning about, or inferring states of, the system,
environment, user, and/or intent from a set of observations
as captured via events and/or data. Captured data and events
can include user data, device data, environment data, data
from sensors, sensor data, application data, implicit data,
explicit data, etc. Inference, for example, can be employed
to 1dentily a specific context or action, or can generate a
probability distribution over states ol interest based on a
consideration of data and events. Inference can also refer to
techniques employed for composing higher-level events
from a set of events and/or data. Such inference results 1n the
construction of new events or actions from a set of observed
events and/or stored event data, whether the events, 1n some
istances, can be correlated in close temporal proximity, and
whether the events and data come from one or several event
and data sources. Various classification schemes and/or
systems (e.g., support vector machines, neural networks,
expert systems, Bayesian belief networks, fuzzy logic, and
data fusion engines) can be employed 1n connection with
performing automatic and/or inferred action 1n connection
with the disclosed subject matter.

What has been described above includes examples of
systems and methods illustrative of the disclosed subject
matter. It 1s, of course, not possible to describe every
combination of components or methods hereimn. One of
ordinary skill in the art may recognize that many further
combinations and permutations of the claimed subject mat-
ter are possible. Furthermore, to the extent that the terms
“includes,” “has,” “possesses,” and the like are used 1n the
detailed description, claims, appendices and drawings such
terms are intended to be inclusive 1in a manner similar to the
term “‘comprising” as “‘comprising’ 1s interpreted when
employed as a transitional word 1n a claim.

What 1s claimed 1s:

1. A system, comprising;

a processor; and

a memory that stores executable structions that, when

executed by the processor, facilitate performance of
operations, comprising:
in response to recerving a real cluster storage system
criterion, determining a first doubly mapped cluster
schema;
allocating storage space ol the real cluster storage
system as a first doubly mapped cluster based on the
first doubly mapped cluster schema;
altering, in response to a change 1n an amount of data
to be stored according to the first doubly mapped
cluster schema, the first doubly mapped cluster
schema, resulting 1n an updated doubly mapped
cluster schema and an updated first doubly
mapped cluster having a diflerent amount of stor-
age space than the first doubly mapped cluster;
and
facilitating a data operation corresponding to a data
storage location comprised in the real cluster
storage system according to the updated doubly
mapped cluster based on the updated doubly
mapped cluster schema.

2. The system of claim 1, wherein the real cluster storage
system comprises a first number of real data storage clusters.

3. The system of claim 2, wheremn a real data storage
cluster of the first number of real data storage clusters
comprises a second number of hardware data storage nodes,
wherein a hardware data storage node of the second number
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ol hardware storage nodes comprises a third number of data
storage devices, wherein a storage device of the third
number of hardware storage nodes comprises a fourth num-
ber of extents, wherein an extent of the fourth number of
extents comprises the data storage location.

4. The system of claim 1, wherein the allocating the
storage space of the real cluster 1s based on an overall
amount of storage of the real cluster storage system.

5. The system of claim 1, wherein the allocating the
storage space of the real cluster 1s based on an 1ndication of
an amount of data to be stored via the first doubly mapped
cluster.

6. The system of claim 1, wherein the allocating the
storage space of the real cluster 1s based on an indication of
an amount of data stored via a second doubly mapped cluster
allocated from the real cluster storage system.

7. The system of claim 1, wherein the operations further
comprise, 1 response to determining that a rule related to a
constraint on disk allocation has been satisfied, preventing
the allocating the storage space based on the first doubly
mapped cluster schema.

8. The system of claim 1, wherein the operations further
comprise, 1 response to determining that a rule related to a
constraint on extent allocation has been satisfied, preventing
the allocating the storage space based on the first doubly
mapped cluster schema.

9. The system of claim 1, wherein the facilitating the data
operation 1s based on information indicating a logical data
storage location, 1n accord with the first doubly mapped
cluster schema, being recerved 1n conjunction with receiving
the data operation, and wherein the logical data storage
location corresponds to the data storage location.

10. The system of claim 1, wherein a first size of the first
doubly mapped cluster 1s a same size as a second size of a
real cluster storage system.

11. The system of claim 1, wherein a first size of the first
doubly mapped cluster 1s a different size than a second size
of a second doubly mapped cluster.

12. The system of claim 1, wherein the operations further
comprise:

wherein the altering the first doubly mapped cluster

schema comprises

reallocating the storage space of the real cluster storage

system based on the updated first doubly mapped
cluster schema, resulting in the updated first doubly
mapped cluster.

13. The system of claim 1, wherein the altering the first
doubly mapped cluster schema results 1n the updated {first
doubly mapped cluster having more storage space than the
first doubly mapped cluster.

14. The system of claim 1, wherein the altering the first
doubly mapped cluster schema results 1n the updated first
doubly mapped cluster having less storage space than the
first doubly mapped cluster.

15. A method, comprising:

in response to receiving real cluster storage system cri-

teria, allocating, by a system comprising a processor
and a memory, storage space of the real cluster storage
system as a {irst doubly mapped cluster according to a
determined first doubly mapped cluster schema based
on the real cluster storage system criteria;

updating, by the system, the first doubly mapped cluster

schema 1n response to determining a change in an
amount of data to be stored according to the first doubly
mapped cluster schema, resulting 1n an updated doubly
mapped cluster schema;
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reallocating, by the system, the storage space of the real
cluster storage system based on the updated first doubly
mapped cluster schema, resulting 1n an updated first
doubly mapped cluster having a different amount of
storage space than the first doubly mapped cluster; and

causing, by the system, a data operation to occur 1n the
allocated storage space of the real cluster storage
system according to the updated doubly mapped cluster
and based on the updated doubly mapped cluster
schema.

16. The method of claim 15, wherein the allocating the
storage space 1s according to a determined {first doubly
mapped cluster schema based on:

the real cluster storage system criteria,

a request for an indicated amount of storage space, and

a second doubly mapped cluster schema corresponding to

a second doubly mapped cluster allocated from the
storage space of the real cluster storage system.

17. The method of claim 15, wherein the receiving the real
cluster storage system criteria comprises receiving an indi-
cation of storage space corresponding to a first extent of a
first storage device and a second extent of a second storage
device, wherein the first storage device 1s located 1n a first
geographic area, and wherein the second storage device 1s
located 1n a second geographic area different than the first
geographic area.

18. A non-transitory machine-readable medium, compris-
ing executable instructions that, when executed by a pro-
cessor, facilitate performance of operations, comprising:

determiming a first doubly mapped cluster schema based

on a first request for {irst storage space 1n a real cluster
storage system;

altering the first doubly mapped cluster schema until the

first doubly mapped cluster schema i1s determined to
satisly a rule related to a doubly mapped cluster con-
straint:

allocating the first storage space of the real cluster storage

system as a first doubly mapped cluster, according to
the first doubly mapped cluster schema, based on a
criterion of the real cluster storage system;

updating, in response to a change in an amount of data to

be stored according to the first doubly mapped cluster
schema, the first doubly mapped cluster schema, result-
ing i an updated doubly mapped cluster schema;
reallocating the storage space of the real cluster storage
system based on the updated first doubly mapped
cluster schema, resulting 1in an updated first doubly
mapped cluster having a different amount of storage
space than the first doubly mapped cluster; and
providing information enabling a data operation corre-
sponding to the updated doubly mapped cluster to

occur based on the updated doubly mapped cluster
schema.

19. The non-transitory machine-readable medium of
claam 18, wherein the doubly mapped cluster constraint
indicates that disks of a first real node of the real cluster
storage system are prohibited from use in more than one
mapped node of a doubly mapped cluster.

20. The non-transitory machine-readable medium of
claam 18, wherein the doubly mapped cluster constraint
indicates that extents of a disk of a first real node of the real
cluster storage system are prohibited from use 1n more than
one mapped node of a doubly mapped cluster.
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