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(57) ABSTRACT

A technology 1s described for operating a device shadowing
service that manages device representations for physical
devices that are network addressable. An example method
may 1nclude associating a device representation with a
representation type, where the device representation repre-
sents a copy of a state of a physical device 1n network
communication with a device shadowing service that main-
tains the device representation, and the representation type
may define a command that can be mmvoked through the
device representation. After the device representation has
been associated with the representation type, the command
may be invoked through the device representation. Invoking
the command may involve identifying the representation
type associated with the device representation and determin-
ing that the command 1s supported by the representation

type. Thereafter, the command may be executed.
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DEVICE REPRESENTATION MANAGEMENT
USING REPRESENTATION TYPES

PRIORITY DATA

This application 1s a divisional of U.S. patent application

Ser. No. 15/196,700 filed on Jun. 29, 2016, which 1s 1mncor-
porated by reference herein.

RELATED APPLICATIONS

This application 1s related to U.S. patent application Ser.
No. 15/196,792, filed on Jun. 29, 2016, and 1s incorporated
by reference herein.

BACKGROUND

Electronic devices have become ever-present in many
aspects of society. During the course of a normal day, a
person may use a smart phone, a tablet device, and a laptop
computer. Automobiles and commercial vehicles have also
come to rely upon electronic systems to control and monitor
many features and operations. Modern home appliances
such as, washers, dryers, and refrigerators may be driven and
controlled by electronic systems. Manufacturing facilities,
building heating and cooling systems, and farming equip-
ment may now rely upon electronic sensors and control
systems.

Advancements 1n communication technologies have
allowed for even relatively simple electronic devices to
communicate with other devices and computing systems
over a computer network. For example, an electronic device
in a manufacturing system may monitor various aspects of
the manufacturing process and communicate monitoring
data to other devices 1n the manufacturing system. Similarly,
clectronic sensors embedded 1n a building control system
may monitor and communicate details regarding operation
of the building’s heating, cooling, and ventilation systems.
Even home appliances and light switches offer the possibil-
ity of being configured with communication capabilities for
the purpose of transmitting status and receiving external
control communications.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 15 a block diagram illustrating an example tlow for
invoking a command that updates a state of a device
representation associated with a device.

FIG. 2 1s a block diagram that illustrates various example

components mncluded in a system for a device shadowing
service configured to manage device representations asso-
ciated with devices.

FIG. 3 1s a block diagram illustrating an example com-
puter networking architecture for providing devices access
to network services.

FIG. 4 1s a block diagram that illustrates an example
computing service environment that includes a device shad-
owing service.

FIG. 5 a block diagram illustrating an example computing,
environment that includes a device shadowing service 1n
network communication with groups of devices.

FIG. 6 1s a flow diagram 1llustrating an example method
for operating a device shadowing service configured to
manage device representations for physical devices that are
network addressable.
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FIG. 7 1s a flow diagram that illustrates an example
method for determining whether a device has assumed a
state of a device representation associated with the device.

FIG. 8 1s block diagram illustrating an example of a
computing device that may be used to execute a method for
operating a device shadowing service.

DETAILED DESCRIPTION

A technology 1s described for a device shadowing service
configured to manage device representations associated with
devices that may be network addressable and/or ultimately
addressable via intermediary addressable devices and man-
age commands and events used to interact with the device
representations. A device representation may be associated
with a representation type that defines states, commands,
and events supported by the device representation. A device
representation may be an electronic representation of a
device (e.g., a physical device with a sensor that 1s con-
nected to a network or receives relayed messages). A device
may report state changes and other information to the device
shadowing service, and the reported information may be
stored within a device representation associated with the
device. A device may be one of many devices that create a
large network of addressable devices. This “network™ 1is
commonly referred to as the Internet of Things (I0T).

In one example of the technology, the device shadowing
service may be configured to receive messages invoking
commands associated with devices. For example, the service
may be subscribed to a named publication/subscription
channel and applications configured to interact with the
devices may publish commands to the named publication/
subscription channel. A command may be used to retrieve
state information for a device, instruct a device to assume a
specified state, or cause the service to execute a function
(e.g., extended wvirtualized commands) that expands the
functionality of a device beyond a physical capability or
configuration of the device.

A device representation may be assigned a representation
type that defines possible states of a device associated with
the device representation, as well as commands (e.g., inputs)
and events (e.g., outputs) supported by the device. The
representation type may be stored in a device shadowing
service 1 a computing service (€.g., a “‘cloud” environment).
In receiving a message mvoking a command, the device
shadowing service may be configured to identify a repre-
sentation type and determine whether the representation type
supports the command. As an illustration, a device repre-
sentation for a network addressable light may be assigned a
representation type that supports a “LightOil” command and
a “LightOn” command. In the example where the command
“LightOf” 1s mnvoked against the representation type, the
command may be validated against the representation type
and a determination may be made that the device represen-
tation supports the command, because the command “Light-
Off” 1s defined by the representation type. In the example
where the command “ChangelightColor” 1s invoked, vali-
dating the command against the representation type may
result 1n the determination that the command 1s not sup-
ported by the device representation because the representa-
tion type does include a definition for a “ChangelightColor”™
command.

In executing a command supported by a device represen-
tation, the state of the device representation may be refer-
enced and/or updated as part of executing the command. As
an example, in executing the command “GetLightStatus™
through a device representation associated with a network
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addressable light, the current state of the device represen-
tation may be referenced to determine the current state of the
network addressable light. After executing a command that
modifies the state of a device representation, a device
associated with the device representation may be instructed
to assume the state of the device representation. As an
example, alter updating the state of a device representation
for a network addressable light to “on”, the network address-
able light may be instructed to power on.

FIG. 1 1s a diagram illustrating an example flow for
invoking a command that updates a state of a device
representation 104 associated with a device 110. The device
110 may be registered with a device shadowing service 112
which 1s configured to create and manage a device repre-
sentation 104 for the device 110. The device representation
104 may be an electronic representation (e.g., a data object)
of the device 110 that can be referenced and updated, even
at times that the device 110 1itself may be unreachable. For
example, to conserve power, some battery-powered and
other devices may disable wireless radios when not actively
transmitting data to the device shadowing service 112 or
polling the device shadowing service 112 for updates. For
these and other reasons, a device 110 may connect to a
network only intermittently, while an application or service
102 may attempt to interact with the device 110 at times that
the device 110 may not be connected to the network or may
not otherwise be available.

In order to overcome limitations associated with intermit-
tent connectivity, the device shadowing service 112 may
maintain a cached device representation 104 of a device 110
that allows an application or service 102 to access informa-
tion, such as state information, for the device 110 at any
time. A device 110 may report state changes and other
information to the device shadowing service 112, and the
reported mformation may be stored within the device rep-
resentation 104. For example, the device representation 104
may be stored as a data store object using a data-interchange
tformat like JavaScript Object Notation (JSON). The cached
information may then be made available to applications and
services 102 at any time by the device shadowing service
112 without the need to wake up or otherwise contact the
device 110.

The device representation 104 may be assigned one or
more representation types 106 that define the states, com-
mands, and events accessible through the device represen-
tation 104. As an example, a state representation type for a
device representation 104 associated with a network
addressable light may define the device states “on” and
“off”’. A command representation type may define the com-
mands “OnCommand” and “OffCommand”. And an event
representation type may define the events “OnEvent” and
“OffEvent”.

A representation type 106 may have a schema that defines
a structure of the device representation 104. For example, a
schema may define attributes of a representation type 106.
As an 1illustration, a network addressable light assigned a
state representation type having a schema may include a
state attribute “color” that contains red, green, and blue
integer values. An example declaration may look like:

{“state”:{

“color”:{

“red”: “mnt(0,255),
“oreen”: “int(0,255),
“blue”: “int(0,255)”}

Py

As such, the possible color states associated with the
network addressable light in the example above are defined
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by the example declaration and the state representation type
can be advertised to applications, services, and other devices
to facilitate interaction with the network addressable light
via the device representation 104. For instance, applications
and services 102 may query the device shadowing service
112 for a device representation 104 to determine how to
interact with an associated device 110. As an example use
case, an application on a mobile device may be used to
obtain or request a command representation type for net-
work addressable lights (e.g., a template listing the possible
commands for lights) located in a room to determine
whether the lights support a power on command, a light
dimming command, or a change color command. In the case
that the command representation type for the network
addressable lights supports a command, a user of the mobile
device may control the lights 1n the room via the application
on the mobile device.

In addition to defining commands that are supported by a
device 110, a representation type 106 may be used to define
extended virtualized commands that expand the functional-
ity of the device 110 beyond a current configuration of the
device 110. As one example, a simple network addressable
temperature sensor may be configured to send temperature
data over a network, but otherwise may not have the ability
to process the temperature data itself. In order to provide
additional functionality associated with the temperature sen-
sor, temperature data may be accumulated 1n a data store that
1s external to the device and an extended virtualized com-
mand “AverageTemp” that calculates an average tempera-
ture may be defined 1n a representation type 106 assigned to
a device representation 104 for the temperature sensor.
Applications and services 102 may invoke the “Averag-
c¢Temp” command through the device representation 104
and obtain an average temperature generated by the tem-
perature sensor. As another example, executing a command
against a {irst device representation may result 1n moditying
a state of a second device representation. For example,
executing a command that updates the state of a device
representation for a network addressable light to “On” may
result 1n updating a state of a device representation for a
network addressable thermostat to “Room Occupied”.

In one example, an application or service 102 may invoke
a command against a device representation 104 by publish-
ing a message to a named command channel (e.g., a topic 1n
a publication/subscription system) to which the device shad-
owing service 112 subscribes. As an 1llustration, a command
topic publication may look like: “$shadowservice/things/
tempsensorl 23/command/GetTemp/invoke”. In  another
example, a Representational State Transier based (RESTTul)
API configured to communicate with the device shadowing
service 112 may be used to mvoke a command against a
device representation 104. As an 1llustration, an API request
may look like: “https://device shadowingservice.com/end-
point/things/tempsensorl23/command/GetTemp/invoke”.

A command received at the device shadowing service 112
may be validated against a representation type 106 assigned
to a device representation 104 to determine whether the
command 1s supported by the representation type 106. In the
case that a command 1s defined by a representation type 106
and the command format complies with a command schema,
the command may be executed. In the case that a command
may not be defined 1n the representation type 106, or the
command may not comply with a command schema, the
command may not be executed. As an illustration, the
commands “PowerOn” and “PowerOil” may be defined by
a representation type 106 assigned to a device representation
104. A request to invoke the “PowerOn” command against
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the device representation 104 may be successful when
validated against the representation type 106 and the “Pow-
erOn” command 1s defined by the representation type 106
and the command complies with the schema of the “Pow-
erOn” command defined in the representation type 106.
However, a request to invoke a “Sleep” command will not
be successiul because the “Sleep” command 1s not defined
by the representation type 106. Thus, the “Sleep” command
may be failed before any attempt 1s undertaken to send the
command to the device 110.

After a command has been validated, the command may
be executed, which may result in updating a state of a device
representation 104. As an 1illustration, executing a “Pow-
erOn” command results in changing the state of a device
representation 104 from an off state to an on state, thus the
state represented by the device representation 104 may be
updated to “on”. After updating a state of a device repre-
sentation 104, a device 110 associated with the device
representation 104 may be instructed to assume the state of
the device representation 104. As an 1llustration, a device
110 may be instructed to assume the state of a device
representation 104 having the state “on”, whereupon the
device 110 may power on.

An acknowledge event may be generated 1n association
with executing a command and the acknowledge event may
be provided to the application or service 102 that invoked
the command. Events may be output by a device represen-
tation 104 and/or by a device 110. Like commands, an event
may have a representation type 106 that defines the structure
of an event using a schema. As an example, a representation
type 106 for a device representation 104 associated with a
network addressable light may define a “ColorChanged”
event and/or event format that may be emitted when the
color of the light 1s changed. As another example, a repre-
sentation type 106 for a device representation 104 associated
with a network addressable motion sensor may define a
“MotionDetected” event and/or format that may be emitted
when motion 1s detected. Events may be published to a
named event channel (e.g., event topic) 1 order to notify
applications and/or services 102 subscribed to the event
channel that the event occurred, or events may be distributed
to applications and/or services 102 using a REST1ul API.

In some examples, the device shadowing service 112 may
be configured to validate that a payload structure of an event
conforms to an event schema. For example, 1n the case that
an event schema specifies a JSON format for event payloads,
a payload structure of an event may be analyzed to ensure
that the payload structure conforms to a JSON format.

FIG. 2 1illustrates components of an example system
environment 200 on which the present technology may be
executed. The system environment 200 may include a plu-
rality of device 238 in communication with a computing,
environment 202 via one or more networks 236. Illustra-
tively, devices 238 can include network addressable: global
positioning devices, temperature sensors, water sensors,
light switches, lightbulbs, power outlets, watches, media
players, voice command devices, video cameras, doorbell
systems, door locks, smoke alarms, thermostats, weather
sensors, security systems, automobiles, electronic readers,
printers, handheld devices, as well as any other device that
may be configured to communicate over a network 236.

The computing environment 202 may include servers
204/206/208/240 for executing computing instances (e.g.,
virtual machines), which may be an instance of a software
implementation of a machine (1.e. a computer) that executes
applications like a physical machine. The computing
instances may host various services associated with the
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devices 238. The server 208 may include a computing
instance that hosts a device shadowing service 214 config-
ured to manage device representations 216 associated with
the devices 238 and handle commands and events executed
against the device representations 216. In one example, the
device shadowing service 214 may include a validation
module 218, an execution module 222, a security module
220, and a type module 224.

A device representation 216 may represent a state of a
particular device 238 and the device shadowing service 214
may be configured to perform one or more operations based
in part on a state represented by the device representation
216. For example, a device representation 216 may represent
a network addressable weather station and may perform an
operation (e.g., set a fire danger reading, like “Low™, “Mod-
erate”, and “High™) based 1n part on the aggregate state of
the weather station.

A device representation 216 may be associated with a
representation type 228. A representation type 228 may be
declared for a device representation 216 or an existing
representation type 228 may be assigned to a device repre-
sentation 216. A representation type 228 may be associated
with a type schema and a representation type 228 may be
assigned a version (allowing for updates to the representa-
tion type 228). In one example, a representation type 228
may define possible states 234 that a device representation
216 and an associated device 238 may assume, one or more
input commands 230 that may be invoked through the
device representation 216, and one or more output events
232 that may be mvoked through the device representation
216. A command 230 may be an instruction that a device
representation 216 assume a specified state (wherein an
associated device 238 assumes the state of the device
representation 216), or a command may cause the execution
of a function 212 that extends the functionality of an
associated device 238. An event 232 may be an output from
a device representation 216 or an associated device 238. For
example, an event 232 may be a notification that a device
representation 216 and/or an associated device 238 has
assumed a state or that a command 230 has been executed.

In one example, canonical models of representation types
228 and canonical models of commands 230 may be
declared. Canonicalization of types 228 and commands 230
may allow device representations 216 for heterogeneous
devices 238 to utilize the same representation type 228, and
allow applications and services 226 to address (e.g., call)
devices 238 (via device representations 216) using a com-
mand without having to first determine a command structure
for each specific device 238.

Commands 230 and events 232 may be invoked by
sending a message or request to the device shadowing
service 214 that references the device representation 216 and
a command 230 or event 232. As an illustration, a command
may be invoked using the example format “$shadow_ser-
vice/things/device_representation/command/invoke”.  The
validation module 218 may be configured to validate a
command 230 or event 232 against a representation type 228
associated with a device representation 216.

In one example, a representation type 228 may define
commands 230 and events 232 that are supported by a
device representation 216. A command 230 or event 232
may be validated against a representation type 228 via an
operation that verifies that the representation type 228
includes a definition for the command 230 or event 232. In
addition, a representation type 228 may define error handlers
242 for commands 230, events 232, and states 234 defined

by the representation type. Error handling may be utilized in
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cases that the representation type 228 does not support a
command, event, or state. For example, the representation
type 228 may define an error handler 242 that generates an
error message and publishes the error message to a topic,
resulting in notifying an application, service, or other device
subscribed to the topic that a command, event, or state
change failed to execute due to not being supported by the
representation type 228.

In some examples, a command 230 may have a command
type associated with a command schema that defines a
structure of the command 230. For example, a command
type may define a format of a command 230 using a schema
and may define parameters that may be included when
invoking the command 230. Also, as indicated above, com-
mands 230 may comply with a canonical model defining
uniform standards for a command structure and command
content (e.g., parameters) provided to the device shadowing
service 214. Like commands 230, events 232 may also have
an event type associated with an event schema that defines

a structure of the event 232, and events 232 may comply
with a canonical model that defines uniform standards for an
event structure and event content.

The type module 224 may be configured to provide
customers with an interface used to upload, create, modily
and/or assign types 228 (including command types, event
types, and state types) to a device representation 216. The
types 228 may be assigned a version and a reference to a
representation type 228 made by an application and/or
service 226 may include a version used to identity the
representation type 228.

The security module 220 may be configured to control
access to a device representation 216 according to a type 228
associated with the device representation 216 and/or a
command 230 included in the representation type 228,
thereby controlling access to a device 238 associated with
the device representation 216. More specifically, a device
representation 216, or certain features of a device represen-
tation 216 may be made private by making a representation
type 228 private. Public representation types may be acces-
sible to any applications and services 226, whereas private
representation type access may be limited to authorized
applications and services 226. For example, a customer may
use security policies to control who has access to a repre-
sentation type 228 or to individual commands 230, events
232, and/or states 234 included in a representation type 228.
For instance, a customer may control access to the customs-
er’s device 238 by making a representation type 228
assigned to a device representation 216 private and create a
security policy that grants certain users (e.g., applications,
services, and other devices 238) access to the representation
type 228. The security module 220 may validate a request to
interact with a device representation 216 by querying an
identity and access service 210 to validate the 1dentity of a
requester and determine whether the requester has been
granted rights to a representation type 228, command 230,
and/or event that results 1n giving the requester access to the
device representation 216.

The execution module 222 may be configured to execute
commands 230 and events 232 1n response to requests
received at the device shadowing service 214. For example,
alter a request to execute a command 230 or event 232 has
been validated against a representation type 228, the execu-
tion module 222 may execute the command 230 or event
232. In one example, executing a command 230 may com-
prise calling a function 212 configured to execute the
command 230. Functions 212 may, in one example, be
executed on a server 206 that hosts the functions 212. For
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example, a function 212 and function dependencies may be
packaged 1n a software container and the software container
may be placed on the server 206. The execution module 222
may be configured to call the function 212 hosted on the
server 206 and function results may be returned to the
execution module 222.

In some examples, as part of executing an event 232, the
execution module 222 may be configured to call a function
that evaluates the event 232 prior to the execution module
222 publishing a message generated as part of the event 232.
For example, a device 238 or a device representation 216
may request the execution of an event 232 associated with
a function 212. The function 212 may execute logic (e.g., a
business rule) that may be performed prior to emitting the
event (e.g., add information to the event, cancel the event,
ctc.) The execution module 222 may call the function 212
and then based in part on the results of executing the
function 212, the event may be emitted (e.g., published).

In one example, communications associated with com-
mands 230 and events 232 may be sent and received using
a publication/subscription service. In such a service, mes-
sages may be published to named logical channels, also
referred to as topics, and the messages published to the
topics may be recerved by subscribers to the topics. In
another example, communications associated with com-
mands 230 and events 232 may be implemented using a
RESTIul API configured to communicate with the device
shadowing service 214, devices 238, and applications and
services 226 using a Hypertext Transfer Protocol (HT'TP).
Combinations of named logical channels and REST1iul APIs
may be used in some examples.

The various processes and/or other functionality con-
tained within the system environment 200 may be executed
on one or more processors that are 1n communication with
one or more memory modules. The system environment 200
may 1include a number of computing devices that are
arranged, for example, 1n one or more server banks or
computer banks or other arrangements. The computing
devices may support a computing environment using hyper-
visors, virtual machine monitors (VMMs) and other virtu-
alization software.

Various data store services may be used in implementing
the technology. For example, an object data store service or
a NoSQL data store service may be used. The term “data
store” may refer to any device or combination of devices
capable of storing, accessing, organizing and/or retrieving
data, which may include any combination and number of
data servers, relational databases, object oriented databases,
cluster storage systems, data storage devices, data ware-
houses, flat files and data storage configuration in any
centralized, distributed, or clustered environment. The stor-
age system components of the data store may include
storage systems such as a SAN (Storage Area Network),
cloud storage network, volatile or non-volatile RAM, optical
media, or hard-drive type media. The data store may be
representative of a plurality of data stores as can be appre-
ciated.

API calls, procedure calls or other network commands
that may be made 1n relation to the modules and services
included 1n the computing service environment 402 may be
implemented according to different technologies, including,
but not limited to, Representational state transier (REST)
technology or Simple Object Access Protocol (SOAP) tech-
nology. REST 1s an architectural style for distributed hyper-

media systems. A REST1ul API (which may also be referred
to as a RESTTul web service) 1s a web service API imple-
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mented using HITP and REST technology. SOAP 1s a
protocol for exchanging information in the context of Web-
based services.

The network 236 may include any useful computing
network, including an intranet, the Internet, a local area
network, a wide area network, a wireless data network, or
any other such network or combination thereof. Components
utilized for such a system may depend at least 1n part upon
the type of network and/or environment selected. Commu-
nication over the network may be enabled by wired or
wireless connections and combinations thereof.

FIG. 2 illustrates that certain processing modules may be
discussed in connection with this technology and these
processing modules may be implemented as computing
services. In one example configuration, a module may be
considered a service with one or more processes executing
on a server or other computer hardware. Such services may
be centrally hosted functionality or a service application that
may receive requests and provide output to other services or
consumer devices. For example, modules providing services
may be considered on-demand computing that are hosted in
a server, virtualized service environment, grid or cluster
computing system. An API may be provided for each
module to enable a second module to send requests to and
receive output from the first module. Such APIs may also
allow third parties to interface with the module and make
requests and receive output from the modules. While FIG. 2
illustrates an example of a system that may implement the
techniques above, many other similar or different environ-
ments are possible. The example environments discussed
and 1illustrated above are merely representative and not
limiting.

FIG. 3 1s a diagram illustrating an example computing
environment 310 with which devices 330 may communi-
cate. The computing environment 310, which may be
referred to as a device communication environment or
system, comprises various resources that are made acces-
sible via a gateway server 340 to the devices 330 that access
the gateway server 340 via a network 320. The devices 330
may access the computing environment 310 in order to
access services such as a device shadowing service server
370, data storage, and computing processing features. Ser-
vices operating in the computing environment 310 may
communicate data and messages to the devices 330 1n
response to requests from the devices 330 and/or 1n response
to computing operations within the services.

The computing environment 310 comprises communica-
tively coupled component systems 340, 342, 346, 350 and
3770 that operate to provide services to the devices 330. The
gateway server 340 may be programmed to provide an
interface between the devices 330 and the computing envi-
ronment 310. The gateway server 340 receives requests from
the devices 330 and forwards corresponding data and mes-
sages to the approprniate systems within the computing
environment 310. Likewise, when systems within the com-
puting environment 310 attempt to communicate data
instructions to the devices 330, the gateway server 340
routes those requests to the correct device 330.

The gateway server 340 may be adapted to communicate
with varied devices 330 using various different computing
and commumnication capabilities. For example, the gateway
server 340 may be adapted to commumnicate using either TCP
(Transmission Control Protocol) or UDP (User Datagram
Protocol) protocols. Likewise, the gateway server 340 may
be programmed to receive and communicate with the
devices 330 using any suitable protocol including, for
example, MQTT (Message Queue Telemetry Transport),
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CoAP (Constrained Application Protocol), HI'TP (Hyper
Text Transport Protocol), and HT'TPS (Hyper Text Transport
Protocol Secure). The gateway server 340 may be pro-
grammed to convert the data and instructions or messages
received from the devices 330 into a format that may be used
by other of the server systems comprised 1n the computing
environment 310. In one example, the gateway server 340
may be adapted to convert a message recerved using the
HTTPS protocol into a JSON (JavaScript Object Notation)
formatted message that i1s suitable for communication to
other servers within the computing environment 310.

The gateway server 340 may store, or may control the
storing, of imformation regarding the devices 330 that have
formed a connection to the particular gateway server 340
and for which the particular gateway server 340 may be
generally relied upon for communications with the device
330. In one example, the gateway server 340 may have
stored thereon information specilying the particular device
330 such as a device 1dentifier. For each connection estab-
lished from the particular device 330, the gateway server
340 may also maintain information i1dentilfying the connec-
tion. For example, a connection 1dentifier may be generated
and stored for each connection established with a particular
device 330. Information relating to the particular connection
may also be stored. For example, information identifying the
particular socket of the gateway server 340 on which the
connection was established, as well as information 1denti-
tying the particular protocol used by the device 330 on the
connection may be stored by the gateway server 340.
Information such as the socket and protocol may be used 1n
order to facilitate further communications via the particular
connection.

In one example, the gateway server 340 may communi-
cate via any suitable networking technology with a device
registry server 342. The device registry server 342 may be
adapted to track the attributes and capabilities of each device
330. In an example, the device registry sever 342 may be
provisioned with information specitying the attributes of the
devices 330. The device registry server 342 may comprise
data specitying rules or logic (e.g., automation rules) for
handling various requests that may be received from the
devices 330. The device registry server 342 may be pro-
grammed to convert specialized device functions or com-
mands recerved 1n particular communication protocols such
as, for example HITTPS, MQTT, CoAP, into functions or
commands using particular protocols that are understood by
other of the servers in the computing environment 310. In
one example, the device registry server 342 may be provi-
sioned with information specitying that upon receipt of a
particular request from a particular device 330, a request
should be made to store the payload data of the request 1n a
particular network service server 350. The device registry
server 342 may be similarly programmed to receive requests
from servers 342, 350 and convert those requests into
commands and protocols understood by the devices 330.

The device shadowing service server 370 maintains state
information for each connected device 330. In an example
embodiment, the device shadowing service server 370 main-
tains for each device 330 that has connected to the environ-
ment 310 information speciiying a plurality of states. In an
example scenario, the device shadowing service server 370
may comprise an actual state and a desired state. The actual
state represents the existing state of the particular device 330
as presently known to the server 370. In an example sce-
nario, for example, the device shadowing service server 370
may 1dentily that the actual state of a light switch device 1s
“on.” The desired state represents a state to which 1t 1s
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desired to change the status. In an example scenario, the
device shadowing service server 370 may identify the
desired state of a light switch device 1s “ofl.” The networ
services server 350 may communicate with the device
shadowing service server 370 in order to change the desired
state information. The device shadowing service server 370
communicates with device gateway 340 1n order to com-
municate requests to update a status to a particular device
330. For example, the device shadowing sever 370 may
communicate to device gateway 340 that a particular switch
device should have its state changed to “off” The device
gateway 340 may, 1n response, communicate the appropriate
command formatted for the particular device 330.

The device security server 346 maintains security-related
information for the devices 330 that connect to the comput-
ing environment 310. In one example, the device security
server 346 may be programmed to process requests to
register devices with the computing environment 310. For
example, entities such as device manufacturers, may for-
ward requests to register devices 330 with the computing
environment 310. The device security server 346 receives
registration requests and assigns unique device identifiers to
devices 330 which use the device identifiers on subsequent
requests to access the computing environment 310. The
device security server 346 stores, for each registered device,
authentication information that may be provided during the
device registration process. For example, a request to reg-
ister a device 330 may comprise information identifying the
device 330 such as a device serial number and information
for use 1n authenticating the device 330. In one example, the
information may comprise a digital certificate and may
comprise a public key of a public key-private key pair. The
information may be stored 1n relation to the assigned device
identifier for the particular device 330. When the device 330
subsequently attempts to access the computing environment
310, the request may be routed to the device security server
346 for evaluation. The device security server 346 deter-
mines whether authentication imformation provided in the
request 1s consistent with the authentication information
stored 1n relation to the device 1dentifier and provided during
the registration process.

The device security server 346 may be further pro-
grammed to process request to associate particular entities
(individuals or organizations) with particular devices 330.
The device security server 346 may be adapted to receive
requests to register entities, which may be, for example,
individuals, users, accounts, and/or organizations, as autho-
rized to control or communicate with a particular device
330. In one example, a request may be received from an
individual or organization that may have purchased a device
330 from a manufacturer. For example, the device may be a
dishwasher, thermostat, or lighting assembly that an indi-
vidual or organization purchased from the manufacturer. The
individual or organization may initiate a request to register
the device 330 with the individual or an organization with
which the organization 1s associated. The request may be
routed to a web services server which may be comprised in
computing environment 310 or which communicates the
request to the computing environment 310. The request
identifies the device 330 and the particular entity (individual
or organization) that 1s requesting to be associated with the
device 330. In one example, the request may comprise a
unique device identifier that was assigned when the device
330 was registered with the system. The request further may
comprise information uniquely identitying the entity that 1s
registering as having authority to commumnicate with and/or
control the particular device 330.
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The device security server 346 stores the information
identifving the particular entity in relation with the device
identifier. When the particular entity subsequently attempts
to control or communicate data to the particular device 330,
the device security server 346 may use the mnformation to
confirm that the particular entity 1s authorized to commu-
nicate with or control the particular device 330. When an
entity that has not been registered as being authorized to
communicate with the device 330 attempts to communicate
with or control the device 330, the device security server 346
may use the information stored in the device security server
346 to deny the request.

A network services server 350 may be any resource or
processing server that may be used by any of servers 340,
342, 346, or 370 1n processing requests from the devices
330. In one example, network services server 350 may
provide data storage and retrieval services and/or on-de-
mand processing capacity. In an example scenario, the
network services server 350 may be any of numerous
network accessible services including, for example, web or
cloud-based services. In one example, the web services
server 350 may be programmed to provide particular pro-
cessing for particular devices 330 and/or groups of devices
330. For example, a network services server 350 may be
provisioned with software that coordinates the operation of
a particular set of devices 330 that control a particular
manufacturing operation.

Servers 340, 342, 346, 350, and 370 may be communi-
catively coupled via any suitable networking hardware and
soltware. For example, the servers may communicate via a
local area network or wide area network.

An external system 360 may access computing environ-
ment 310 for any number of purposes. In one example, an
external system 360 may be a system adapted to forward
requests to register devices 330 with the computing envi-
ronment 310. For example, an external system 360 may
include a server operated by or for a device manufacturer
that sends requests to computing environment 310, and
device security server 346 in particular, to register devices
330 for operation with computing environment 310. Simi-
larly, the external system 360 may be a system operated to
provide a gateway for entities (1ndividuals or organizations)
to register an ownership or control relationship with a
particular device 330.

The devices 330 may be any devices that may be com-
municatively coupled via a network 320 with the computing
environment 310. For example, the devices 330 may be
computing devices such as smart phones and tablet com-
puters, automobiles, appliances such as washers and driers,
industrial sensors, switches, control systems, etc. In one
example, each of devices 330 may communicate over the
network 320 to store data retlecting the operations of the
particular device 330 and/or to request processing provided
by, for example, network services server 350. While FIG. 3
depicts three devices 330, 1t will be appreciated that any
number of devices 330 may access the computing environ-
ment 310 via the gateway server 340. Further it will be
appreciated that the devices 330 may employ various dii-
ferent communication protocols. For example, some devices
330 may transport data using TCP, while others may com-
municate data using UDP. Some devices 330 may use
MQTT, while others may use CoAP, and still others may use
HTTPs. It will also be appreciated that each of devices 330
may be programmed to send and receive particular functions
or commands 1n its requests that are not compatible with
other devices or even the systems within computing envi-
ronment 310. The gateway server 340 may be programmed
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to receive and, 1f needed, attend to converting such requests
for processing with the computing environment 310.

FIG. 4 1s a block diagram illustrating an example com-
puting service 400 that may be used to execute and manage
a number of computing instances 404a-d. In particular, the
computing service 400 depicted illustrates one environment
in which the technology described herein may be used. The
computing service 400 may be one type of environment that
includes various virtualized service resources that may be
used, for 1nstance, to host computing instances 404a-d that
provide network services to devices.

The computing service 400 may be capable of delivery of
computing, storage and networking capacity as a software
service to a community of end recipients. In one example,
the computing service 400 may be established for an orga-
nization by or on behalf of the organization. That 1s, the
computing service 400 may offer a “private cloud environ-
ment.” In another example, the computing service 400 may
support a multi-tenant environment, wherein a plurality of
customers may operate independently (1.e., a public cloud
environment). Generally speaking, the computing service
400 may provide the following models: Infrastructure as a
Service (“laaS”), Platform as a Service (“PaaS”), and/or
Software as a Service (“SaaS”). Other models may be
provided. For the IaaS model, the computing service 400
may ofler computers as physical or virtual machines and
other resources. The virtual machines may be run as guests
by a hypervisor, as described further below. The PaaS model
delivers a computing platform that may include an operating
system, programming language execution environment,
database, and web server.

Application developers may develop and run their soft-
ware solutions on the computing service platform without
incurring the cost of buying and managing the underlying
hardware and software. The SaaS model allows 1nstallation
and operation of application software 1n the computing
service 400. End customers may access the computing
service 400 using networked client devices, such as desktop
computers, laptops, tablets, smartphones, etc. running web
browsers or other lightweight client applications, for
example. Those familiar with the art will recognize that the
computing service 400 may be described as a “cloud”
environment.

The particularly illustrated computing service 400 may
include a plurality of server computers 402a-d. While four
server computers are shown, any number may be used, and
large data centers may include thousands of server comput-
ers. The computing service 400 may provide computing
resources for executing computing instances 404a-d. Com-
puting 1instances 404a-d may, for example, be wvirtual
machines. A virtual machine may be an instance of a
software implementation of a machine (i.e. a computer) that
executes applications like a physical machine. In the
example of a virtual machine, each of the server computers
402a-d may be configured to execute an nstance manager
408a-d capable of executing the instances. The instance
manager 408a-d may be a hypervisor, virtual machine
monitor (VMM), or another type of program configured to
cnable the execution of multiple computing instances
404a-d on a single server. Additionally, each of the com-
puting instances 404a-d may be configured to execute one or
more applications.

One or more server computers 414 and 416 may be
reserved to execute software components for managing the
operation of the computing service 400 and the computing
instances 404a-d. For example, a server computer 414 may
execute one or more computing instances that host a device
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shadowing service. The device shadowing service may be
configured to manage device representations and associated
states, commands, and events as described earlier.

A server computer 416 may execute a management com-
ponent 418. A customer may access the management com-
ponent 418 to configure various aspects of the operation of
the computing istances 404a-d purchased by a customer.
For example, the customer may setup computing instances
404a-d and make changes to the configuration of the com-
puting istances 404a-d.

A deployment component 422 may be used to assist
customers 1n the deployment of computing instances
404a-d. The deployment component 422 may have access to
account 1nformation associated with the computing
instances 404a-d, such as the name ol an owner of the
account, credit card information, country of the owner, etc.
The deployment component 422 may receive a configuration
from a customer that includes data describing how comput-
ing instances 404a-d may be configured. For example, the
configuration may include an operating system, provide one
or more applications to be installed in computing instances
404a-d, provide scripts and/or other types of code to be
executed for configuring computing instances 404a-d, pro-
vide cache logic specitying how an application cache should
be prepared, and other types of information. The deployment
component 422 may utilize the customer-provided configu-
ration and cache logic to configure, prime, and launch
computing instances 404a-d. The configuration, cache logic,
and other mmformation may be specified by a customer
accessing the management component 418 or by providing
this information directly to the deployment component 422.

Customer account information 424 may include any
desired information associated with a customer of the multi-
tenant environment. For example, the customer account
information may include a umique identifier for a customer,
a customer address, billing information, licensing informa-
tion, customization parameters for launching instances,
scheduling information, etc. As described above, the cus-
tomer account mmformation 424 may also include security
information used 1n encryption of asynchronous responses to
API requests. By “asynchronous™ 1t 1s meant that the API
response may be made at any time after the initial request
and with a different network connection.

A network 410 may be utilized to interconnect the com-
puting service 400 and the server computers 402a-d, 416.
The network 410 may be a local area network (LAN) and
may be connected to a Wide Area Network (WAN) 412 or
the Internet, so that end customers may access the comput-
ing service 400. The network topology illustrated in FIG. 4
has been simplified, many more networks and networking
devices may be utilized to iterconnect the various comput-
ing systems disclosed herein.

Moving now to FIG. 5, a block diagram illustrates an
example computing environment 502 that includes a device
shadowing service 504 that may be in network communi-
cation with groups of devices 530a or 53056. The device
shadowing service 304 may manage device representations
520a-b tfor the groups of devices 530q-b, and the device
shadowing service 504 may include a device aggregator 510
configured to perform aggregate operations, such as aggre-
gate the states of the device representations 520aq-b6 and
execute commands and/or events related to a group of
devices 530a-b.

In one example, the device aggregator 510 may be sub-
scribed to a group channel or group topic to receive mes-
sages associated with devices included in a group of devices
530a-b, and the device aggregator 510 may aggregate the
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messages and update device representations 520a-b associ-
ated with the group of devices 530a-b. Devices 1included 1n
a group of devices 330aq-b may be associated with device
representations 520aq-b6 that have a type that defines states,
commands, and/or events for the devices. As such, states,
commands, and events associated with a group of devices
530a-b may be accessible through the device representations
520a-b6 and the device aggregator 510 may manage the
group of devices 530aq-b6 via the device representations
520a-b6. For example, a combined state for a group of
devices 530a-b may be obtained from the device aggregator
510, which may query multiple devices’ device representa-
tion 520a-b6 for a state and aggregate the states into a
combined state.

In one example, the device aggregator 510 may manage
membership records that include identifiers for devices
included 1n a group of devices 530a-b. The group member-
ship records may be updated to reflect changes 1n member-
ship of a group of devices 530a-6 by adding or removing
identifiers of devices 530a-b. The device aggregator 510
monitors messages recerved at the device shadowing service
504 for messages received from devices 530aq-b having
identifiers included 1n a group record.

In another example, the device aggregator 510 may be
subscribed to a group topic (or group REST1ul API) to which
devices included in a group of device 3530aq-b publish
messages. This allows the device aggregator 510 to sub-
scribe to a group topic and monitor the group topic for
updates received from devices that publish to the group
topic. As devices are added and removed from a group of
devices 530a-b, the devices publish to a group topic asso-
ciated with the group of device 530a-b. As such, the device
aggregator 510 does not keep track of membership of groups
ol devices 530a-b.

Group topics or group RESTTul API’s may allow for
devices 530a-b to be to be added or removed from a group,
or may allow for devices included 1 a group of devices
530a-b6 to be queried. For example, a group of devices
530a-b may be queried 1n order to identily, for example,
devices 1ncluded in the group that have a certain state or
attribute. In one example, groups of devices 530a-b may be
defined by 1dentifying devices that have a particular state or
attribute and including the devices 1n a group of devices
530a-b. Devices may be added and removed from the group
of devices 530a-b dynamically according to a state or
attribute used to define the group of devices 530a-b. As an
illustration, network addressable lights having the state
“LightOn” may be added to a group and may be removed
from the group when the state changes to “LightOfl™.

As 1dicated above, the device representations 520a-b
may be assigned a type that defines states, commands,
and/or events associated with a group of devices 530a-b.
Accordingly, an aggregated state for the group of devices
530a-b may be obtained by the device aggregator 510 from
the device representations 520a-b. As an illustration, a farm
may use network addressable moisture sensors to monitor
the water moisture of individual plants 1n plots of different
types ol plants (e.g., lettuce, carrots, tomatoes, potatoes,
ctc.). Plants of diflerent types may need different moisture
levels. Rather than reacting to a moisture level for an
individual plant, moisture sensors may be grouped accord-
ing to plant type and the plants included 1n the group may be
watered according to an aggregated state representing a
group moisture level reading obtained using the device
aggregator 310.

Commands and events associated with the group of
devices 530a-b may be invoked through the device aggre-
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gator 510 that propagates a command or event to the device
representations 520a-b. As an 1llustration, a group of net-
work addressable lights on a floor of a building may be
powered on or oil using a command 1nvoked through the
device aggregator 310. Invoking the command may cause
the device aggregator 510 to iterate the command on each
device representation 520a-b associated with a network
addressable light included i1n the group. In one example,
only devices having a type that supports a particular com-
mand may be added to a group of devices 530a-b. Therefore,
an attempt to add a device to a group of devices 530a-b that
does not support the group’s commands may be rejected.

FIG. 6 1s a flow diagram that illustrates an example
method 600 for operating a device shadowing service con-
figured to manage device representations for physical
devices that are network addressable. A device representa-
tion may be a data representation (e.g., a data record) of a
state of a physical device. Illustratively, a device may be
configured to connect (e.g., mtermittently) to the device
shadowing service over one or more networks and either
update the state of a device representation associated with
the device with the device’s current state, or assume the state
of the device representation representing the desired state of
the device.

As 1n block 610, a device representation may be associ-
ated with a representation type that defines a command that
may be invoked through the device representation. The
device representation may be a representation of a copy of
a state of the device. As a simplistic example, a device
representation may represent an “on’ state or an “ofl” state
of a device. A representation type may be associated with a
schema that describes the structure of the device represen-
tation and the representation type may define commands
(1nputs) and events (outputs) that may be mvoked through
the device representation. A command defined by a repre-
sentation type may be associated with command schema that
describes a structure of the command (e.g., command syn-
tax), and an event defined by a representation type may be
associated with an event schema that describes a structure of
the event (e.g., event syntax). A command may be an
instruction to change the state of a device representation
(e.g., an 1struction to change the state to “on” or “ofl™), or
a command may be an instruction to invoke a function that
expands the functionality of a device representation beyond
a physical configuration of an associated device (e.g., a
function that calculates average temperature).

After associating a device representation with a represen-
tation type, commands defined by the representation type
may be mvoked through the device representation. As in
block 620, a command invoked through the device repre-
sentation may be received at the device shadowing service.
The command may be received at the device shadowing
service using a publication/subscription channel or topics,
where a message 1s published to a topic and the message
published to the topic 1s recerved by subscribers to the topic.
[lustratively, applications, services, and/or devices may
publish messages to a topic and a device shadowing service
may subscribe to the topic in order to receive the messages
published by the applications, services, and/or devices.
Alternatively, or 1n addition to the topics, the command may
be received at the device shadowing service using a REST-
ful API configured to communicate with the device shad-
owing service, devices, applications, and/or services using
HTTP.

After receiving the command and validating the i1dentity
of the command propagator, as 1 block 630, the represen-
tation type associated with the device representation may be
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identified (e.g., by referencing a device representation
record, such as a JSON record), and as i block 640, a

determination whether the command i1s supported by the
representation type may be made. In the case that the
representation type does not support the command, an error
may be generated. For example, an error message may be
generated and the error message may be published to a topic,
thereby informing an application, service, or other device
subscribed to the topic that the command failed to execute
due to not being supported by the device representation.

In the case that the representation type supports the
command, as i block 650, the command may be executed
and the state of the device representation may be referenced
as part of executing the command. For instance, the state
may be retrieved (e.g., retrieve temperature) as part of
executing the command, or the state may be referenced as
part of executing the command (e.g., 1f temperature 1s >71°,
activate cooling, 1f temperature 1s <67°, activate heating). In
one example, executing a command may include calling a
function configured to execute the command. For example,
the command *“AveragePowerConsumption” may mvoke a
function that averages power used by a device over a time
period. Executing events may be similar to executing com-
mands. Namely, an event may be validated against a repre-
sentation type to determine whether the representation type
supports the event, whereupon the event may be executed 1
the event 1s supported by the representation type.

In some examples, prior to executing a command or
event, a determination whether the command or event 1s
public or private may be made. Public commands and events
may be accessible to any application, service, and/or device
having the capability to communicate with the device shad-
owing service, whereas private commands and events may
be accessible to only authorized applications, services, and/
or devices. For example, security policies may allow cus-
tomers to control who has access to commands and events
that the customer defines. Thus, 1 determiming that a
command or event 1s private, a command propagator (e.g.,
application, service, or device) may be identified as being
either authorized or unauthorized to invoke the command or
event.

In executing a command, the state of a device represen-
tation may be updated and a device may be 1instructed to
assume the state of the device representation. As an
example, updating a state of a device representation for a
network addressable light to “on” may result 1n 1nstructing,
the network addressable light to assume the state of “on”.
After a command has been executed, a message may be sent
to a command propagator (e.g., application, service, or
device) indicating that the command was executed and
indicating an outcome of executing the command. For
example, a device representation or a device may emit an
event that indicates whether a command was successiully
executed and the event may be published to a topic sub-
scribed to by the command propagator.

FIG. 7 1s a flow diagram 1llustrating an example method
700 for determining whether a device has assumed a state of
a device representation associated with the device. As 1n
block 710, a command 1nvoked through a device represen-
tation may be received at a device shadowing service as
described earlier. In response, as in block 720, the command
may be executed, resulting in updating the state of the device
representation. As an example, a temperature state of a
device representation for a network addressable thermostat
may be set to a specified temperature (e.g., changed from

75° F. to 68° F.).
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After executing the command, the device may be
instructed to assume the state of the device representation, as
in block 730. As an example, a network addressable ther-
mostat may be instructed, via a message published to a topic
subscribed to by the thermostat, to set the thermostat’s
temperature to the temperature state of an associated device
representation.

The device shadowing service may be configured to
monitor a topic to determine whether a response 1s recerved
within a defined time period indicating that the device has
assumed the state of the device representation, as 1 block
740. The defined time period may be any length and may be
based on a frequency of a device connecting to a network
(e.g., every 20 seconds, 1 minute, 1 hour, etc.). As an
example, 1n recelving an istruction to assume the state of a
device representation, a network addressable thermostat
may assume the state (i.e., set the temperature state of the
thermostat to the state of the device representation) and
publish a message to a topic informing a device shadowing
service that the thermostat has assumed the state. If the
message 1s recerved at the device shadowing service within
the defined time period, then as 1n block 750, execution of
the command may be considered successiul. As an example,
il a message 1s received from a network addressable ther-
mostat within 30 seconds, an assumption may be made that
the command was successiul. In one example, a message
may be sent to the propagator of the command (e.g., an

application, service, or device) indicating that the command
was successiul.

In the case that a response 1s not received within the
defined time period, then as in block 760, an assumption
may be made that the device did not assume the state of the
device representation based 1n part on a failure to receive a
confirmation from the device within the defined time period,
resulting in the failure of the command. In one example, the
device may again be instructed to assume the state of the
device representation and the device shadowing service may
wait the defined time period for a message indicating that the
device has assumed the state. In another example, an error
handler may be defined that manages a number of attempts
to 1nstruct a device to assume a state of a device represen-
tation and sends a message to a command propagator
indicating that the command failed, thereby allowing the
command propagator may decide whether to mvoke the
command again.

FIG. 8 illustrates a computing device 810 on which
modules of this technology may execute. A computing
device 810 1s illustrated on which a high level example of
the technology may be executed. The computing device 810
may include one or more processors 812 that are 1n com-
munication with memory devices 820. The computing
device 810 may include a local communication interface 818
for the components in the computing device. For example,
the local communication interface 818 may be a local data
bus and/or any related address or control busses as may be
desired.

The memory device 820 may contain modules 824 that
are executable by the processor(s) 812 and data for the
modules 824. For example, the memory device 820 may
contain a validation module, execution module, security
module, type module, and other modules. The modules 824
may execute the functions described earlier. A data store 822
may also be located in the memory device 820 for storing
data related to the modules 824 and other applications along
with an operating system that i1s executable by the
processor(s) 812.
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Other applications may also be stored in the memory
device 820 and may be executable by the processor(s) 812.
Components or modules discussed in this description that
may be implemented in the form of software using high
programming level languages that are compiled, interpreted
or executed using a hybrnid of the methods.

The computing device may also have access to 1/O
(input/output) devices 814 that are usable by the computing
devices. Networking devices 816 and similar communica-
tion devices may be included in the computing device. The
networking devices 816 may be wired or wireless network-
ing devices that connect to the internet, a LAN, WAN, or
other computing network.

The components or modules that are shown as being
stored 1in the memory device 820 may be executed by the
processor(s) 812. The term “executable” may mean a pro-
gram {ile that 1s mm a form that may be executed by a
processor 812. For example, a program in a higher level
language may be compiled into machine code 1n a format
that may be loaded mnto a random access portion of the
memory device 820 and executed by the processor 812, or
source code may be loaded by another executable program
and interpreted to generate instructions 1 a random access
portion of the memory to be executed by a processor. The
executable program may be stored 1n any portion or com-
ponent of the memory device 820. For example, the memory
device 820 may be random access memory (RAM), read
only memory (ROM), flash memory, a solid state drive,
memory card, a hard drive, optical disk, floppy disk, mag-
netic tape, or any other memory components.

The processor 812 may represent multiple processors and
the memory device 820 may represent multiple memory
units that operate in parallel to the processing circuits. This
may provide parallel processing channels for the processes
and data 1n the system. The local interface 818 may be used
as a network to facilitate communication between any of the
multiple processors and multiple memories. The local inter-
face 818 may use additional systems designed for coordi-
nating communication such as load balancing, bulk data
transier and similar systems.

While the flowcharts presented for this technology may
imply a specific order of execution, the order of execution
may differ from what 1s illustrated. For example, the order
of two more blocks may be rearranged relative to the order
shown. Further, two or more blocks shown i1n succession
may be executed 1n parallel or with partial parallelization. In
some configurations, one or more blocks shown 1n the flow
chart may be omitted or skipped. Any number of counters,
state variables, warning semaphores, or messages might be
added to the logical flow for purposes of enhanced utility,
accounting, performance, measurement, troubleshooting or
for similar reasons.

Some of the functional units described 1n this specifica-
tion have been labeled as modules, in order to more par-
ticularly emphasize their implementation independence. For
example, a module may be implemented as a hardware
circuit comprising custom VLSI circuits or gate arrays,
ofl-the-shell semiconductors such as logic chips, transistors,
or other discrete components. A module may also be 1imple-
mented in programmable hardware devices such as field
programmable gate arrays, programmable array logic, pro-
grammable logic devices or the like.

Modules may also be implemented 1n software for execu-
tion by various types of processors. An 1dentified module of
executable code may, for instance, comprise one or more
blocks of computer instructions, which may be organized as
an object, procedure, or {function. Nevertheless, the
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executables of an 1dentified module need not be physically
located together, but may comprise disparate instructions
stored 1n different locations which comprise the module and
achieve the stated purpose for the module when joined
logically together.

Indeed, a module of executable code may be a single
instruction, or many instructions and may even be distrib-
uted over several different code segments, among different
programs and across several memory devices. Similarly,
operational data may be 1dentified and illustrated herein
within modules and may be embodied 1n any suitable form
and organized within any suitable type of data structure. The
operational data may be collected as a single data set, or may
be distributed over different locations including over differ-
ent storage devices. The modules may be passive or active,
including agents operable to perform desired functions.

The technology described here may also be stored on a
computer readable storage medium that includes volatile and
non-volatile, removable and non-removable media 1mple-
mented with any technology for the storage of information
such as computer readable instructions, data structures,

program modules, or other data. Computer readable storage
media iclude, but 1s not limited to, non-transitory media
such as RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks
(DVD) or other optical storage, magnetic cassettes, mag-
netic tapes, magnetic disk storage or other magnetic storage
devices, or any other computer storage medium which may
be used to store the desired mformation and described
technology.

The devices described herein may also contain commu-
nication connections or networking apparatus and network-
ing connections that allow the devices to communicate with
other devices. Communication connections are an example
of communication media. Communication media typically
embodies computer readable instructions, data structures,
program modules and other data in a modulated data signal
such as a carrier wave or other transport mechanism and
includes any information delivery media. A “modulated data
signal” means a signal that has one or more of 1ts charac-
teristics set or changed in such a manner as to encode
information i the signal. By way of example and not
limitation, communication media includes wired media such
as a wired network or direct-wired connection and wireless
media such as acoustic, radio frequency, inirared and other
wireless media. The term computer readable media as used
herein includes communication media.

Reference was made to the examples 1llustrated 1n the
drawings and specific language was used herein to describe
the same. It will nevertheless be understood that no limita-
tion of the scope of the technology i1s thereby intended.
Alterations and further modifications of the features illus-
trated herein and additional applications of the examples as
1llustrated herein are to be considered within the scope of the
description.

Furthermore, the described features, structures, or char-
acteristics may be combined in any suitable manner 1n one
or more examples. In the preceding description, numerous
specific details were provided, such as examples of various
configurations to provide a thorough understanding of
examples of the described technology. It will be recognized,
however, that the technology may be practiced without one
or more ol the specific details, or with other methods,
components, devices, etc. In other instances, well-known
structures or operations are not shown or described 1n detail
to avoid obscuring aspects of the technology.

"y
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Although the subject matter has been described 1n lan-
guage specific to structural features and/or operations, 1t 1s
to be understood that the subject matter defined in the
appended claims 1s not necessarily limited to the specific
features and operations described above. Rather, the specific
teatures and acts described above are disclosed as example
forms of implementing the claims. Numerous modifications
and alternative arrangements may be devised without
departing from the spirit and scope of the described tech-
nology.

What 1s claimed 1s:

1. A system comprising:

at least one processor;

a memory device including structions that, when
executed by the at least one processor, cause the system
to:

receive a message publishing a command associated with
a device which connects to a device shadowing service
hosted 1n a computing service environment, wherein
the device shadowing service maintains a device rep-
resentation that represents a state of the device;

validate the command against a representation type asso-
ciated with the device representation, wherein the rep-
resentation type defines commands that are supported
by the device representation;

execute the command associated with the device; and

publish an event message 1nstructing the device to assume
the state of the device representation.

2. The system 1n claim 1, wherein the state of the device
representation 1s referenced as part of executing the com-
mand and the state of the device representation 1s updated as
part of executing the command.

3. The system 1n claim 1, wherein at least one command
defined by the representation type expands functionality of
the device representation for the device beyond a physical
capability of the device.

4. The system 1n claim 1, wherein event messages are
published to a publication/subscription channel, which 1s a
named logical channel, and messages published to the
publication/subscription channel are received by subscribing,
devices and services.

5. The system 1n claim 1, wherein the memory device
turther 1includes instructions that, when executed by the at
least one processor, cause the system to publish an event
message to a publication/subscription channel indicating
that the command has been executed.

6. The system 1n claim 1, wherein the message publishing
the command 1s published by an application configured to
interact with the device.

7. A computer implemented method, comprising:

receiving a message that publishes a command associated
with a device which connects through a network to a
device shadowing service hosted 1mn a computing ser-
vice environment, wherein the device shadowing ser-
vice maintains a device representation that represents a
state of the device;

validating the command against a representation type
associated with the device representation, wherein the
representation type defines commands that are sup-
ported by the device representation;

executing the command, wherein the state of the device
representation 1s referenced as part of executing the
command and the state of the device representation 1s
updated as part of executing the command;

publishing an event message to a publication/subscription
channel 1nstructing the device to assume the state of the
device representation; and
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publishing a confirmation message indicating that the

command has been executed.

8. The method 1 claim 7, further comprising assigning,
the representation type to the device representation to define
the commands supported by the device representation.

9. The method 1n claim 7, wherein the representation type
1s associated with a schema that defines a structure of the
device representation.

10. The method 1n claim 7, further comprising:

recerving a request for the representation type; and

providing the representation type to allow interaction with
the device representation using the commands defined
by the representation type.

11. The method 1n claim 7, wherein the command defined
by the representation type has a command type that 1s
associated with a command schema that defines a structure
of the command.

12. The method 1n claam 11, wherein validating the
command against the representation type further comprises
determining that the command complies with the command
schema.

13. The method 1n claim 7, wherein the representation
type further defines events that are supported by the device
representation.

14. The method in claim 13, wherein an event defined by
the representation type has an event type that 1s associated
with an event schema that describes a structure of the event.

15. The method in claim 13, further comprising validating
the event message that instructs the device to assume the
state of the device representation against the event type.

16. A non-transitory machine readable storage medium
having instructions embodied thereon, the instructions when
executed by one or more processors:

receive a message publishing a command associated with

a device that connects through a network to a device
shadowing service hosted 1n a computing service envi-
ronment, wherein the device shadowing service main-
tains a device representation that represents a state of
the device:

identily a representation type associated with the device

representation, wherein the representation type defines
commands that are supported by the device represen-
tation;

determine that the command 1s supported by the repre-

sentation type;

execute the command, wherein the state of the device
representation 1s updated as part of executing the
command; and

publish an event message to a publication/subscription

channel 1nstructing the device to assume the state of the
device representation.
17. A non-transitory machine readable storage medium as
in claim 16, further comprising instructions, that when
executed by the one or more processors:
determine that the representation type 1s private, wherein
the commands defined by the representation type are
private commands accessible to authorized entities; and

determine that an entity that published the message 1s
authorized to mvoke the command.

18. A non-transitory machine readable storage medium as
in claim 16, wherein the message publishing the command
1s published to a named publication/subscription channel,
and the device shadowing service 1s subscribed to the named
publication/subscription channel to enable the device shad-
owing service to receive the message.




US 10,841,119 Bl

23

19. A non-transitory machine readable storage medium as
in claim 16, further comprising instructions, that when
executed by the one or more processors, receive a message
published by the device to a named publication/subscription
channel indicating that the device assumed the state of the
device representation.

20. A non-transitory machine readable storage medium as
in claim 16, further comprising instructions, that when
executed by the one or more processors, publish a confir-
mation message to a named publication/subscription chan-
nel to idicate to subscribers that the device has assumed the
state of the device representation.
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