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Fig. 3
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Fig. 4
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ATTENTION MECHANISM FOR COPING
WITH ACOUSTIC-LIPS TIMING MISMATCH
IN AUDIOVISUAL PROCESSING

BACKGROUND 5

The present invention relates to techmques for handling
speech/lips timing mismatch 1n audiovisual processing.

Audiovisual media, such as digital video streams, typi-
cally mnclude one or more audio streams and one or more 10
visual streams. Such an audiovisual mnput may be processed
to perform speech recognition, person recognition, syn-
chrony detection, emotion recognition, etc. A fundamental
challenge 1s that the audio and visual streams are inherently
not perfectly synchronized due to the mechanical mecha- 15
nism of speech production. In fact, the time shift between the
two streams 1s context dependent. This time shilt may
severely degrade the performance of audiovisual processing.
Conventional solutions to this problem, such as—speech
synchrony detection techniques, audiovisual lip reading 20
techniques, etc., do not adequately solve this problem. Such
conventional techniques typically either “live with” the
problem or partly bypass it.

Accordingly, a need arises for techniques that may pro-
vide an improved solution to the problem of speech-lips 25
timing mismatch 1n audiovisual processing.

SUMMARY

Embodiments of the present systems and methods may 30
provide techniques for handling speech-lips timing mis-
match 1n audiovisual processing. In embodiments, the con-
text-dependent time shift between the audio and wvisual
streams may be explicitly modeled using an attention
mechanism. The attention mechanism may model the con- 35
text-dependent time shift and may incorporate the modeling,
into the audiovisual processing system. Using such tech-
niques may provide improved performance, for example, for
synchrony detection.

For example, 1n an embodiment, a computer-implemented 40
method for determining a context-dependent time shift of
audio and video features 1n an audiovisual stream or file may
comprise recerving audio information and video information
of the audiovisual stream or file, processing the audio
information and video information separately to generate a 45
new representation of the audio information, including
information relating to features of the audio information,
and a new representation of the video information, including
information relating to features of the video information,
and mapping features of the audio mnformation and features 50
of the video information using an attention mechanism to
identily pairs of audio and video features.

In embodiments, the method may further comprise gen-
crating an audio stack from the audio mmformation and
generating a video stack from the video information. The 55
audio stack may comprise mel-frequency cepstral coetl-
cients generated from the audio information and the video
stack comprises a plurality of frames of video information.
The processing may comprise processing the audio infor-
mation using a machine learning method modeling the 60
context-dependent time shiit and processing the video infor-
mation using a machine learning method modeling the
context-dependent time shift. The audio machine learning
method may use a gated recurrent units network that uses a
plurality of consecutive outputs of the audio gated recurrent 65
units network combined using a weighted function summed
to one such that a different weight 1s given to each one of the

2

consecutive audio Irames, the video machine learning
method uses a gated recurrent units network that uses a
plurality of consecutive outputs of the video gated recurrent
units network combined using a weighted function summed
to one such that a different weight 1s given to each one of the
consecutive video frames, and the attention mechanism uses
a weighted sum of a plurality of audio frames and video
frames and weights of the attention mechanism are based on
a content and context of the audio mmformation and on a
content and context of the video iformation. The pairs of
audio and video features may be idenftified as being true
(synchronized) features or false (unsynchronized) features.
The method may further comprise generating synthetic
video information that 1s synchronized to the received audio
information based on temporal features detected 1n the audio
by generating matching visual features that provide temporal
correspondence as synchronized features

In an embodiment, a system for determining a context-
dependent time shift of audio and video features in an
audiovisual stream or file may comprise a processor,
memory accessible by the processor, and computer program
istructions stored in the memory and executable by the
processor to perform receiving audio information and video
information of the audiovisual stream or file, processing the
audio information and video information separately to gen-
crate a new representation of the audio information, includ-
ing information relating to features of the audio information,
and a new representation of the video information, including
information relating to features of the video information,
and mapping features of the audio information and features
of the video mformation using an attention mechanism to
identily pairs of audio and video features.

In an embodiment, a computer program product for
determining a context-dependent time shift of audio and
video features 1n an audiovisual stream or file may comprise
a non-transitory computer readable storage having program
instructions embodied therewith, the program instructions
executable by a computer, to cause the computer to perform
a method comprising receiving audio information and video
information of the audiovisual stream or file, processing the
audio information and video information separately to gen-
crate a new representation of the audio information, includ-
ing information relating to features of the audio information,
and a new representation of the video information, including
information relating to features of the video information,
and mapping features of the audio imnformation and features

of the video information using an attention mechanism to
identify pairs of audio and video features.

BRIEF DESCRIPTION OF THE DRAWINGS

The details of the present invention, both as to 1ts structure
and operation, can best be understood by referring to the
accompanying drawings, in which like reference numbers
and designations refer to like elements.

FIG. 1 1illustrates an exemplary system in which the
present systems and methods may be implemented.

FIG. 2 shows exemplary histograms of the time offsets
with minimal 12 distance between video and audio repre-
sentations for synchronized and unsynchromized pairs in
output streams.

FIG. 3 1s an exemplary flow diagram of a process 300,
which may implement embodiments of the present methods,
and which may be implemented in embodiments of the
present systems.

.
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FIG. 4 1s an exemplary block diagram of a computer
system 1n which processes mvolved in the embodiments
described herein may be implemented.

DETAILED DESCRIPTION

Embodiments of the present systems and methods may
provide techniques for handling speech-lips timing mis-
match 1n audiovisual processing. In embodiments, the con-
text-dependent time shift between the audio and wvisual
streams may be explicitly modeled using an attention
mechanism. The attention mechanism may model the con-
text-dependent time shift and may incorporate the modeling,
into the audiovisual processing system. Using such tech-
niques may provide improved performance, for example, for
synchrony detection.

In deep neural networks, the attention mechanism may
focus the processing to a selected part of the mput—-either
in the time domain or the spatial domain. In embodiments,
a time frame processed 1n the audio domain and a time frame
processed 1n the visual domain may be associated using a
novel application of the attention mechanism.

Embodiments may provide solutions to the problem of
audio-visual authentication, where the goal 1s to 1dentify a
person using their audiovisual recordings. A major problem
with common authentication approaches is that they are
sensitive to attacks. For example, one may bypass an authen-
tication system based on video by showing an 1mage of a
different person to the camera. One approach to protect
against such attacks is to identity whether the audio and the
video recordings are synchronized, which may be provided
by embodiments of the present techniques. Specifically, an
audio-visual pair of streams may be classified into a positive
pair 1f they contain a synchronized recording of a speaker, or
the pair of streams may be classified into a false pair i1 the
video and audio are not synchronized, for example, they are
of the same speaker but the audio 1s not taken at the same
time and includes a different content.

An exemplary system 100 1n which the present systems
and methods may be implemented 1s shown 1n FIG. 1. It 1s
best viewed 1n conjunction with FIG. 3, which 1s an exem-
plary flow diagram of a process 300, which may implement
embodiments of the present methods, and which may be
implemented 1n embodiments of the present systems. As
shown 1n this example, an audiovisual stream or file 102
may be imput for processing and received at 302. Audiovi-
sual stream or file 102 may include an audio stream (or file
portion) 104 and a video stream (or file portion) 106. At 304,
the audio and video streams may be separated, if necessary.
Many formats of audiovisual streams or files include both
audio and video information, which may be interleaved for
timing purposes. If this 1s the case, the audio and video
streams may be separated to form a distinct audio stream (or
file portion) 104 and a distinct video stream (or file portion)
106. At 306, audio and video stacks may be generated by
audio stack generator 108 from distinct audio stream (or file
portion) 104 and a distinct video stream (or file portion) 106.

The 1nput to the processing networks 114, 116 may be
audio and video stacks 110, 112, which may be generated at
306 by audio stack generator 108. At 308, audio stack 110
may be mput to, and processed by, audio processing network
114 and video stack 112 may be 1nput to, and processed by,
video processing network 116. For example, audio process-
ing network 114 may be fed with an audio stack 110
including a representation of the audio. For example, audio
stack 110 may include mel-frequency cepstral coeflicients
(MFCCs) representing 20 time frames from an audio stream
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at 100 Ips. The mel-frequency cepstrum (MFC) 1s a repre-
sentation of the short-term power spectrum of a sound. The
MFCCs are coellicients that collectively make up an MFC

Likewise, for example, video processing network 116 may
be fed with video stack 112 including 5 frames of 120x120

pixels of a video stream at 25 Ips. In this setting, the output
streams 110, 112 of the processing networks 108 may be
seen as a new representation of audiovisual stream 102

corresponding to a sequence of 200 ms length. It 1s to be
noted that the use of MFCCs, as well as the particular frame
rates, frame lengths, pixel resolutions, etc., are merely
examples. Other representations and formats, such as raw
audio, spectrograms, etc., as well as other rates, lengths,
s1zes, and resolutions, may be used by the present systems
and methods as well.

In embodiments, audio processing network 114 and video
processing network 116 may each be based on a gated
recurrent units (GRUs) network. GRUs are mechanisms that
may be used 1n recurrent neural networks and have utility in,
for example, music and speech modeling. An inherent
teature of GRUs 1s an error or loss function. An example of
a loss function that may be used 1s:

1 N
E = WZI (yn)d2 + (1 — y,)max(margin— d,, 0)2

dﬂ — ”Vn — ﬂn”Z

Accordingly, output streams 118, 120 may include data
representing audiovisual pairs. At 310, output streams 118,
120 may be fed to pair mapping processing 122, which may
determine the mapping of audio and video pairs 1n output
streams 118, 120. Pair mapping processing may map audio
and video pairs to identily synchronized (true) pairs and
unsynchronized (false) pairs. In output streams 118, 120,
synchronized (true) pairs may map close to each other, while
the false pairs are mapped distantly. In this example, the
context-dependent time shift between the audio and visual
streams may be explicitly modeled using an attention
mechanism to detect synchronized (true) pairs and unsyn-
chronized (false) pairs. In embodiments, using attention for
modeling the fine temporal correspondence between audio
and visual streams may be utilized, for example, for syn-
chrony detection and for synthetic lip-syncing. For example,
grven mput audio, a synchronized synthetic video may be
generated based on the temporal features detected in the
audio by generating matching visual features that provide
the appropriate temporal correspondence.

Exemplary histograms of the time oflsets (distances)
between audiovisual representations of synchronized (true)
and unsynchronized (false) pairs 1n output streams 118, 120
are shown 1n FIG. 2. In this example, false audio-visual pairs
are shown at 202 and true audio-visual pairs are shown at
204. As may be seen from this example, there exist many
cases for which the smallest distance between audio and
video 1s obtained between pairs, where the audio 1s shifted
by a few (audio) frames with respect to video even though
a true (synchronized) audio-visual pair 1s considered. This
phenomenon might relate to slight mis-synchronization in
the original (true) recordings. Another explanation may be a
phenomenon called co-articulation occurring 1n natural con-
tinuous speech. During pronunciation of a particular pho-
neme, the mouth naturally prepares 1itself to pronounce the
next phoneme so that the position of the mouth and lips
precede the production of the next sound. On the other hand,
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there are phonemes at which the mouth lags behind the
sound. FIG. 2 indicates that a better distinction between
synchronized and unsynchronized pair may be achieved by
incorporating several consecutive audio frames for the deci-
S1011.

Embodiments of the present systems and methods may be
based on recurrent neural networks (RNN). Examples of
different RNN architectures may include the classical RNN,
the long-short term memory (LSTM) network, and the gated
recurrent unit (GRU). In the examples described herein, the
GRU 1s used. However, the classical RNN and LSTM
networks may be used, as well as other techniques.

In embodiments, the representation of the audio signal
may be obtained using several consecutive outputs of the
audio GRU network. For example, the consecutive outputs
may be combined using a weighted function summed to one
such that a different weight 1s given to each one of the
consecutive audio frames. The weights may be content
based and they may be implemented as a soft max layer
leading to an improvement of the GRU architecture with
negligible efiect on the evaluation time.

For the example of the GRU, the mput of the audio signal
at frame n may be denoted by o, a single GRU cell of the
audio network 1s described by the following equations:

< H:U( Wz. [C‘Ln— 1 :ﬂn] ):

'Vn:g( Wr. [C['n—l :Ctn] ):

Sn:ta‘n k( H; [Fn$ﬂn—l:ﬂn]);

o, =(1-% )% a, 1 +% . %s,;

ne

where o 1s the sigmoid function and [.] and * denote
concatenation and point wise multiplication, respectively. o,
1s called the hidden state; it stores the state (memory) of the
sequence up to frame n, and also embodies the output of the
cell. Roughly, < and r, control the amount of information
related to the previous state and the current input, which are
passed to the output of the cell.

In embodiments, audio processing network 114 and video
processing network 116 may use two similar networks,
which may be trained using the Siamese networks proce-
dure. For traiming, the networks, for example, may be fed
with the audio and the video signals, which are collected into
stacks of, for example, 20 and 5 frames, respectively, such
that each stack represents a sequence of —200 ms. Two types
ol stacks may be considered: a synchronized (true) stack, 1n
which the audio and the video correspond with one another,
and an unsynchromzed (false) stack 1in which the audio and
the video do not correspond with one another. For example,
the unsynchronized stacks may be obtained by randomly
shifting the video signal with respect to audio by, for
example, 2-10 frames. The output of the video network at
frame n may be denoted as v, . The loss function, denoted by
E, may be defined, as:

E=y|lv-alf+(1-y)max(M-|v-a],0)"

where the time indices are removed for simplicity, v 1s an
indicator function which equals one for synchromized stacks
and zero for unsynchronized, and M 1s a constant factor used
along with the max function to avoid negative loss. Using
the loss function, the Siamese networks may be trained to
map the audio and the video signals into a mutual domain in
which authentic audio and video recordings are mapped
close to each other, while deception recordings are mapped
distantly.

In embodiments, the Siamese recurrent networks may be
improved by introducing an attention mechanism, for which
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the new output of the network, which may be denoted by . ,
may be given by a weighted sum of several consecutive
frames:

L

Emﬂan—l—!
'ﬂﬂ — I 'ﬂﬂ—l—.{ ”

j— Z Wk Cntk
k=—1L

where L 1s set to 3. The weights m, are learned during
training, and the use of a softmax layer makes sure that the
weilghts of the embeddings sum to one. This allows trainming
ol the architecture with the attention mechanism in an end to
end manner. In addition, since the weights are obtained as an
output of the softmax layer, they are based on the content of
the recording so that the network implicitly learns diflerent
types of misalignments.

In addition to learning long temporal relations between
the samples 1n each modality, the recurrent architecture has
the advantage that the signals may be processed sequentially.
Specifically, during the test phase, all outputs of the video
signal may be used along with the corresponding audio
outputs for liveness detection. The estimated indicator of the
liveness of an audio-visual recording of N video frames,
which is denoted by v, is given by:

1 N—1 \

1: —Z v, —d > T
" ) s N ” n 5n+4” }
n=0

e
1

0; otherwise )

.

where T 1s a parameter that controls the tradeofl between
false alarm and correct detection rates and 1t 1s selected
according to the application at hand. The network is trained
with stochastic gradient descent.

An exemplary block diagram of a computer system 400,
in which processes mvolved 1n the embodiments described
herein may be implemented, 1s shown 1n FIG. 4. Computer
system 400 may be implemented using one or more pro-
grammed general-purpose computer systems, such as
embedded processors, systems on a chip, personal comput-
ers, workstations, server systems, and minicomputers or
mainframe computers, or 1n distributed, networked comput-
ing environments. Computer system 400 may include one or
more processors (CPUs) 402A-402N, input/output circuitry
404, network adapter 406, and memory 408. CPUs 402A-
402N execute program instructions in order to carry out the
functions of the present communications systems and meth-
ods. Typically, CPUs 402A-402N are one or more micro-
processors, such as an INTEL CORE® processor. FIG. 4
illustrates an embodiment 1n which computer system 400 1s
implemented as a single multi-processor computer system,
in which multiple processors 402A-402N share system
resources, such as memory 408, input/output circuitry 404,
and network adapter 406. However, the present communi-
cations systems and methods also include embodiments 1n
which computer system 400 1s implemented as a plurality of
networked computer systems, which may be single-proces-
sor computer systems, multi-processor computer systems, or
a mix thereof.

Input/output circuitry 404 provides the capability to input
data to, or output data from, computer system 400. For
example, mput/output circuitry may include mput devices,

such as keyboards, mice, touchpads, trackballs, scanners,
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analog to digital converters, etc., output devices, such as
video adapters, monitors, printers, etc., and input/output
devices, such as, modems, etc. Network adapter 406 inter-
taces device 400 with a network 410. Network 410 may be
any public or proprietary LAN or WAN, including, but not
limited to the Internet.

Memory 408 stores program instructions that are executed
by, and data that are used and processed by, CPU 402 to
perform the functions of computer system 400. Memory 408
may include, for example, electronic memory devices, such
as random-access memory (RAM), read-only memory
(ROM), programmable read-only memory (PROM), electri-
cally erasable programmable read-only memory (EE-
PROM), flash memory, etc.,, and -electro-mechanical
memory, such as magnetic disk drives, tape drives, optical
disk drives, etc., which may use an integrated drive elec-
tronics (IDE) interface, or a vanation or enhancement
thereol, such as enhanced IDE (EIDE) or ultra-direct
memory access (UDMA), or a small computer system
interface (SCSI) based interface, or a variation or enhance-
ment thereof, such as fast-SCSI, wide-SCSI, fast and wide-
SCSI, etc., or Serial Advanced Technology Attachment
(SATA), or a variation or enhancement thereof, or a fiber
channel-arbitrated loop (FC-AL) interface.

The contents of memory 408 may vary depending upon
the function that computer system 400 i1s programmed to
perform. In the example shown in FIG. 4, exemplary
memory contents are shown representing routines and data
for embodiments of the processes described above. How-
ever, one of skill in the art would recognize that these
routines, along with the memory contents related to those
routines, may not be included on one system or device, but
rather may be distributed among a plurality of systems or
devices, based on well-known engineering considerations.
The present communications systems and methods may
include any and all such arrangements.

In the example shown 1n FIG. 4, memory 408 may include
audio and video stream separation routines 412, audio and
video stack generation routines 414, audio and video pro-
cessing routines 416, audio and video pair mapping routines
418, and operating system 420. Audio and video stream
separation routines 412 may include software routines to
receive an audio visual stream or file and generate a separate
audio stream and a separate video stream. Audio and video
stack generation routines 414 may include software routines
to generate an audio stack from the audio stream, as
described above, and to generate a video stack from the
video stream, as described above. Audio and video process-
ing routines 416 may include soitware routines to generate
output streams that may be new representations of the audio
and video streams using, for example GRU networks, as
described above. Audio and video pair mapping routines 418
may include software routines to generate information indi-
cating the mapping of audio and video pairs in the output
streams and to 1dentify authentic (true) pairs and false pairs.
Operating system 420 may provide overall system function-
ality.

As shown 1n FIG. 4, the present communications systems
and methods may include implementation on a system or
systems that provide multi-processor, multi-tasking, multi-
process, and/or multi-thread computing, as well as 1mple-
mentation on systems that provide only single processor,
single thread computing. Multi-processor computing
involves performing computing using more than one pro-
cessor. Multi-tasking computing involves performing com-
puting using more than one operating system task. A task 1s
an operating system concept that refers to the combination
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ol a program being executed and bookkeeping information
used by the operating system. Whenever a program 1s
executed, the operating system creates a new task for it. The
task 1s like an envelope for the program 1n that it 1dentifies
the program with a task number and attaches other book-
keeping information to it. Many operating systems, 1nclud-
ing Linux, UNIX®, OS/2®, and Windows®, are capable of
running many tasks at the same time and are called multi-
tasking operating systems. Multi-tasking 1s the ability of an
operating system to execute more than one executable at the
same time. Each executable 1s runming 1n its own address
space, meaning that the executables have no way to share
any of theirr memory. This has advantages, because it 1s
impossible for any program to damage the execution of any
of the other programs running on the system. However, the
programs have no way to exchange any information except
through the operating system (or by reading files stored on
the file system). Multi-process computing 1s similar to
multi-tasking computing, as the terms task and process are
often used interchangeably, although some operating sys-
tems make a distinction between the two.

The present mnvention may be a system, a method, and/or
a computer program product at any possible technical detail
level of mtegration. The computer program product may
include a computer readable storage medium (or media)
having computer readable program instructions thereon for
causing a processor to carry out aspects of the present
invention. The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device.

The computer readable storage medium may be, for
example, but 1s not limited to, an electronic storage device,
a magnetic storage device, an optical storage device, an
clectromagnetic storage device, a semiconductor storage
device, or any suitable combination of the foregoing. A
non-exhaustive list of more specific examples of the com-
puter readable storage medium includes the following: a
portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), a static random access memory (SRAM), a por-
table compact disc read-only memory (CD-ROM), a digital
versatile disk (DVD), a memory stick, a tloppy disk, a
mechanically encoded device such as punch-cards or raised
structures 1n a groove having nstructions recorded thereon,
and any suitable combination of the foregoing. A computer
readable storage medium, as used herein, 1s not to be
construed as being transitory signals per se, such as radio
waves or other freely propagating electromagnetic waves,
clectromagnetic waves propagating through a waveguide or
other transmission media (e.g., light pulses passing through
a fiber-optic cable), or electrical signals transmaitted through
a wire.

Computer readable program 1nstructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers, and/or edge servers. A network adapter card or
network interface i each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.
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Computer readable program 1instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, con-
figuration data for integrated circuitry, or either source code
or object code written 1n any combination of one or more
programming languages, including an object oriented pro-
gramming language such as Smalltalk, C++, or the like, and
procedural programming languages, such as the “C” pro-
gramming language or similar programming languages. The
computer readable program instructions may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone soitware package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider). In some
embodiments, electronic circuitry including, for example,
programmable logic circuitry, field-programmable gate
arrays (FPGA), or programmable logic arrays (PLA) may
execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, 1n order to
perform aspects of the present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general-purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1imple-
mented process, such that the mstructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The tflowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block 1n the flowchart

10

15

20

25

30

35

40

45

50

55

60

65

10

or block diagrams may represent a module, segment, or
portion ol instructions, which comprises one or more
executable 1nstructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the blocks may occur out of the order
noted 1n the Figures. For example, two blocks shown in
succession may, 1n fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality mvolved. It

will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

Although specific embodiments of the present mnvention
have been described, 1t will be understood by those of skall
in the art that there are other embodiments that are equiva-
lent to the described embodiments. Accordingly, it 1s to be
understood that the mmvention 1s not to be limited by the
specific 1llustrated embodiments, but only by the scope of
the appended claims.

What 1s claimed 1s:

1. A computer-implemented method for determining a
context-dependent time shift of audio and video features 1n
an audiovisual stream or file, the method comprising;:

recerving audio mnformation and video information of the

audiovisual stream or file;

processing the audio mformation and video information

separately to generate a new representation of the audio
information, mcluding information relating to features
of the audio information, and a new representation of
the video information, including information relating to
features of the video information; and

mapping features of the audio information and features of

the video mformation using an attention mechanism
modeling the context-dependent time shift to identity
pairs of audio and video features, wherein the pairs of
audio and video features are i1dentified as being syn-
chronized (true) features that contain a recording of a
speaker 1n which the audio information of the recording,
and the video information of lips of the speaker are
synchronized or unsynchromzed (false) features other-
wise, and wherein the attention mechanism uses a
weighted sum of a plurality of consecutive audio
frames and a weighted sum of a plurality of consecutive
video frames and weights of the attention mechanism
are based on a content and context of the audio infor-
mation and on a content and context of the video
information.

2. The method of claim 1, further comprising:

generating an audio stack from the audio information; and

generating a video stack from the video information.

3. The method of claim 2, wherein the audio stack
comprises mel-frequency cepstral coeflicients generated
from the audio information and the video stack comprises a
plurality of frames of video information.

4. The method of claim 3, wherein the processing com-
Prises:

processing the audio information using a machine learn-

ing method modeling the context-dependent time shait;
and

processing the video information using a machine learn-

ing method modeling the context-dependent time shaft.
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5. The method of claim 4, wherein:

the audio machine learning method uses a gated recurrent
umts network that uses a plurality of consecutive
outputs of the audio gated recurrent units network
combined using a weighted function summed to one
such that a different weight 1s given to each one of the
consecutive audio frames; and

the video machine learning method uses a gated recurrent

umts network that uses a plurality of consecutive
outputs of the video gated recurrent units network
combined using a weighted function summed to one
such that a different weight 1s given to each one of the
consecutive video frames.

6. The method of claim 5, further comprising generating
synthetic video information that 1s synchronized to the
received audio information based on temporal features
detected 1n the audio by generating matching visual features
that provide temporal correspondence as synchronized fea-
tures.

7. A system for determining a context-dependent time
shift of audio and video features in an audiovisual stream or
file, the system comprising a processor, memory accessible
by the processor, and computer program instructions stored
in the memory and executable by the processor to perform:

receiving audio information and video information of the

audiovisual stream or file;

processing the audio information and video information

separately to generate a new representation of the audio
information, including information relating to features
of the audio information, and a new representation of
the video information, including information relating to
features of the video information; and

mapping features of the audio information and features of

the video information using an attention mechanism
modeling the context-dependent time shiit to identify
pairs of audio and video features, wherein the pairs of
audio and video features are identified as being syn-
chronized (true) features that contain a recording of a
speaker 1n which the audio information of the recording
and the video information of lips of the speaker are
synchronized or unsynchromzed (false) features other-
wise, and wherein the attention mechanism uses a
weighted sum of a plurality of consecutive audio
frames and a weighted sum of a plurality of consecutive
video frames and weights of the attention mechamism
are based on a content and context of the audio infor-
mation and on a content and context of the video
information.

8. The system of claim 7, further comprising:

generating an audio stack from the audio information; and

generating a video stack from the video information.

9. The system of claim 8, wherein the audio stack com-
prises mel-frequency cepstral coetlicients generated from
the audio information and the video stack comprises a
plurality of frames of video information.

10. The system of claim 9, wherein the processing com-
Prises:

processing the audio information using a machine learn-

ing method modeling the context-dependent time shiit;
and

processing the video information using a machine learn-

ing method modeling the context-dependent time shait.

11. The system of claim 10, wherein:

the audio machine learning method uses a gated recurrent

unmits network that uses a plurality of consecutive
outputs of the audio gated recurrent units network
combined using a weighted function summed to one
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such that a different weight 1s given to each one of the
consecutive audio frames; and

the video machine learming method uses a gated recurrent
units network that uses a plurality of consecutive
outputs of the video gated recurrent units network
combined using a weighted function summed to one

such that a different weight 1s given to each one of the
consecutive video frames.

12. The system of claim 11, further comprising generating
synthetic video information that i1s synchronized to the
received audio information based on temporal features
detected 1n the audio by generating matching visual features
that provide temporal correspondence as synchronized fea-
tures.

13. A computer program product for determining a con-
text-dependent time shift of audio and video features 1n an
audiovisual stream or file, the computer program product
comprising a non-transitory computer readable storage hav-
ing program instructions embodied therewith, the program
instructions executable by a computer, to cause the computer
to perform a method comprising:

recerving audio mformation and video information of the

audiovisual stream or file;

processing the audio mformation and video information

separately to generate a new representation of the audio
information, including information relating to features
of the audio information, and a new representation of
the video information, including information relating to
features of the video information; and

mapping features of the audio information and features of

the video information using an attention mechanism
modeling a context-dependent time shift to identify
pairs of audio and video features, wherein the pairs of
audio and video features are i1dentified as being syn-
chronized (true) features that contain a recording of a
speaker 1n which the audio information of the recording,
and the video information of lips of the speaker are
synchronized or unsynchromzed (false) features other-
wise, and wherein the attention mechanism uses a
weighted sum of a plurality of consecutive audio
frames and a weighted sum of a plurality of consecutive
video frames and weights of the attention mechanism
are based on a content and context of the audio infor-
mation and on a content and context of the wvideo
information.

14. The computer program product of claim 13, further
comprising;

generating an audio stack from the audio information; and

generating a video stack from the video information.

15. The computer program product of claim 14, wherein
the audio stack comprises mel-frequency cepstral coetli-
cients generated from the audio information and the video
stack comprises a plurality of frames of video information.

16. The computer program product of claim 15, wherein
the processing comprises:

processing the audio information using a machine leamn-

ing method modeling the context-dependent time shait;
and
processing the video information using a machine learn-
ing method modeling the context-dependent time shait;

wherein the audio machine learning method uses a gated
recurrent units network that uses a plurality of con-
secutive outputs of the audio gated recurrent units
network combined using a weighted function summed
to one such that a different weight 1s given to each one
of the consecutive audio frames; and
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the video machine learning method uses a gated recurrent
umts network that uses a plurality of consecutive
outputs of the video gated recurrent units network
combined using a weighted function summed to one
such that a different weight 1s given to each one of the
consecutive video frames.

17. The computer program product of claim 16, further
comprising generating synthetic video information that is
synchronized to the recerved audio information based on
temporal features detected in the audio by generating match-
ing visual features that provide temporal correspondence as
synchronized features.
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