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REAL-TIME PREDICTION AND
EXPLANATION OF SEQUENCES OF
ABNORMAL EVENTS

BACKGROUND

Occurrences 1n systems, such as abnormal signals and/or
events, can result 1n unexpected downtime, while an expla-
nation, and actions for resolution are determined. Traditional
platforms for predicting, and/or diagnosing abnormal sig-
nals/events do so 1n context-free domains. That 1s, the
context of the domain 1s not considered 1 diagnosing, and
resolving the occurrences. This results in ineflicient use of
resources 1n resolving the occurrences.

SUMMARY

Implementations of the present disclosure are generally
directed to a computer-implemented platform for real-time
prediction and explanation of sequences of abnormal events.
More particularly, implementations of the present disclosure
are directed to diagnosis (e.g., prediction, explanation) of
occurrences based on semantic sequencing to provide con-
text of a respective domain, and one or more actions for
resolution.

In some 1mplementations, actions include providing a
semantic sequence based on a sequence associated with the
event, and context data provided from a knowledge graph,
receiving a set of cases associated with at least one entity
included in the event, the set of cases including previous
instances of events, and actions performed to resolve the
previous instances of events, defining a sub-set of cases from
the set of cases based on the context data, for each case of
the sub-set of cases, determining a similarity score, each
similarity score representing a degree of similarity between
the event, and a case of the sub-set of cases, determining an
explanation based on features of cases 1n the sub-set of cases
based on the context data, and providing one or more actions
based on actions of cases in the sub-set of cases. Other
implementations of this aspect include corresponding sys-
tems, apparatus, and computer programs, configured to
perform the actions of the methods, encoded on computer
storage devices.

These and other implementations can each optionally
include one or more of the following features: actions
further include receiving mput data from one or more
domain-specific data sources, at least a portion of the mput
data being received in real-time; the similarity scores are
determined based on a respective plurality of temporal
similarity scores, each temporal similarity score represent-
ing a degree of similarity between features within a temporal
window of the event, and a respective case; the explanation
1s determined from features of cases in the sub-set of cases
based on respective feature scores, and subsumption of two
or more features; the one or more actions are provided based
on subsumption of two or more actions provided 1n the set
of cases; the explanation and the one or more actions are
transmitted to a computer-implemented system; the event
and the knowledge graph correspond to an airline flight
domain; the event includes one of a flight delay, and a flight
cancellation; for each case 1n the set of cases, determining a
temporal sequence of the events; and actions further include
providing the knowledge graph based on the temporal
sequence of the events.

Implementations of the present disclosure provide one or
more of the following advantages. In some examples, time-
and resource-eflicient: determination of sequences of occur-
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2

rences 1s provided; determination of abnormal sequences of
occurrences; provision of an explanation for abnormal
sequences of occurrences; and use of semantic description of
sequences of occurrences to derive abnormalities and expla-
nation.

The present disclosure also provides a computer-readable
storage medium coupled to one or more processors and
having instructions stored thereon which, when executed by
the one or more processors, cause the one or more proces-
sors to perform operations 1n accordance with implementa-
tions of the methods provided herein.

The present disclosure further provides a system for
implementing the methods provided herein. The system
includes one or more processors, and a computer-readable
storage medium coupled to the one or more processors
having instructions stored thereon which, when executed by
the one or more processors, cause the one or more proces-
sors to perform operations 1n accordance with implementa-
tions of the methods provided herein.

It 1s appreciated that methods in accordance with the
present disclosure can include any combination of the
aspects and features described herein. That 1s, methods 1n
accordance with the present disclosure are not limited to the
combinations of aspects and features specifically described
herein, but also include any combination of the aspects and
features provided.

The details of one or more implementations of the present
disclosure are set forth in the accompanying drawings and
the description below. Other features and advantages of the
present disclosure will be apparent from the description and
drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 depicts an example system that can execute
implementations of the present disclosure.

FIG. 2 depicts an example module architecture 1n accor-
dance with implementations of the present disclosure.

FIG. 3 depicts an example portion of an example knowl-
edge graph.

FIG. 4 depicts an example process that can be executed 1n
implementations of the present disclosure.

DETAILED DESCRIPTION

As 1mtroduced above, occurrences in systems, such as
abnormal signals and/or events, can result in unexpected
downtime, while an explanation, and actions for resolution
are determined. Implementations of the present disclosure
are generally directed to a computer-implemented platform
for real-time prediction and explanation of sequences of
occurrences, such as abnormal signals/events. More particu-
larly, implementations of the present disclosure are directed
to diagnosis (e.g., prediction, explanation) of occurrences
based on semantic sequencing to provide context of a
respective domain, and one or more actions for resolution.
As described 1n further detail herein, implementations
include receirving data representative of temporal events
within a domain (e.g., normal events, abnormal events),
determining contexts of the events, and providing quantifi-
able and temporal evidence of abnormalities. In some 1mple-
mentations, one or more actions for resolving an abnormal-
ity are provided.

Implementations of the present disclosure are described 1n
turther detail herein with reference to an example context.
The example context includes flight delays in a flight
domain. More particularly, the example context includes
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diagnosing, and providing explanations for flight delays, and
one or more actions for resolving the flight delays. It 1s
contemplated, however, that implementations of the present
disclosure can be applicable 1n any appropriate context.

FIG. 1 depicts an example system 100 that can execute
implementations of the present disclosure. The example
system 100 includes a computing device 102, a back-end
system 108, and a network 110. In some examples, the
network 110 includes a local area network (LAN), wide area
network (WAN), the Internet, or a combination thereof, and
connects web sites, devices (e.g., the computing device
102), and back-end systems (e.g., the back-end system 108).
In some examples, the network 110 can be accessed over a
wired and/or a wireless communications link. For example,
mobile computing devices, such as smartphones can utilize
a cellular network to access the network 110.

In the depicted example, the back-end system 108
includes at least one server system 112, and data store 114
(c.g., database and knowledge graph structure). In some
examples, the at least one server system 112 hosts one or
more computer-implemented services that users can interact
with using computing devices. For example, the server
system 112 can host a computer-implemented service for
executing predictive models, and interpreting results of
predictive models 1n accordance with implementations of
the present disclosure.

In some examples, the computing device 102 can include
any appropriate type of computing device such as a desktop
computer, a laptop computer, a handheld computer, a tablet
computer, a personal digital assistant (PDA), a cellular
telephone, a network appliance, a camera, a smart phone, an
enhanced general packet radio service (EGPRS) mobile
phone, a media player, a navigation device, an email device,
a game console, or an appropriate combination of any two
or more of these devices or other data processing devices.

The example system 100 also includes a plurality of
domain-specific data sources 120. In accordance with the
example context, example domain-specific data sources
include, without limitation, a flight data source 122, an
aircrait data source 124, and an airport context data source
126. In some examples, one or more domain-specific data
sources can be provided from a single provider. For
example, an airline operator can provide one or more of the
flight data source 122, the aircraft data source 124, and the
airport context data source 126. In some examples, one or
more domain-specific data sources can be provided from
multiple providers. For example, an airline operator can
provide the flight data source 122, and the aircraft data
source 124, and an airport operator can provide the airport
context data source 126. Although not depicted 1n FIG. 1, an
example domain-specific data source can include a historical
flight data source, which records data representing previ-
ously completed tlights, any abnormal events (e.g., delays,
cancellations), and any actions taken to resolve such events.

In some 1mplementations, the back-end system 108 hosts
the computer-implemented platform for real-time prediction
and explanation of sequences ol occurrences 1n accordance
with 1mplementations of the present disclosure. For
example, and as described herein, the platform receives data
from the domain-specific data sources 122, 124, 126, and
processes the data to diagnose, and providing explanations
for flight delays, and one or more actions for resolving the
tlight delays.

As mtroduced above, implementations of the present
disclosure are directed to a computer-implemented platiform
for real-time prediction and explanation of sequences of
occurrences, such as abnormal signals/events. More particu-
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4

larly, implementations of the present disclosure are directed
to diagnosis (e.g., prediction, explanation) of occurrences
(e.g., tlight delays, flight cancellations) based on semantic
sequencing to provide context of a respective domain (e.g.,
flights). As described 1n further detail herein, implementa-
tions include receiving data representative of temporal
cvents within a domain (e.g., normal events, abnormal
events), determining contexts ol the events, and providing
quantifiable and temporal evidence of abnormalities. In
some 1mplementations, one or more actions for resolving an
abnormality are provided.

In accordance with implementations of the present dis-
closure, domain-specific relationships between entities are
provided that are specific to the example context. In the
example context, the domain-specific relationships include,
without limitation, relationships between airline operators,
aircraft, tlights, airports, cities, countries, and the like. In
some 1mplementations, the relationships are provided in a
knowledge graph, or a portion of a knowledge graph. In
some examples, a knowledge graph 1s a collection of data
and related based on a schema representing entities and
relationships between entities. The data can be logically
described as a graph (even though also provided in table
form), 1n which each distinct entity i1s represented by a
respective node, and each relationship between a pair of
entities 1s represented by an edge between the nodes. Each
edge 1s associated with a relationship and the existence of
the edge represents that the associated relationship exists
between the nodes connected by the edge. For example, 11 a
node A represents a person Alpha, a node B represents a
person Beta, and an edge E 1s associated with the relation-
ship “i1s the father of,” then having the edge E connect the
nodes 1n the direction from node A to node B in the graph
represents the fact that Alpha 1s the father of Beta. In some
examples, the knowledge graph can be enlarged with
schema-related knowledge (e.g., Alpha i1s a concept Person,
Beta 1s a concept Person, and “i1s the father of” 1s a property
or relationship between two entities/instances ol concept
Person). Adding schema-related information supports evalu-
ation of reasoning results.

A knowledge graph can be represented by any of a variety
of physical data structures. For example, a knowledge graph
can be represented by triples that each represent two entities
in order, and a relationship from the first to the second entity;
for example, [alpha, beta, 1s the father of], or [alpha, 1s the
father of, beta], are alternative ways of representing the
same fact. Each enftity and each relationship can be, and
generally will be, included 1n multiple triples.

In some examples, each entity can be stored as a node
once, as a record or an object, for example, and linked
through a linked list data structure to all the relationships the
entity has, and all the other entities to which the entity 1s
related. More specifically, a knowledge graph can be stored
as an adjacency list in which the adjacency information
includes relationship information. In some examples, each
distinct entity and each distinct relationship are represented
with respective, unique 1dentifiers.

The entities represented by a knowledge graph need not
be tangible things or specific people. The entities can include
particular people, places, things, artistic works, concepts,
events, or other types of entities. Thus, a knowledge graph
can include data defining relationships between people (e.g.,
co-stars 1n a movie); data defimng relationships between
people and things (e.g., a particular singer recorded a
particular song); data defining relationships between places
and things (e.g., a particular type of wine comes from a
particular geographic location); data defining relationships
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between people and places (e.g., a particular person was
born 1n a particular city); and other kinds of relationships
between entities.

In some implementations, each node has a type based on
the kind of entity the node represents; and the types can each
have a schema specifying the kinds of data that can be
maintained about entities represented by nodes of the type
and how the data should be stored. For example, a node of
a type for representing a person could have a schema
defining fields for information such as birth date, birth place,
and so on. Such information can be represented by fields 1n
a type-specific data structure, or by triples that look like
node-relationship-node triples (e.g., [person identifier, was
born on, date]), or 1n any other convenient predefined way.
In some examples, some or all of the information specified
by a type schema can be represented by links to nodes 1n the
knowledge graph, for example, [one person identifier, child
of, another person identifier]|, where the other person 1den-
tifier 1s a node in the graph.

FIG. 2 depicts an example module architecture 200 in
accordance with implementations of the present disclosure.
The example module architecture 200 includes a semantic
sequencing module 202, a case-based reasoning module
204, an event detector 206, a case builder module 208, and
a case evaluation engine 210. In some examples, informa-
tion recorded in a knowledge graph 212 is processed in
response to mput data 214 to provide output data 216. In
some examples, and as described in further detail below,
historical data 218 1s processed to provide one or more
cases, which are stored 1n a case database 220.

In some 1mplementations, at least a portion of the mput
data 214 includes tlight data that 1s representative of one or
more upcoming tlights (e.g., hourly, daily, weekly). For a
flight, example flight data can include, without limitation,
date of flight, flight number, aircraft identifier, scheduled
departure time, scheduled arrival time, departure airport,
arrival airport, and the like. For example:
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TABLE 2

Example Aircraft Data

Aircraft 1D

No. Passengers No. Bags

pProi42 246 201

In some 1mplementations, at least a portion of the input
data 214 includes airport context data that 1s representative
of a temporal context of respective airports. Example airport
context data can include, without limitation, airport code,
current temperature, previous temperatures, forecasted tem-
peratures, current/previous/forecasted wind speeds, current/
previous/forecasted wind directions, current/previous/fore-
casted wisibilities, current/previous/forecasted weather
events (e.g., rain, snow, fog, sleet). For example:

TABLE 3

Example Auport Context Data

Temp Wind Sp. Visibility
Airport (C.) (kts) Wind Dir. (km) Events
DUB 10 15 SE 5 Rain
AMS 7 2 E 2 Fog

In some implementations, the output data 216 includes,
for each event, an explanation as to why the event will occur,
or has occurred, as well as one or more actions that can be
taken to resolve the event. Example actions can include,
without limitation, repair aircrait, replace aircrait, and crew
substitution. For example:

TABL.

4

(L]

Example Output Data

Date

20177 Nov. 1

TABLE 1

Example Flight Data

Date Flight No. Sch. Dep. Sch. Arr.  From To

20177 Nowv. 1 FLLT412 09:10 10:40 DUB  AMS

In some 1mplementations, at least a portion of the mput
data 214 includes aircrait data that is representative of an
aircraft that 1s to perform the tlight. Example aircrait data
can 1include, without limitation, aircraft identifier, number of
passengers, number of bags, and the like. For example:

50

55
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65

Sch.  Sch.
Flight No. Dep. Armr. Status  Expl’n Action
FLT412 09:10 10:40 Delayed Flight leaving an Aircraft
English-speaking Action

country, and arriving at
a rainy location,”

In some 1mplementations, the historical data 1s represen-
tative of previously completed flights and includes respec-
tive flight data, aircraft data, airport context data, events
(e.g., delays, cancellations), 11 any, and actions performed to
resolve events, 1f any. For example:

TABLE 5

Example Historical Data

Date Flight No. Delay Reason Action
2017 Sep. 9 FLT65 Mechanical Replace plane
2017 Sep. 21 FLL1379 Crew Reassign crew

Although not detailed in Table 35, historical data can
turther include airport context data, and any other appropri-
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ate data associated with the respective events. In some
examples, for each event, at least a portion of the historical
data 1s provided 1n multiple, temporal windows (e.g., time
intervals). Example temporal windows can include, without
limitation, past 5 minutes, past 15 minutes, and past X
hour(s) (e.g., X=1, 2, 3, 4, 6, 12, 24, 48, 72). In some
examples, past 1s measured from a given point-in-time (e.g.,
a current time, at which the mput data 214 1s received).

In some implementations, the case builder provides cases
based on historical data, which cases are stored 1n a case
database. In some examples, each case corresponds to an
cvent (e.g., abnormal event) that had previously occurred,
and include historical data associated with the event. In
some examples, the historical data of the case 1s provided 1n
temporal windows, as described above. In some examples,
a set ol cases 1s provided for respective entities. For
example, a first set of cases can be provided for a first airport
(e.g., DUB), and a second set of cases can be provided for
a second airport (e.g., AMS).

In some 1mplementations, the case builder module 208
receives at least a portion of the historical data 218, and
processes the historical data 218 to provide one or more
cases recorded as mncident data. In some examples, a case 1s
provided as a data set that represent an occurrence of an
event (e.g., an abnormal event), domain-specific data asso-
ciated with the event, and one or more actions taken to
resolve the event. For example, and 1n the example context,
a case can include a data set representing a delayed flight
(e.g., thight number, date, departure airport, scheduled depar-
ture time, actual departure time, arrival airport, scheduled
arrival time, actual arrival, weather conditions, weather
events, category of delay, action(s) to resolve delay). Cases
provided by the case builder module 208 are stored in the
case database 220. In some implementations, cases are
provided by the case builder module 208 after an event has
been resolved. For example, in response to resolution of the
event, historical data representative of the event 1s provided
to the case builder module 208 to provide a case represen-
tative of the event, and provide the case as incident data to
the case database 220.

In further detail, the case builder module 208 groups
sequence of occurrences based on similarity of descriptions
(e.g., to provide clusters). In some examples, a description
1s provided as a set of features (e.g., a feature vector).
Example descriptions can include, without limitation, tem-
poral information, spatial description, categorical descrip-
tion, and numerical description. In some implementations, a
semantic description 1s used to enable time-, and resource-
cllicient comparisons ol occurrences.

In some implementations, a unique name 1s determined
for each cluster. In some examples, the name of each 1is
provided based on the top-k similar descriptions. To 1illus-
trate, a cluster can include a context of sequences of tlights,
where the highest similarity 1s along spatial description (e.g.,
Europe), temporal description (e.g., aiternoon), airline
nature (e.g., French-speaking airline companies), and status
(e.g., delayed). In such a context, the cluster can be assigned
the name “Late-delayed French-speaking airline companies
traveling to Europe on afternoon.” In some examples, and as
illustrated 1n the above example, the naming convention 1s
a concatenation ol highest-ranked (with respect to similar-
ity) features 1n the respective cluster. In some examples, the
naming convention enables retrieval of the context and
explanation, when comparing cases, as described in further
detail herein.

As described 1n further detail herein, implementations of
the present disclosure receive real-time mmput data (e.g., at
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8

least a portion of the input data 214 of FIG. 2), and process
the real-time input to provide real-time output data (e.g., at
least a portion of the output data 216 of FIG. 2). In some
examples, real-time describes actions that can be automati-
cally executed, without requiring human mput and without
any 1ntentional delay, taking into account the processing
limitations of the data input service, and any time required
to process data. For example, real-time input data can
include mput data automatically provided from one or more
data sources (e.g., the domain-specific data sources 122,
124, 126 of FI1G. 1). In some examples, at least a portion of
the input data 1s provided on a periodic basis (e.g., updated
every X mins/secs/hours/days). In some examples, at least a
portion of the mput data 1s provided on a triggered basis
(e.g., a change in data triggers an update to be provided as
input data). For example, 1n response to the weather event
“rainy”” changing to “sunny,” updated airport context data 1s
provided.

In some 1mplementations, the semantic sequencing mod-
ule 202 processes at least a portion of the mput data 214 to
determine the existence of an abnormal event, and provide
a context-specific sequence associated with the event. In
some examples, the context-specific sequence includes a
temporal dimension, as described 1n further detail herein. In
some examples, the context-specific sequence 1s based on
semantic context that 1s provided using at least a portion of
the knowledge graph 212. For example, a sequence of events
can be provided (e.g., thght from DUB to AMS), and for
cach entity 1n the sequence (e.g., airport), context data can
be provided from the knowledge graph. In this manner, the
sequence 1s “dressed” in context data provided from the
knowledge graph.

FIG. 3 depicts an example semantic sequence 300 deter-
mined based on a knowledge graph 302, which represents at
least a portion of the domain of the example context. In the
example of FIG. 3, concepts corresponding to the example
context are provided as nodes, and relationships between
concepts are provided as edges. In accordance with the
example context, concepts ol the example semantic
sequence 300 include aircraft, flight numbers, airports (e.g.,
DUB, AMS, OSL), countries (e.g., Ireland (IE), Netherlands
(NL), Norway (NO)), weather conditions (e.g., tempera-
ture), and categories (e.g., extreme, normal). In accordance
with implementations of the present disclosure, the knowl-
edge graph provides context data. For example, the example
semantic sequence 300 of FIG. 3 provides context data
indicating that Ireland 1s an English-speaking country, con-
text data that a temperature of —6° C. 1s considered extreme
for the Dublin airport, and context data that a temperature of
-6° C. 1s considered normal for the Oslo airport. It 1s
appreciated that the context data provided 1n the example of
FIG. 3 1s not exhaustive of the context data that can be
provided in the knowledge graph 302. It 1s contemplated that
the knowledge graph 302 can record any appropriate context
data for the given domain (e.g., tlights).

In some implementations, the event detector module 206
receives at least a portion of the input data 214 to determine
the occurrence of an event (e.g., an abnormal event). In some
examples, an event can correspond to a condition deter-
mined from the input data 214. In the example context, a
condition can include weather determined from the airport
context data. For example, 11 the input data 214 indicates
rain, and/or fog, an event can be triggered.
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In some 1implementations, the case evaluation engine 210
receives an event from the event detector, and retrieves one
or more cases Irom the case database 220. In some
examples, the event 1s provided as a data set representative
of the event. In the example context, an event can include
tlight data, aircrait data, airport context data, and the like.
The case evaluation engine 210 queries the case database
220 to retrieve a set of cases. In some examples, the case
database 220 1s queried for the particular entity (e.g., airport)
that the event 1s associated with, and a set of cases 1s
returned from the case database, the set of cases including
cases associated with that enfity.

In accordance with implementations of the present disclo-
sure, the event 1s compared to each case based on temporal
windows to determine respective similarity scores. For
example, 11 the set of cases includes cases C,, C,, C;, a set
of similarity scores S,, S,, S; 1s provided, each similarity
representing a degree of similarity between the event, and
cach of the respective cases. In some examples, each simi-
larity score 1s determined based on a plurality of temporal
similarity scores. More particularly, for each temporal win-
dow of a case, a temporal similarity score 1s determined. For
example, a case C can include temporal windows ¢, 1+, Cp,,015
Cr,31, and respective temporal similarity scores sp,;, Sy,
Si;37 can be determined. The similarity score for the event
and respective case can be determined based on an aggre-
gation ol the temporal similarity scores.

In some implementations, the temporal similarity scores
are determined based on comparing features between a
temporal window of the event, and features of a respective
temporal window of the case being compared. In some
examples, and 1n the example context, features include at
least a portion of the tlight data, aircrait data, airport context
data. For example, for each temporal window, temperature,
wind speed, wind direction, visibility, and weather events
can be compared as between the event, and the case being
considered. In some examples, a similarity function 1is
provided that assigns a feature score (e.g., numerical value,
[0, 1]) for each feature comparison, and the feature scores
are aggregated (e.g., summed). In some examples, the tem-
poral similarity score 1s determined as the quotient of the
aggregated feature scores, and the number of features.

In some 1implementations, feature scores of higher value
can be used as a semantic explanation, as to why the
particular case, and/or temporal window of the particular
case 1s similar to the event. For example, 1i, for the temporal
window being considered, both the event, and the case
include the weather event “sunny,” the term “sunny” can be
used as an explanation as to why the event and case, for the
temporal window, are similar. If, on the other hand, and for
the temporal window being considered, the event includes
the weather event cloudy, and the case includes the weather
event “sunny,” or vice-versa, this feature would not be used
for a stmilarity explanation.

In some implementations, a sub-set of cases 1s provided
from the set of cases, the sub-set of cases including cases
having a similarity score that exceed a threshold similarity
score. In some examples, each case 1n the sub-set of cases 1s
associated with an explanation of similanty (e.g., deter-
mined from comparing the respective features, as described
above). In the example context, an example sub-set of cases
can include:
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TABLE 6

Example Sub-Set of Cases

Case Similarity Score Sum. Explanation Action
Casel 0.89 (Weather, 0.8) Replace Aircraft
(LateChecklIn, 0.4)
(English, 0.9)
Case2 0.81 (Repair, 0.6) Service Aircraft

In the example of Table 6, the similarity explanations
include pairs of features, and feature scores, and the actions
include the actions that had been performed to resolve the
respective case.

In accordance with implementations of the present dis-
closure, a semantic sequence of the current event, and the
sub-set of cases are processed by the case-based reasoning
module 204 to provide the output 216. More particularly, the
case-based reasoning module 204 processes semantic
sequence of the current event, and the sub-set of cases to
provide an explanation for the event, and one or more
actions recommended to resolve the event. In some
examples, and as described in further detail herein, the
explanation 1s provided as an abstraction of the feature-
based similanity explanations (e.g., described above, and
provided by example 1n Table 6).

In some implementations, a common explanation (CE) 1s
determined for each case 1n the set of cases. In some
examples, the common explanation includes feature simi-
larity explanations that exceed a threshold feature similarity
score. In some examples, remaining feature similarity expla-
nations are grouped by graph subsumption, or sub-graph
pattern matching of the features in the knowledge graph. In
some examples, graph subsumption 1s provided as an
instance of graph 1somorphism, in which 1somorphism exists
when two graphs are equivalent. For example, two graphs
having edges and vertices, and which contain the same
number of vertices connected 1n the same way are said to be
1Isomorphic. Subsumption aims at identifying specification-
based relationships of enfities. For example, and i the
example context, rain at departure, and rain at destination
can be subsumed under the same entity (or category) (e.g.,
rain, weather). More plainly stated, the features can be
grouped based on categories to provide the most general
categories that address the features. In this manner, the
categories provide an abstraction of the feature similarity
explanations.

In some examples, the explanation provided by the case-
based reasoning module 204 include the so-determined
categories. Continuing with the examples above from the
example context, an example explanation can 1include
“Flight leaving an English-speaking country, and arriving at
a rainy location,” where “English-speaking’™ and “rainy” are
categories determined from subsumption, as described
herein.

Similarly, subsumption can be used with the actions of the
cases in the sub-set of cases to provide a recommended
action. For example, each action can be generalized to a
higher-level entity 1n the knowledge graph, and the higher-
level action that 1s common to all actions can be provided as
the recommended action. For example, Table 6 provides
example actions of “replace aircraft,” and *““service aircrait,”
cach of which can be a type of “aircraft action” within the
knowledge graph. Although both actions could be general-
1zed to higher levels of abstraction, it can be determined that
“aircrait action” 1s the least abstract entity (category) that 1s
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common to both. Consequently, aircraft action can be pro-
vided as the recommended action that 1s to be performed to
resolve the current event.

FIG. 4 depicts an example process 400 that can be
executed 1n 1mplementations of the present disclosure. In
some examples, the example process 400 1s provided using
one or more computer-executable programs executed by one
or more computing devices (e.g., the back-end system 108
of FIG. 1). The example process 400 can be executed to
provide an explanation for, and actions to resolve an event
(e.g., an abnormal event), as described herein.

Input data 1s received (402). For example, input data 214
can be received by one or both of the semantic sequencing
module 202, and the event detector 206 of FIG. 2 (e.g.,

provided from the one or more domain-specific data sources
122, 124, 126 of FIG. 1). In some examples, at least a
portion of the data 1s provided 1n real-time (e.g., 1s streamed,
or periodically transmitted. A semantic sequence 1s deter-
mined (404). For example, the semantic sequencing module
202 provides the semantic sequence from at least a portion
of the input data 214. In some examples, as described above,
context data from a knowledge graph i1s associated with
entities of a sequence to provide the semantic sequence (e.g.,
the example semantic sequence of FIG. 3).

A set of cases 1s provided (406). For example, and as
described herein, a set of cases 1s retrieved from the case
database 220 by the case engine 210. In some examples, the
case engine queries the case database 220 based on an entity
(e.g., airport), and a set of cases associated with the entity 1s
returned. A sub-set of cases 1s defined based on similarity
scores (408). For example, the case engine determines the
similarity scores, and provides the sub-set of cases. In some
examples, similarity scores are determined for each case 1n
the set of cases, as described herein, each similarity score
representing a degree of similarity between the case, and a
detected event (e.g., an event detected by the event detector
206).

An explanation 1s determined from the sub-set of cases
based on feature similarity scores (410). For example, the
sub-set of cases 1s provided to the case-based reasoning
module 204, which determined the explanations. In some
examples, and as described herein, the explanation 1s deter-
mined from features of cases 1n the sub-set of cases based on
their respective feature scores (e.g., feature scores exceeding
a threshold feature score). In some examples, the features
are grouped based on graph subsumption, which groups are
returned, and included in the explanation. One or more
actions are provided from the sub-set of cases (412). For
example, the case-based reasoning module 204 1dentifies the
action(s) based on subsumption of actions associated with
cach of the cases 1n the sub-set of cases. The explanation and
action(s) are transmitted to a system (414). For example, the
explanation and action(s) can be provided as the output data
216, which can be transmitted to one or more back-end
systems. For example, the output data 216 can be provided
to an enterprise resource planning (ERP) system, an aircraift
maintenance systems, a tlight scheduling system, and the
like.

Implementations and all of the functional operations
described 1n this specification may be realized in digital
clectronic circuitry, or 1n computer software, firmware, or
hardware, including the structures disclosed 1n this specifi-
cation and their structural equivalents, or in combinations of
one or more of them. Implementations may be realized as
one or more computer program products, 1.e., one or more
modules of computer program instructions encoded on a
computer readable medium for execution by, or to control
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the operation of, data processing apparatus. The computer
readable medium may be a machine-readable storage
device, a machine-readable storage substrate, a memory
device, a composition of matter effecting a machine-read-
able propagated signal, or a combination of one or more of
them. The term “computing system” encompasses all appa-
ratus, devices, and machines for processing data, including
by way of example a programmable processor, a computer,
or multiple processors or computers. The apparatus may
include, 1n addition to hardware, code that creates an execu-
tion environment for the computer program 1n question (e.g.,
code) that constitutes processor firmware, a protocol stack,
a database management system, an operating system, or a
combination of one or more of them. A propagated signal 1s
an artificially generated signal (e.g., a machine-generated
clectrical, optical, or electromagnetic signal) that 1s gener-
ated to encode information for transmission to suitable
receiver apparatus.

A computer program (also known as a program, software,
soltware application, script, or code) may be written 1n any
appropriate form of programming language, including com-
piled or interpreted languages, and 1t may be deployed 1n any
appropriate form, including as a stand alone program or as
a module, component, subroutine, or other unit suitable for
use 1n a computing environment. A computer program does
not necessarily correspond to a file in a file system. A
program may be stored in a portion of a file that holds other
programs or data (e.g., one or more scripts stored 1n a
markup language document), 1n a single file dedicated to the
program 1n question, or 1n multiple coordinated files (e.g.,
files that store one or more modules, sub programs, or
portions of code). A computer program may be deployed to
be executed on one computer or on multiple computers that
are located at one site or distributed across multiple sites and
interconnected by a communication network.

The processes and logic flows described 1n this specifi-
cation may be performed by one or more programmable
processors executing one or more computer programs to
perform functions by operating on input data and generating
output. The processes and logic tlows may also be per-
formed by, and apparatus may also be implemented as,
special purpose logic circuitry (e.g., an FPGA (field pro-
grammable gate array) or an ASIC (application specific
integrated circuit)).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any appropriate kind of digital computer. Generally, a pro-
cessor will recerve 1nstructions and data from a read only
memory or a random access memory or both. Elements of a
computer can include a processor for performing instruc-
tions and one or more memory devices for storing mnstruc-
tions and data. Generally, a computer will also include, or be
operatively coupled to receive data from or transier data to,
or both, one or more mass storage devices for storing data
(e.g., magnetic, magneto optical disks, or optical disks).
However, a computer need not have such devices. Moreover,
a computer may be embedded i another device (e.g., a
mobile telephone, a personal digital assistant (PDA), a
mobile audio player, a Global Positioning System (GPS)
receiver). Computer readable media suitable for storing
computer program instructions and data include all forms of
non-volatile memory, media and memory devices, including
by way of example semiconductor memory devices (e.g.,
EPROM, EEPROM, and flash memory devices); magnetic
disks (e.g., internal hard disks or removable disks); magneto
optical disks; and CD ROM and DVD-ROM disks. The
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processor and the memory may be supplemented by, or
incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, implementations
may be realized on a computer having a display device (e.g.,
a CRT (cathode ray tube), LCD (liquid crystal display), LED
(light-emitting diode) monaitor, for displaying information to
the user and a keyboard and a pointing device (e.g., a mouse
or a trackball), by which the user may provide input to the
computer. Other kinds of devices may be used to provide for
interaction with a user as well; for example, feedback
provided to the user may be any appropriate form of sensory
teedback (e.g., visual feedback, auditory feedback, or tactile
teedback); and mput from the user may be received 1n any
appropriate form, including acoustic, speech, or tactile input.

Implementations may be realized 1n a computing system
that includes a back end component (e.g., as a data server),
or that includes a middleware component (e.g., an applica-
tion server), or that includes a front end component (e.g., a
client computer having a graphical user interface or a Web
browser through which a user may interact with an 1mple-
mentation), or any appropriate combination of one or more
such back end, middleware, or front end components. The
components of the system may be interconnected by any
appropriate form or medium of digital data communication
(e.g., a communication network). Examples of communica-
tion networks include a local area network (“LLAN™) and a
wide area network (“WAN”) (e.g., the Internet).

The computing system may 1nclude clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

While this specification contains many specifics, these
should not be construed as limitations on the scope of the
disclosure or of what may be claimed, but rather as descrip-
tions of features specific to particular implementations.
Certain features that are described 1n this specification 1n the
context of separate implementations may also be imple-
mented 1n combination 1 a single implementation. Con-

versely, various features that are described 1n the context of

a single implementation may also be implemented 1n mul-
tiple 1mplementations separately or i any suitable sub-
combination. Moreover, although features may be described
above as acting 1n certain combinations and even nitially
claimed as such, one or more features from a claimed
combination may 1n some cases be excised from the com-
bination, and the claimed combination may be directed to a
sub-combination or variation of a sub-combination.

Similarly, while operations are depicted in the drawings 1n
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components i the implementations described above should
not be understood as requiring such separation 1n all imple-
mentations, and 1t should be understood that the described
program components and systems may generally be inte-
grated together 1n a single software product or packaged into
multiple software products.

A number of implementations have been described. Nev-
ertheless, 1t will be understood that various modifications
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removed. Accordingly, other implementations are within the
scope of the following claims.

What 1s claimed 1s:

1. A computer-implemented method for automated pro-
vision of an explanation for an event, and one or more
actions to resolve the event, the method being executed by
one or more processors and comprising:

processing, by an event detector, input data to detect an

occurrence ol an event
in response to detecting the occurrence of the event,
providing a semantic sequence based on a sequence of
entities associated with the event, and context data
provided from a knowledge graph, the knowledge
graph comprising domain-specific context data that 1s
specific to a domain associated with the event;

receiving a set of cases associated with at least one entity
included 1n the event, cases in the set of cases com-
prising previous instances ol events that have occurred
and that are provided based on historical data, and
actions that had been performed to resolve the previous
instances of events;

defining a sub-set of cases from the set of cases based on

the context data;:

for each case of the sub-set of cases, determiming a

similarity score, each similarity score representing a
degree of similarity between the event, and a case of the
sub-set of cases;

generating an explanation based on features of cases in

the sub-set of cases based on the context data, the
explanation comprising a concatenation of a set of
features including a first feature of a first case 1n the
sub-set of cases and a second feature of a second case
in the sub-set of cases, the first feature and the second
feature selected for inclusion in the explanation based
on respective feature scores each exceeding a threshold
feature score, the explanation explaining reasons for
the occurrence of the event;

providing one or more actions that can be performed to

resolve the event, the one or more actions being pro-
vided based on actions of cases 1n the sub-set of cases;
and

outputting the explanation and the one or more actions as

output data.

2. The method of claim 1, further comprising receiving
input data from one or more domain-specific data sources, at
least a portion of the mnput data being received in real-time.

3. The method of claim 1, wherein the similarity scores
are determined based on a respective plurality of temporal
similarity scores, each temporal similarity score represent-
ing a degree of similarity between features within a temporal
window of the event, and a respective case.

4. The method of claim 1, wherein the explanation 1s
determined from features of cases in the sub-set of cases
based on respective feature scores, and subsumption of two
or more features.

5. The method of claim 1, wherein the one or more actions
are provided based on subsumption of two or more actions
provided in the set of cases.

6. The method of claim 1, wherein the explanation and the
one or more actions are transmitted to a computer-imple-
mented system.

7. The method of claim 1, wherein the event and the
knowledge graph correspond to an airline flight domain.

8. The method of claim 7, wherein the event comprises
one of a tlight delay, and a tlight cancellation.

9. The method of claim 1, wherein, for each case 1n the set
of cases, determining a temporal sequence of the events.
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10. The method of claim 9, further comprising providing
a knowledge graph based on the temporal sequence of the
events.

11. A non-transitory computer-readable storage medium
coupled to one or more processors and having instructions
stored thereon which, when executed by the one or more
processors, cause the one or more processors to perform
operations for automated provision of an explanation for an
event, and one or more actions to resolve the event, the
operations comprising;:

processing, by an event detector, mnput data to detect an

occurrence of an event 1n response to detecting the
occurrence of the event, providing a semantic sequence
based on a sequence of entities associated with the
cevent, and context data provided from a knowledge
graph, the knowledge graph comprising domain-spe-
cific context data that 1s specific to a domain associated
with the event;

receiving a set of cases associated with at least one entity

included 1n the event, cases 1n the set of cases com-
prising previous instances ol events that have occurred
and that are provided based on historical data, and
actions that had been performed to resolve the previous
instances of events:

defining a sub-set of cases from the set of cases based on

the context data;

for each case of the sub-set of cases, determining a

similarity score, each similarity score representing a
degree of similarity between the event, and a case of the
sub-set of cases;

generating an explanation based on features of cases in

the sub-set of cases based on the context data, the
explanation comprising a concatenation of a set of
features including a first feature of a first case in the
sub-set of cases and a second feature of a second case
in the sub-set of cases, the first feature and the second
teature selected for inclusion in the explanation based
on respective feature scores each exceeding a threshold
feature score, the explanation explaining reasons for
the occurrence of the event;

providing one or more actions that can be performed to

resolve the event, the one or more actions being pro-
vided based on actions of cases 1n the sub-set of cases;
and

outputting the explanation and the one or more actions as

output data.

12. The non-transitory computer-readable storage
medium of claim 11, wherein operations further comprise
receiving mput data from one or more domain-specific data

sources, at least a portion of the input data being received 1n
real-time.

13. The non-transitory computer-readable storage
medium of claim 11, wherein the similarity scores are
determined based on a respective plurality of temporal
similarity scores, each temporal similarity score represent-
ing a degree of similarity between features within a temporal
window of the event, and a respective case.

14. The non-transitory computer-readable storage
medium of claim 11, wherein the explanation 1s determined
from features of cases i the sub-set of cases based on
respective feature scores, and subsumption of two or more
features.

15. The non-transitory computer-readable storage
medium of claim 11, wherein the one or more actions are
provided based on subsumption of two or more actions
provided in the set of cases.

10

15

20

25

30

35

40

45

50

55

60

65

16

16. The non-transitory computer-readable storage
medium of claim 11, wherein the explanation and the one or
more actions are transmitted to a computer-implemented
system.

17. The non-transitory computer-readable storage
medium of claim 11, wherein the event and the knowledge
graph correspond to an airline thght domain.

18. The non-transitory computer-readable storage
medium of claim 17, wherein the event comprises one of a

flight delay, and a flight cancellation.

19. The non-transitory computer-readable storage
medium of claim 11, wherein, for each case in the set of
cases, determining a temporal sequence of the events.

20. The non-transitory computer-readable storage
medium of claim 19, wherein operations further comprise
providing a knowledge graph based on the temporal
sequence of the events.

21. A system, comprising:

one or more processors; and

a non-transitory computer-readable storage device

coupled to the one or more processors and having

istructions stored thereon which, when executed by

the one or more processors, cause the one or more

processors to perform operations for automated provi-

sion of an explanation for an event, and one or more

actions to resolve the event, the operations comprising:

processing, by an event detector, input data to detect an
occurrence ol an event 1n response to detecting the
occurrence of the event, providing a semantic
sequence based on a sequence of entities associated
with the event, and context data provided from a
knowledge graph, the knowledge graph comprising
domain-specific context data that 1s specific to a
domain associated with the event:

receiving a set ol cases associated with at least one
entity included 1n the event, cases in the set of cases
comprising previous instances of events that have
occurred and that are provided based on historical
data, and actions that had been performed to resolve
the previous instances of events;

defining a sub-set of cases from the set of cases based
on the context data;

for each case of the sub-set of cases, determining a
similarity score, each similarity score representing a
degree of similarity between the event, and a case of
the sub-set of cases;

generating an explanation based on features of cases 1n
the sub-set of cases based on the context data, the
explanation comprising a concatenation of a set of
teatures including a first feature of a first case 1n the
sub-set of cases and a second feature of a second case
in the sub-set of cases, the first feature and the
second feature selected for inclusion in the explana-
tion based on respective feature scores each exceed-
ing a threshold {feature score, the explanation
explaining reasons for the occurrence of the event;

providing one or more actions that can be performed to
resolve the event, the one or more actions being
provided based on actions of cases in the sub-set of
cases; and

outputting the explanation and the one or more actions
as output data.

22. The system of claim 21, wherein operations further
comprise recerving input data from one or more domain-
specific data sources, at least a portion of the input data
being received 1n real-time.
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23. The system of claim 21, wherein the similarity scores
are determined based on a respective plurality of temporal
similarity scores, each temporal similarity score represent-
ing a degree of similarity between features within a temporal
window of the event, and a respective case.

24. The system of claim 21, wherein the explanation 1s
determined from features of cases in the sub-set of cases
based on respective feature scores, and subsumption of two
or more features.

25. The system of claim 21, wherein the one or more
actions are provided based on subsumption of two or more
actions provided in the set of cases.

26. The system of claim 21, wherein the explanation and
the one or more actions are transmitted to a computer-
implemented system.

27. The system of claim 21, wherein the event and the
knowledge graph correspond to an airline flight domain.

28. The system of claim 27, wherein the event comprises
one of a tlight delay, and a flight cancellation.

29. The system of claim 21, wherein, for each case 1n the
set of cases, determining a temporal sequence of the events.

30. The system of claim 29, wherein operations further
comprise providing a knowledge graph based on the tem-
poral sequence of the events.
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