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explorer, application and augmented reality functionality. In
operation, an indication to perform an operation with a 3D
object 1s received. One or more 3D resource controls,
associated with the operation, are accessed. The 3D resource
control 1s a defined set of instructions on how to itegrate 3D
resources with 3D objects for generating 3D-based graphical
interfaces associated with application features and operating
system features. An mput based on one or more control
clements of the one or more 3D resource controls 1is
received. The mput includes the one or more control ele-
ments that operate to generate a 3D-based graphical inter-
face for the operation. Based on receiving the input, the
operation 1s executed with the 3D object and the 3D-based
graphical interface.
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THREE-DIMENSIONAL RESOURCE
INTEGRATION SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 62/412,782, filed Oct. 25, 2016, entitled

“THREE-DIMENSIONAL RESOURCE INTEGRATED
SYSTEM,” the benefit priority of which 1s hereby claimed,
and which 1s incorporated herein by reference 1n 1ts entirety.

BACKGROUND

An operating system 1s generally responsible for manag-
ing computer hardware and software for providing common
services to computing applications. An operating system
can, for example, provide access to data stored 1n association
with the operating system. The operating system can also
support, using common services, different applications that
access stored data and perform coordinated functions, tasks
and other activities. Innovations in computing technology
have developed new types of computing objects and corre-
sponding computing functionality and features to be man-
aged by an operating system and integrated into existing
applications 1 different ways. In particular, three-dimen-
sional (3D) objects (e.g., virtual objects or augmented reality
objects) that are representations of geometric data can be
integrated 1nto an operating system, applications, and other
computing operations to provide improved visualization of
different types of user activities and tasks.

SUMMARY

Embodiments of the present invention are directed to a
three-dimensional (3D) resource integration system. The 3D
resource integration system can refer to a set of Application
Programming Interfaces that allow for the integration of 3D
resources to an operating system (OS) and applications.
The 3D resource integration system can support integration
of 3D resources 1nto different types of functionality, such as,
operating system functionality, file explorer tunctionality,
application functionality, and augmented reality functional-
ity. The 3D resources can be used to generate more inter-
active and visually stimulating graphical interfaces. The 3D
resources can also seamlessly operate with existing features
and applications, leveraging existing functionality, while
specifically introducing 3D objects and features. The 3D
integration system includes a 3D content store that operates
with a file explorer, integrated 3D resource controls, and
application and operating system features. The 3D integra-
tion system advantageously operates with an operating sys-
tem and applications running on the OS. The mtegrated 3D
resource controls can be selectively integrated into different
applications and OS features to support corresponding func-
tionality. It 1s contemplated that the integrated 3D resource
controls can also be independently implemented in other
contexts. The integrated 3D resource controls can be built on
APIs and implemented as software components that allow
for user interaction with 3D objects and functionality.

In operation, an 1mdication can be received to perform an
operation associated with a 3D object. A 3D resource control
associated with the operation 1s accessed to support per-
forming the operation; the 3D resource control 1s a control
defined using a 3D resource integration system. An input 1s
received using one or more control elements of the 3D
resource control. Based on receiving the input, executing the
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operation with the 3D object associated with the operation
and the 3D resource control. In one embodiment, the 3D
resource control 1s a file explorer 3D resource control with
one or more control elements and operates to generate a
3D-based graphical intertace (e.g., a file explorer control
interface) for accessing 3D objects via an application or an
operating system. The file explorer 3D resource control with
the one or more control elements further operates to generate
a selectable icon for an augmented reality control for tran-
sitioning to an augmenting reality view interface.

This summary 1s provided to introduce a selection of
concepts 1 a simplified form that are further described
below 1n the detailed description. This summary 1s not
intended to 1dentify key features or essential features of the
claimed subject matter, nor 1s it intended to be used 1n
1solation as an aid 1n determining the scope of the claimed
subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention i1s described 1n detail below with
reference to the attached drawing figures, wherein:

FIG. 1 1s a schematic showing an exemplary 3D resource
integration system, 1n accordance with embodiments of the
present 1nvention;

FIG. 2 1s an illustration of a lock screen with an animated
3D object, 1n accordance with embodiments of the present
invention;

FIG. 3A 1s an 1llustration of a desktop window with an
ammated 3D object, 1n accordance with embodiments of the
present 1nvention;

FIG. 3B 1s an illustration of a desktop personalization
control interface with selectable 3D objects, 1n accordance
with embodiments of the present invention;

FIGS. 4A-4B are illustrations of an exemplary f{ile
explorer window for 3D objects, user input interface, and
ammated 3D objects, in accordance with embodiments of
the present invention;

FIGS. 5A-5B are illustrations of an exemplary file
explorer window for 3D objects with selectable control
menu, 1 accordance with embodiments of the present
invention;

FIGS. 6A and 6B are illustrations of an file explorer
window for 3D objects, 1n accordance with embodiments of
the present invention;

FIG. 7 1s an illustration of a file explorer window for 3D
objects including drag and drop functionality, 1n accordance
with embodiments of the present invention;

FIG. 8 1s an illustration of an ammated avatar in a chat
program, in accordance with embodiments of the present
invention;

FIG. 9A-9B 1s an illustration of a 3D resource control
supporting author mode of an application, 1n accordance
with embodiments of the present invention;

FIGS. 10A-10B are an 1illustration of a 3D resource
control supporting presentation mode of an application, 1n
accordance with embodiments of the present invention;

FIGS. 11A-11C are 1llustrations of a 3D resource control
supporting an augmented reality viewing, i accordance
with embodiments of the present invention;

FIGS. 12A and 12B are flow diagrams showing a method
for implementing a 3D resource integration system, 1n
accordance with embodiments of the present invention;

FIG. 13 1s an 1illustrated diagram showing exemplary
augmented reality images of a head-mounted display device,
in accordance with embodiments of the present invention;
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FIG. 14 1s a block diagram of an exemplary head-mounted
display device, in accordance with embodiments of the
present mvention; and

FIG. 15 1s a block diagram of an exemplary computing
environment suitable for use 1n 1mplementing embodiments
of the present invention.

DETAILED DESCRIPTION

Computing systems support performing diflerent types of
tasks based on computing components. An operating system
1s generally responsible for managing computer hardware
and software for providing common service to computing
applications. An operating system can, for example, provide
access to data stored in association with the operating
system. The operating system can also support, using com-
mon services, applications that access stored data and per-
form coordinated functions, tasks and other activities. Inno-
vations 1n computing technology have developed new types
of computing objects and corresponding computing func-
tionality and features to be managed by an operating system
and 1ntegrated into existing applications 1n different ways. In
particular, three-dimensional (3D) objects (e.g., virtual
object or augmented reality objects) that are representations
of geometric data can be integrated into an operating system,
applications, and other computing operations to provide
improved visualization of different types of user activities
and tasks.

Embodiments of the present invention provide simple and
cilicient methods for providing a three-dimensional (3D)
resource integration system. The 3D resource integration
system can refer to a set of Application Programming
Interfaces that allow for the integration of 3D resources into
an operating system and applications. The 3D resource
integration system can support integration of 3D resources
into different types of functionality, such as, operating
system functionality, file explorer functionality, application
functionality, and augmented reality functionality. The 3D
resources can be used to generate more interactive and
visually stimulating graphical interfaces. The 3D resources
can also seamlessly operate with existing features and
applications leveraging existing functionality while specifi-
cally introducing 3D objects and features. The 3D integra-
tion system 1ncludes a 3D content store that operates with a
file explorer, itegrated 3D resource controls, and applica-
tion and operating system features. The 3D integration
system advantageously operates with an operating system
and applications running on the operating system. The
integrated 3D resource controls can be selectively integrated
into diflerent applications and operating system features to
support corresponding functionality. It 1s contemplated that
the integrated 3D resource controls can also be indepen-
dently implemented in other contexts. The integrated 3D
resource controls can be built on APIs and implemented as
soltware components that allow for user interaction with 3D
objects and functionality.

In operation, an indication to perform an operation, asso-
cliated with a 3D object, 1s received. One or more 3D
resource controls, associated with the operation to support
performing the operation, are accessed, from a 3D integra-
tion manager. The 3D resource control 1s a defined set of
istructions on how to integrate 3D resources with 3D
objects for generating 3D-based graphical interfaces asso-
ciated with operations of application features and operating
system features. An imnput based on one or more control
clements of the one or more 3D resource controls 1is
received, from the 3D integration manager. The mput com-
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prises the one or more control elements that operate to
generate a 3D-based graphical interface for the operation.
Based on receiving the input, executing the operation with
the 3D object and the 3D-based graphical interface for the
operation. The 3D resource control can specifically be a file
explorer 3D resource control with one or more control
clements and operates to generate a 3D-based graphical
interface (e.g., a file explorer control interface) for accessing
3D objects via an application or an operating system. The
file explorer 3D resource control with the one or more
control elements further operates to generate a selectable
icon for an augmented reality control for transitioning to an
augmenting reality view interface.

Accordingly, three-dimensional (3D) objects (e.g., virtual
objects or augmented reality objects) that are representations
ol geometric data can be integrated into an operating system,
applications, and other computing operations to provide
improved visualization of different types of user activities
and tasks.

With reference to FIG. 1, embodiments of the present
disclosure can be discussed with reference to an exemplary
3D resource integration system 100 that is an operating
environment for implementing functionality described
heremn. The 3D resource mtegration system 100 includes a
3D resource integration manager 110 having a plurality of
3D resource controls 120A-120D and a file explorer man-
ager 130, the system further includes an OS features man-
ager 140 and a plurality of applications 150A-150C, and a
3D content store 160 having a local store 160A and a cloud
store 160B. The 3D resource integration system 100 can
operate on a computing device or a head mounted display
device. The computing device may include any type of
computing device described below with reference to FIG.
15, and the HMD may include any type of HMD or
augmented reality device described below with reference to
FIGS. 13 and 14.

For detailed discussion purposes, the augmented reality
device 1s an exemplary head mounted display (HMD)
device, but other types of augmented reality devices are
contemplated with embodiments of the present disclosure.
The HMD 1s a scene-aware device that understands elements
surrounding a real world environment and generates virtual
objects to display as augmented reality images to a user.
HMD can be configured to capture the real world environ-
ment based on components of the HMD. The HMD can
include a depth camera and sensors that support understand-
ing elements of a scene or environment, for example,
generating a 3-D mesh representation of a real world envi-
ronment. The HMD can also include an augmented reality
emitter for projecting virtual objects or 1images 1n the real
world based at least in part of the 3-D mesh representation.
In this regard, the HMD can specifically include function-
ality (e.g., augmented reality or mixed-reality experiences)
that can be supported using the mixed-input pointing device
120 operating based on the 3D resource integration system
100 mechanism or manager 110.

A mechanism as used herein refers to any device, process,
or service or combination thereof. A mechanism may be
implemented using components as hardware, software, firm-
ware, a special-purpose device, or any combination thereof.
A mechanism may be integrated into a single device or 1t
may be distributed over multiple devices. The various com-
ponents of a mechanism may be co-located or distributed.
The mechanism may be formed from other mechanisms and
components thereof. The components of the 3D resource
integration mechanism facilitate providing 3D resource inte-
gration.
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With continued reference to FIG. 1, the 3D resource
integration manager 110 1s responsible for providing access
to the plurality of 3D resource controls 120A-120D and a file
explorer manager 130. A selected resource control can be
implemented on one or more applications or via the oper-
ating systems to support particular application and operating
system features. The 3D resource control can be provided
through the 3D resource integration manager 110 via mes-
sages for corresponding applications or operating system to
access and utilize a 3D resource control. For example, an
application may want to access a 3D object and as such afile
explorer can be launched via the application based at least 1n
part on the 3D resource integration manager.

A file explorer (e.g., a file explorer control interface) 1s
provided based on a file explorer manager 130 that provides
access to a 3D content store 160 having a local store 160A
and a cloud store 160B. The file explorer manager 130 can
operate with applications and the operating system to pro-
vide the file explorer as a 3D resource control (1.e., a file
explorer 3D resource control) for access to 3D objects.
Several diflerent applications can access 3D objects 1n the
3D content store 160 through the file explorer 3D resource
control that i1s integrated into the application. For example,
a document-authoring and presentation-authoring applica-
tion can include the file explorer 3D resource control added
as a modular interface for accessing 3D objects 1n different
ways supported by the file explorer.

The file explorer 3D resource control can include different
types ol control elements and graphical user interaction
clements to support an intuitive way of accessing 3D objects
(e.g., a file explorer control interface). In particular, the file
explorer 3D resource control can present 3D objects based
on the particular attributes of the 3D object or application
accessing the 3D object. For example, at least partial rota-
tion or animation of a selected 3D object can be performed
directly from the file explorer. In this regard, a user can have
the necessary information needed to make a selection.
Further, traditional drag and drop functionality can be imple-
mented for dragging and dropping 3D objects mto directly
into applications. The drag and drop operations can further
include an amimation across the desktop during the drag and
drop; the animations can leverage the 3D object attributes.
The file explorer 3D resource control can further be inte-
grated with other 3D resource controls to provide function-
ality directly from the file explorer. By way of example, the
file explorer 3D resource control may incorporate, by way of
a button or selectable 1con, an augmented reality viewer
control that can facilitate transitioning from selecting a 3D
object mto an augmented reality viewer control interface
having the selected 3D object being viewed as a hologram
in the real world.

It 1s contemplated that applications and the file explorer
may integrate the 3D resource controls 1n other ways and not
limited to directly querying the 3D resource control inte-
gration manager 110. For example, an application may
access and provide a graphical user interface control (e.g.,
application ribbon) automatically upon launching to support
the 3D resource control via the application. Other variations
and combinations of accessing, integration, launching, and
executing 3D resource controls are contemplated with
embodiments described herein.

The operating system features manager 1s responsible for
managing operating system features that are implemented
using the 3D resource mtegration system 100. In particular,
operating system features can integrate 3D resource controls
and the file explorer resource control into functionality of
the operating system that previously operated without 3D
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objects. For example, a lock screen feature associated with
an operating system can integrate a 3D object as part of the
lock screen and further integrate the 3D object into lock
screen functionality. Another operating system feature can
be a desktop background that can be implemented as a 3D
object. The 3D object can be part of a personalization control
interface that has been adapted to provide support to select-
ing (e.g., via the file explorer control interface) and imple-
menting 3D objects as desktop background. Additional
attributes of the 3D object (e.g., animation, rotation etc.) are
configurable to provide enhanced desktop backgrounds. For
example, a background scene that amimates from dusk to
dawn can be aligned to the time of the day such that the 3D
object animation 1s i1n sync with the time of day. Other
variations and combination of operating system features are
contemplated with embodiments of the present disclosure.

With reference to FIGS. 2-11, several illustrations of
exemplary implementations of a 3D resource integration
system, 1n accordance with embodiments of the present
disclosure, are provided. The 3D objects and 3D resource
controls are implemented on operating system features, file
explorer and applications using the 3D resource integration
manager. Turning to FIG. 2, FIG. 2 1s an 1llustration of a lock
screen 200 that incorporates a 3D object 202. The 3D object
can have predefined animations that are performed. The 3D
object can be animated based on user interaction and actions
at the lock screen. The 3D object can be a portion of the lock
screen and displayed in combination with other elements of
the lock screen. The 3D object can be an avatar. In particular,
the 3D object can be an avatar representing a digital personal
assistant. As such, 1t 1s further contemplated that digital
personal assistant queries and operations can be performed
based on interactions with the avatar at the lock screen.

FIGS. 3A and 3B illustrate another exemplary operating
system feature that operates based on integrated 3D resource
controls. FIG. 3A includes a desktop where the background
1s a 3D object 302. The 3D object can be selected and
implemented such that the 3D object animates in the back-
ground of the desktop. Further, a 3D object can be person-
alized via an existing personalization control interface. As
shown 1n FIG. 3B, a 3D object background configuration
panel 3008 can be an integrated panel such that a preview
and selection of 3D objects 1s part of an existing personal-
1zation control intertace. As discussed above, it 1s contem-
plated that the attributes of 3D object can be mncorporated
into the functionality (e.g., personalization) of the operating
system features to provide additional options for personal-
1zation.

FIGS. 4A and 4B 1nclude illustrations of an exemplary file
explorer window 402 (i.e., a file explorer control interface)
for 3D objects, a user mput interface 404, animated 3D
object 406, application 408 on a desktop 400 in accordance
with embodiments described herein. At a high level, FIGS.
4A and 4B highlight integration of 3D objects based on 3D
object resource controls at the application level, OS level,
and file explorer. As shown, all three levels operate to
provide functionality between the different functional envi-
ronments. For example, the file explorer allows for drag and
drop functionality between the file explorer and an applica-
tion (e.g., email application). The user input interface (e.g.,
a touchscreen keyboard) can present a plurality of 3D
objects that when selected (e.g., selection of 3D object 406)
can be animated across the desktop into the application 408
as shown in FIG. 4B.

In FIG. SA the file explorer further supports selecting 3D
object based on specific attributes associated with the 3D
object. It 1s contemplated that selection of the particular
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attribute automatically previews the 3D object with the
selected attribute. The selected attribute (e.g. wireframe
504) can be further associated with additional sub-attributes
(e.g., sub-attributes 510) which can also be selected and
previewed.

The file explorer in FIG. 6A also supports a selectable
button that automatically changes the user interface into an
augmented reality viewer, as discussed herein in more detail.
The file explorer 1n FIG. 6B illustrates a selection of a 3D
object 610A and an operation being triggered on the shadow
illustration 610B of the 3D object. For example, the 3D
object 610 may be rotating but upon selection the rotation 1s
stopped or grayed-out as shown in shadow 1illustration 6108
to indicate selection of the 3D object 620. It 1s contemplated
that such indications can be based on 1nherenet properties of
the 3D objects (e.g., capacity to rotate 360 degrees or
perform a predefined animation). Other variations of visual
indications of selections are contemplated with embodi-
ments described herein. As shown in FIG. 7, a selected
object can be dragged and dropped 1nto an document editing
application that supports authoring text in combination with
3D objects.

FI1G. 8 illustrates an integration of 3D objects as ammated
avatars within a chat program. As discussed, applications via
the 3D resource manager and 3D resource controls can
integrate functionality and 3D objects 1nto existing applica-
tion. In this case, the chat application can leverage the
integration resources and incorporate 3D objects as avatars
(c.g., 810 and 820) into the chat application. The avatars and
their 3D animation features can automatically animate or be
incorporated into specific fTunctionality of the chat applica-
tion. For example, when a user associated with 3D object
avatar 810 1s typing the 3D object can be animated and vice
versa. Other vanations of 3D object attributes associated
with existing functionality of an application are contem-
plated with embodiments described herein.

FIGS. 9A and 9B are illustrations of a an application
having a 3D resource control interface (e.g., application
ribbon interface 902A and file explore control interface
902B 1n FIG. 9A and augmented reality control interface
902C 1n FIG. 9B) incorporated 1nto the application interface.
The 3D resource control can be made available from the 3D
resource manager. The 3D resource control can be available
via the application at launch time of the application or
anytime the functionality associated with the 3D resource
control 1s triggered. For example, the 3D resource control
can support accessing the file explorer to access 3D objects.
As shown, a file explorer control interface 902B can be
generated based on selecting the 3D resource control to
access 3D objects. In this regard, existing applications can
integrate 3D resource controls and functionality that utilize
functional operators available at the existing applications.
Other functionality not previously available via the appli-
cation may also be possible. For example, as shown i FIG.
9B, functionality associated with projecting directly from
the application to an augmented reality viewer (e.g., select-
able “view as hologram button™) and layout options 904
specifically associated with attributes of the 3D objects can
be functionality that 1s incorporated as new functionality in
existing applications. In this regard, the 3D resource controls
support authoring documents with integrated 3D objects and

functionality.
With reference to FIGS. 10A and 10B, 3D objects can

allow for interactive functionality in a presentation docu-
ment that further includes a presentation mode of the docu-
ment. For example, during a presentation mode, 3D objects
can be mtegrated into a presentation application, such that
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during a presentation, specific functionality associated with
the 3D objects can be performed. As shown i FIG. 10A, the
3D object 1010 has been incorporated as an active object for
presentation mode. As such, during presentation mode, the
3D object can support interactive functionality configured
during an authoring mode. In FIG. 10B, another exemplary
3D object 1020 that 1s authored to leverage the different
perspectives ol the 3D object. The 3D object 1030 can be
authored, such that, on each individual slhide a different
perspective of the 3D object 1s shown (e.g., 1020A, 10208,
1020C, and 1020D). As such, during a presentation mode an
automatic 1nterpolation between different perspectives 1s
performed as the presentation goes form slide to slide. Other
variations and combination of functionality of 3D objects
that can be authored and provided for presentation are
contemplated with embodiments described herein.

With reference to FIGS. 11A-11C, a web browsing appli-
cation can be integrated with 3D resource controls that
support augmented reality views. For example, a user can
use a browser application to access a shopping portal and
select a 3D object 1110A of an 1tem the user would like to
purchase. Within the browser application 1s a 3D resource
control that support determiming that the 3D object can be
used to augmented reality view and providing and interface
to do so. As shown 1n FIG. 11B, 1110B 1s selected for an
augmented reality view (e.g., via an augmented reality
control interface). In FIG. 11C, the user views the 3D object
1110C 1n his actual space and at scale to inform his decision
prior to making a purchase.

With reference to FIG. 12A, FIG. 12A illustrates an
exemplary method 1200A for implementing a 3D resource
integration system. The method can be implemented using
the 3D resource integration system described above. Initially

at block 1210A, an indication to perform an operation,
associated with a 3D object, 1s recerved. At block 1220A,
one or more 3D resource controls, associated with the
operation, to support performing the operation, are accessed
from a 3D integration manager. The 3D resource control 1s
a defined set of 1instructions on how to integrate 3D resources
with 3D objects for generating 3D-based graphical inter-
faces associated with operations of application features and
operating system features.

At block 1230A, an 1nput, based on one or more control
elements of the one or more 3D resource controls, 1s
received from the 3D integration manager. The input com-
prises the one or more control elements that operate to
generate a 3D-based graphical interface for the operation. At
block 1240A, based on recerving the input, the operation 1s
executed with the 3D object and 3D-based graphical inter-
face for the operation.

The operation and the 3D object can be associated with a
desktop background operating system {eature. The 3D
object 1s integrated into the desktop background based on
the 3D resource control, such that, based on user input for
the desktop background, the 3D-based graphical interface 1s
generated with the 3D object. Also, the operation and the 3D
object may be associated with a lock screen operating
system feature. "

The 3D object 1s integrated into the lock
screen based on the 3D resource control, such that, based on
user mput at lock screen the 3D-based graphical interface 1s
generated with the 3D object.

Further, the operation and the 3D object are associated
with an interactive functionality configured i1n authoring-
mode for a presentation-authoring application 1n presenta-
tion mode. The 3D object 1s may also be itegrated into the
presentation-authoring application based on the 3D resource
control, the 3D object, for each slide of the presentation-
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authoring application 1s associated with a selected 3D per-
spective from a plurality of 3D perspectives of the 3D
object, such that, based on user mput, 3D-based graphical
interface 1s generated with the 3D object automatically
interpolating between perspectives of corresponding slides.
The operation and the 3D object can be associated with an
avatar feature of a chat application. The 3D-based graphical
interface comprises animating an avatar of the avatar feature
based on functionality of the chat application.

With reference to FIG. 12B, FIG. 12B illustrates an
exemplary method 12008 for implementing a 3D resource
integration system. The method can be implemented using
the 3D resource integration system described above. Initially
at block 1210B, initialize a file explorer 3D resource control.
The file explorer 3D resource control 1s a defined set of
instructions on how to integrate 3D resources with 3D
objects for generating 3D-based graphical interfaces asso-
ciated with operations an application or an operating system.
The file explorer 3D resource control generates the
3D-based graphical interface for the operation based on
attributes of the 3D object and the application or operating
system associated with the operation. The 3D-based graphi-
cal interface comprises a file explorer control interface from
which a plurality of 3D perspectives of the 3D object are
displayed and 3D actions of the 3D object are directly
performed.

In one embodiment, the file explorer 3D resource control
with the one or more control elements operates to generate
a selectable 1con for an augmented reality control, the
augmented reality control operates to transition from select-
ing the 3D object into an augmented reality control interface
where the 3D object 1s viewable as a hologram 1n a real
world environment.

At block 1220B, for an operation associated with a 3D
object, 1t 1s determined that the file explorer 3D resource
control 1s operable to generate a 3D-based graphical inter-
tace for the operation. The operation and the 3D object are
associated with a file explorer control interface and an
application interface or an operating system interface, where
the 3D object 1s integrated into the file explorer control
interface and the application interface or operating system
interface, such that, based on user mput, the 3D-based
graphical interface i1s generated comprising the 3D object
transitioming from the file explorer control interface to the
application interface or the operating system interface. The
operation can be a drag and drop operation from a file
explorer control interface to an application interface.

At block 1230B, an input 1s communicated based on one
or more control elements of the file explorer 3D resource
control. The input comprises the one or more control ele-
ments that operate to generate a 3D-based graphical inter-
tace for the operation. The operation 1s executed with the 3D
object and the 3D-based graphical interface. For example,
the operation and the 3D object can be associated with a
desktop background operating system feature, where the 3D
object 1s integrated into the desktop background. The file
explorer 3D resource control generates a file explorer con-
trol interface within a personalization control interface for
selecting 3D object for the desktop background.

With reference to FIG. 13, exemplary images of a head-
mounted display (HMD) device 1302 are depicted. Aug-

mented reality 1mages (e.g., 1304A, 1304B and 1304C),
comprising corresponding virtual images provided by the
HMD 1302 device, generally include the virtual images that
appear superimposed on a background and may appear to
interact with or be integral with the background 1306. The
background 1306 1s comprised of real-world scene, e.g., a
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scene that a user would perceive without augmented reality
image emitted by the HMD 1302 device. For example, an
augmented reality image can include the recipe book icon
1304C that appears superimposed and hanging in mid-air 1n
front of the cooking oven or wall of the background 1306.

Turning to FIG. 14, the HMD device 1402 having the

user-height-based rendering mechanism 1440 1s described in
accordance with an embodiment described herein. The

HMD device 1402 includes a see-through lens 1410 which

1s placed 1n front of a user’s eye 1414, similar to an eyeglass
lens. It 1s contemplated that a pair of see-through lenses
1410 can be provided, one for each eye 1414. The lens 1410
includes an optical display component 1428, such as a beam
splitter (e.g., a halt-silvered mirror). The HMD device 1402

includes an augmented reality emitter 1430 that facilitates
projecting or rendering the of augmented reality images.
Amongst other components not shown, the HMD device

also includes a processor 1442, memory 1444, interface
1446, a bus 1448, and additional HMD components 1450.

The augmented reality emitter 1430 emats light representing
a virtual image 1402 exemplified by a light ray 1408. Light
from the real-world scene 1404, such as a light ray 1406,
reaches the lens 1410. Additional optics can be used to
refocus the virtual image 1402 so that 1t appears to originate
from several feet away from the eye 1414 rather than one
inch away, where the display component 1428 actually 1s.
The memory 1444 can contain mstructions which are
executed by the processor 1442 to enable the augmented
reality emitter 1430 to perform functions as described. One
or more of the processors can be considered to be control
circuits. The augmented reality emitter communicates with
the additional HMD components 1450 using the bus 1448
and other suitable communication paths.

Light ray representing the virtual image 1402 1s reflected
by the display component 1428 toward a user’s eye, as
exemplified by a light ray 1410, so that the user sees an
image 1412. In the augmented-reality image 1412, a portion
of the real-world scene 1404, such as, a cooking oven 1s
visible along with the entire virtual image 1402 such as a
recipe book 1con. The user can therefore see a mixed-reality
or augmented-reality image 1412 in which the recipe book
icon 1s hanging 1n front of the cooking oven 1n this example.

Other arrangements and elements (e.g., machines, inter-
faces, functions, orders, and groupings of functions, etc.)
can be used 1n addition to or instead of those shown, and
some elements may be omitted altogether. Further, many of
the elements described herein are functional entities that
may be implemented as discrete or distributed components
or in conjunction with other components, and 1n any suitable
combination and location. Various functions described
herein as being performed by one or more entities may be
carried out by hardware, firmware, and/or software. For
instance, various functions may be carried out by a processor
executing instructions stored 1n memory.

Having described embodiments of the present invention,
an exemplary operating environment 1n which embodiments
of the present invention may be implemented 1s described
below 1n order to provide a general context for various
aspects of the present invention. Referring mnitially to FIG.
10 1n particular, an exemplary operating environment for
implementing embodiments of the present invention 1is
shown and designated generally as computing device 1000.
Computing device 1000 1s but one example of a suitable
computing environment and 1s not intended to suggest any
limitation as to the scope of use or functionality of the
invention. Neither should the computing device 1000 be
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interpreted as having any dependency or requirement relat-
ing to any one or combination of components illustrated.

The invention may be described 1n the general context of
computer code or machine-useable instructions, including
computer-executable mnstructions such as program modules,
being executed by a computer or other machine, such as a
personal data assistant or other handheld device. Generally,
program modules including routines, programs, objects,
components, data structures, etc. refer to code that perform
particular tasks or implement particular abstract data types.
The mvention may be practiced mn a variety of system
configurations, including hand-held devices, consumer elec-
tronics, general-purpose computers, more specialty comput-
ing devices, etc. The invention may also be practiced 1n
distributed computing environments where tasks are per-
formed by remote-processing devices that are linked through
a communications network.

With reference to FIG. 15, computing device 1500
includes a bus 1510 that directly or indirectly couples the
following devices: memory 1512, one or more processors
1514, one or more presentation components 1516, input/
output ports 1518, input/output components 1520, and an
illustrative power supply 1522. Bus 1510 represents what
may be one or more busses (such as an address bus, data bus,
or combination thereof). Although the various blocks of
FIG. 15 are shown with lines for the sake of clarity, 1n
reality, delineating various components 1s not so clear, and
metaphorically, the lines would more accurately be grey and
tuzzy. For example, one may consider a presentation com-
ponent such as a display device to be an I/O component.
Also, processors have memory. We recognize that such 1s the
nature of the art, and reiterate that the diagram of FIG. 15 1s
merely 1llustrative of an exemplary computing device that
can be used 1n connection with one or more embodiments of
the present mvention. Distinction 1s not made between such
categories as “workstation,” “server,” “laptop,” “hand-held
device,” etc., as all are contemplated within the scope of
FIG. 15 and reference to “computing device.”

Computing device 1500 typically includes a variety of
computer-readable media. Computer-readable media can be
any available media that can be accessed by computing
device 1500 and includes both volatile and nonvolatile
media, removable and non-removable media. By way of
example, and not limitation, computer-readable media may
comprise computer storage media and communication
media.

Computer storage media include volatile and nonvolatile,
removable and non-removable media implemented in any
method or technology for storage of information such as
computer-readable instructions, data structures, program
modules or other data. Computer storage media includes, but
1s not limited to, RAM, ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other medium which can be used to
store the desired mformation and which can be accessed by
computing device 1500. Computer storage media excludes
signals per se.

Communication media typically embodies computer-
readable instructions, data structures, program modules or
other data in a modulated data signal such as a carrier wave
or other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information 1n the
signal. By way of example, and not limitation, communi-
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cation media includes wired media such as a wired network
or direct-wired connection, and wireless media such as
acoustic, RF, infrared and other wireless media. Combina-
tions of any of the above should also be included within the
scope of computer-readable media.

Memory 1512 includes computer storage media 1n the
form of volatile and/or nonvolatile memory. The memory
may be removable, non-removable, or a combination
thereof. Exemplary hardware devices include solid-state
memory, hard drives, optical-disc drives, etc. Computing
device 1500 1ncludes one or more processors that read data
from various entities such as memory 1512 or I/O compo-
nents 1520. Presentation component(s) 1516 present data
indications to a user or other device. Exemplary presentation
components include a display device, speaker, printing com-
ponent, vibrating component, efc.

I/0 ports 1518 allow computing device 1500 to be logi-
cally coupled to other devices including I/O components
1520, some of which may be built 1n. Illustrative compo-
nents include a microphone, joystick, game pad, satellite
dish, scanner, printer, wireless device, etc.

Embodiments described in the paragraphs above may be
combined with one or more of the specifically described
alternatives. In particular, an embodiment that 1s claimed
may contain a reference, 1n the alternative, to more than one
other embodiment. The embodiment that 1s claimed may
specily a further limitation of the subject matter claimed.

The subject matter of embodiments of the invention 1s
described with specificity herein to meet statutory require-
ments. However, the description itself 1s not intended to
limit the scope of this patent. Rather, the inventors have
contemplated that the claimed subject matter might also be
embodied 1n other ways, to include different steps or com-
binations of steps similar to the ones described in this
document, in conjunction with other present or future tech-
nologies. Moreover, although the terms “step” and/or
“block™ may be used herein to connote diflerent elements of
methods employed, the terms should not be interpreted as
implying any particular order among or between various
steps herein disclosed unless and except when the order of
individual steps 1s explicitly described.

For purposes of this disclosure, the word “including’ has
the same broad meaning as the word “comprising,” and the
word “accessing’ comprises “receiving,” “referencing,” or
“retrieving.” In addition, words such as “a” and “an,” unless
otherwise indicated to the contrary, include the plural as well
as the singular. Thus, for example, the constraint of “a
feature” 1s satisfied where one or more features are present.
Also, the term “or” includes the conjunctive, the disjunctive,
and both (a or b thus includes eirther a or b, as well as a and
b).

For purposes of a detailed discussion above, embodiments
of the present mvention are described with reference to a
head-mounted display device as an augmented reality
device; however the head-mounted display device depicted
herein 1s merely exemplary. Components can be configured
for performing novel aspects of embodiments, where con-
figured for comprises programmed to perform particular
tasks or implement particular abstract data types using code.
Further, while embodiments of the present invention may
generally refer to the head-mounted display device and the
schematics described herein, 1t 1s understood that the tech-
niques described may be extended to other implementation
contexts.

Embodiments of the present invention have been
described 1n relation to particular embodiments which are
intended 1n all respects to be illustrative rather than restric-
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tive. Alternative embodiments will become apparent to those
of ordinary skill in the art to which the present invention
pertains without departing from its scope.

From the foregoing, 1t will be seen that this imvention 1s
one well adapted to attain all the ends and objects herein-
above set forth together with other advantages which are
obvious and which are inherent to the structure.

It will be understood that certain features and sub-com-
binations are of utility and may be employed without
reference to other features or sub-combinations. This 1s
contemplated by and 1s within the scope of the claims.

The 1nvention claimed 1s:

1. A system for implementing three-dimensional (3D)

resource integration, the system comprising:

a 3D integration manager having a plurality of 3D
resource controls, wherein each of the plurality of 3D
resource controls 1s a defined set of instructions for
integrating 3D resources with 3D objects, when opera-
tions are performed, for generating 3D-based graphical
interfaces associated with operations of 2D-based fea-
tures of an application and an operating system,
wherein 1integrating the 3D resources alters the
2D-based {features with 3D objects and 3D-based
graphical interfaces;

an application or operating system configured to:

receive, within a 2D-based graphical interface, an indi-
cation to perform an operation associated with a 3D
object from the 3D objects, wherein the operation 1s
associated with a 2D-based feature of the application or
the operating system that 1s performed differently based
on integrated 3D resource controls, wherein the 3D
object 1s a predefined 3D object assessable via a 3D
object store;

access, from the 3D integration manager, one or more of
the 3D resource controls associated with the operation
to support performing the operation, wherein the 3D
integration manager comprises the one or more 3D
resource controls associated with the application or the
operating system for controlling 3D objects that are
accessed via the 3D object store, wherein the one or
more 3D resource controls are integrated with the
2D-based feature of the application or the operating
system:

receive, from the 3D integration manager, an input based
on one or more control elements of the one or more 3D
resource controls, wherein the input comprises the one
or more control elements that operate to generate a
3D-based graphical interface for the operation; and

based on the receiving the input, executing the operation
based on the 3D resource mtegration manager provid-
ing the one or more 3D resource controls for the
application or the operating system to control the 3D
object associated with the one or more 3D resource
controls and accessed via the 3D object store, wherein
executing the operation comprises selectively modify-
ing an existing 2D-based graphical interface of the
2D-based feature of the application or the operating
system by 1ntegrating a portion of the existing
2D-based graphical interface with the 3D object and the
3D-based graphical interface for the operation, causing
a Tunctionality of the operation 1s executed with the
integrated 3D object and the 3D-based graphical inter-
face when the operation 1s selected for execution.

2. The system of claim 1, wherein one of the plurality of

3D resource controls 1s a file explorer 3D resource control
with one or more control elements that operate to generate
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3D-based graphical interfaces for accessing 3D objects via
an application or an operating system.

3. The system of claim 2, wherein the file explorer 3D
resource control generates the 3D-based graphical interface
for the operation based on attributes of the 3D object and the
application or operating system associated with the opera-
tion, wherein the 3D-based graphical interface comprises a
file explorer control interface from which a plurality of 3D
perspectives of the 3D object are displayed and 3D actions
of the 3D object are directly performed.

4. The system of claim 2, wherein the operation 1s a drag
and drop operation from a file explorer control interface to
an application interface, wherein the 3D-based graphical
interface comprises a 3D-based drag and drop animation of
the 3D object across a desktop of the operating system from
the file explorer control interface to the application interface.

5. The system of claim 2, wherein the file explorer 3D
resource control with the one or more control elements
operates to generate a selectable 1con for an augmented
reality control, the augmented reality control operates to
transition from selecting the 3D object into an augmented
reality control interface where the 3D object 1s viewable as
a hologram 1n a real world environment.

6. The system of claim 1, wherein the operation and the
3D object are associated with a lock screen operating system
feature, wherein the 3D object 1s integrated into the lock
screen based on the 3D resource control, such that, based on
user put at lock screen the 3D-based graphical interface 1s
generated with the 3D object.

7. The system of claim 1, wherein the operation and the
3D object are associated with a desktop background oper-
ating system feature, wherein the 3D object 1s integrated into
the desktop background based on the 3D resource control,
such that, based on user input for the desktop background,
the 3D-based graphical interface 1s generated with the 3D
object.

8. The system of claim 1, wherein the operation and the
3D object are associated with an interactive functionality
configured in authoring-mode for a presentation-authoring
application i presentation mode, wherein the 3D object 1s
integrated 1nto the presentation-authoring application based
on the 3D resource control, the 3D object executes the
interactive functionality based on user mput associated with
interactive functionality.

9. The system of claim 1, wherein the operation and the
3D object are associated with a file explorer control interface
and an application interface or an operating system interface,
wherein the 3D object 1s integrated into the file explorer
control interface and the application interface or operating
system 1nterface, such that, based on user input, the
3D-based graphical interface 1s generated comprising the 3D
object transitioning from the file explorer control interface to
the application interface or the operating system interface.

10. A computer-implemented method for implementing
three-dimensional (3D) resource integration, the method
comprising:

receiving, within a 2D-based graphical interface, an 1ndi-

cation to perform an operation associated with a 3D
object from a plurality of 3D objects, wherein the
operation 1s associated with a 2D-based feature of an
application or an operating system that i1s performed
differently based on 1ntegrated 3D resource controls,
wherein the 3D object 1s a predefined 3D object acces-
sible via a 3D object store;

accessing, from a 3D integration manager, one or more of

the 3D resource controls associated with the operation
to support performing the operation, wherein the 3D
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integration manager comprises the one or more of the
3D resource controls associated with the application or
the operating system for controlling 3D objects that are
accessed via the 3D object store, wherein each of the
3D resource controls 1s a defined set of instructions for
integrating 3D resources with the plurality of 3D
objects, when operations are performed, for generating
3D-based graphical interfaces associated with opera-
tions of 2D-based application features and operating
system features, the 3D resource controls are integrated
with the 2D-based feature of the application or the
operating system, wherein integrating the 3D resources
alters 2D-based application features and operating sys-
tem features with 3D objects and 3D-based graphical
interfaces:

receiving an input based on one or more control elements

of the one or more of the 3D resource controls, wherein
the mput comprises the one or more control elements
that operate to generate a 3D-based graphical interface
for the operation; and

based on the receiving the input, executing the operation

based on the 3D resource mtegration manager provid-
ing the one or more 3D resource controls for the
application or the operating system to control the 3D
object associated with the one or more 3D resource
controls and accessed via the 3D object store, wherein
the executing the operation comprises selectively
modifying an existing 2D-based graphical interface of
the 2D-based feature of the application or the operating
system by 1ntegrating a portion of the existing
2D-based graphical interface with the 3D object and the
3D-based graphical interface for the operation, causing
a Tunctionality of the operation 1s executed with the
integrated 3D object and the 3D-based graphical inter-
face when the operation 1s selected for execution.

11. The method of claim 10, wherein the operation and the
3D object are associated with a lock screen operating system
teature, wherein the 3D object 1s integrated into the lock
screen based on the 3D resource control, such that, based on
user 1input at lock screen the 3D-based graphical interface 1s
generated with the 3D object.

12. The method of claim 10, wherein the operation and the
3D object are associated with a desktop background oper-
ating system feature, wherein the 3D object 1s integrated into
the desktop background based on the 3D resource control,
such that, based on user input for the desktop background,
the 3D-based graphical interface i1s generated with the 3D
object.

13. The method of claim 10, wherein the operation and the
3D object are associated with an interpolation functionality
configured in authoring-mode for a presentation-authoring
application 1n presentation mode, wherein the 3D object 1s
integrated into the presentation-authoring application based
on the 3D resource control, the 3D object, for each shide of
the presentation-authoring application 1s associated with a
selected 3D perspective from a plurality of 3D perspectives
of the 3D object, such that, based on user mput, 3D-based
graphical interface 1s generated with the 3D object auto-
matically iterpolating between perspectives of correspond-
ing slides.

14. The method of claim 10, wherein the operation 1is
associated with an avatar feature of a chat application,
wherein the 3D-based graphical interface comprises animat-
ing an avatar of the avatar feature based on functionality of
the chat application.

15. The method of claim 10, wherein the 3D resource
control 1s a file explorer 3D resource control that operates to
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generate 3D-based graphical interfaces for accessing 3D
objects via an application or an operating system,

wherein the file explorer 3D resource control generates

the 3D-based graphical interface for the operation
based on attributes of the 3D objects and the applica-
tion or the operating system associated with the opera-
tion, and

wherein the 3D-based graphical interface comprises a file

explorer control interface from which 3D attributes of
the 3D object are displayed and 3D actions of the 3D
object are directly performed.
16. One or more computer storage media having com-
puter-executable instructions embodied thereon that, when
executed, by one or more processors, causes the one or more
processors to perform a method for implementing three-
dimensional (3D) resource itegration, the method compris-
ng:
imitializing, with a 3D integration manager, a file explorer
3D resource control, wherein the file explorer 3D
resource control 1s a defined set of instructions for
integrating 3D resources with 3D objects, when opera-
tions are performed, for generating 3D-based graphical
interfaces associated with the operations associated
with a 2D-based feature of an application or an oper-
ating system, wherein integrating the 3D resources
alters 2D-based application features and operating sys-
tem features with the 3D objects and the 3D-based
graphical interfaces,
receiving, within a 2D-based graphical interface, an 1ndi-
cation to perform an operation of an application or an
operating system, associated with a 3D object from a
plurality of 3D objects, wherein the 3D object 1s a
predefined 3D object accessible via a 3D object store,
determining that the file explorer 3D resource control 1s
operable to generate a 3D-based graphical interface for
the operation, wherein the operation is associated with
the 2D-based feature of the application or the operating
system that 1s performed differently based on the inte-
grated 3D resource controls, wherein the 3D integration
manager comprises the file explorer 3D resource con-
trol associated with the application or the operating
system for controlling the plurality of 3D objects that
are accessible via a 3D object store; and

communicating, from the 3D integration manager, an
input based on one or more control elements of the file
explorer 3D resource control, wherein the mput com-
prises the one or more control elements that operate to
generate a 3D-based graphical interface for the opera-
tion, wherein the operation 1s executed based on the 3D
resource 1Integration manager providing the file
explorer 3D resource control for the application or the
operating system to control the 3D object associated
with the file explorer 3D resource control and accessed
via the 3D object store, wherein executing the opera-
tion comprises selectively modilying an existing
2D-based graphical interface of the 2D-based feature of
the application or the operating system by integrating a
portion of the existing 2D-based graphical interface
with the 3D object and the 3D-based graphical interface
for the operation, causing a functionality of the opera-
tion 1s executed with the integrated 3D object and the
3D-based graphical interface when the operation 1is
selected for execution.

17. The media of claim 16, wherein the file explorer 3D
resource control generates the 3D-based graphical interface
for the operation based on attributes of the 3D objects and
the application or the operating system associated with the
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operation, wherein the 3D-based graphical interface com-
prises a {lile explorer control interface from which 3D
attributes of the 3D object are displayed and 3D actions of
the 3D object are directly performed.

18. The media of claim 16, wherein the operation 1s a drag 5
and drop operation from a file explorer control interface to
an application interface, wherein the 3D-based graphical
interface comprises a 3D-based drag and drop animation of
the 3D object across a desktop of the operating system from
the file explorer control interface to the application interface. 10

19. The media of claim 16, wherein the file explorer 3D
resource control generates a selectable icon for an aug-
mented reality control, the augmented reality control oper-
ates to transition from selecting the 3D object mto an
augmented reality control interface where the 3D object 1s 15
viewable as a hologram 1n a real world environment.

20. The media of claim 16, wherein the operation and the
3D object are associated with a desktop background oper-
ating system feature, wherein the 3D object 1s integrated into
the desktop background and wherein the file explorer 3D 20
resource control generates a file explorer control interface
within a personalization control interface for selecting 3D
object for the desktop background.

% ex *H & o



	Front Page
	Drawings
	Specification
	Claims

