12 United States Patent

Z.acarese et al.

US010771746B2

US 10,771,746 B2
Sep. 8, 2020

(10) Patent No.:
45) Date of Patent:

(54)

(71)

(72)

(73)

(%)

(21)
(22)

(65)

(63)

(1)

(52)

(58)

SYSTEM AND METHOD FOR
SYNCHRONIZING CAMERA FOOTAGE
FROM A PLURALITY OF CAMERAS IN
CANVASSING A SCENE

Applicant: PROBABLE CAUSE SOLUTIONS
LLC, Wantagh, NY (US)

Inventors: Richard Zacarese, Wantagh, NY (US);
Edward T. Rourke, Cornwall, NY
(US); Kevin T. Catalina, Sayville, NY
(US)

Assignee: Probable Cause Solutions LLC,
Wantagh, NY (US)

Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35
U.S.C. 154(b) by O days.

Appl. No.: 16/666,532

Filed: Oct. 29, 2019

Prior Publication Data

US 2020/0068176 Al Feb. 27, 2020

Related U.S. Application Data

Continuation of application No. 15/493,423, filed on
Apr. 21, 2017, now Pat. No. 10,499.016.

(Continued)
Int. CL
HO4N 7/18 (2006.01)
HO4N 5/77 (2006.01)
(Continued)
U.S. CL
CPC ............. HO4N 7/181 (2013.01); GO6F 16/71

(2019.01); GO6F 16/743 (2019.01);

(Continued)

Field of Classification Search
CPC combination set(s) only.
See application file for complete search history.

(56) References Cited

U.S. PATENT DOCUMENTS

6,144,375 A * 11/2000 Jam ... G11B 27/105
715/251
8,811,793 B2* 82014 Squyres ................... HO4N 5/77
386/224
9,621,768 B1* 4/2017 Lyon .........cooeeeernnn, HO4N 5/00
2003/0100326 Al 5/2003 Grube
2006/0171453 Al1* 8/2006 Rohlfing .......... GO8B 13/19656
375/240.01
(Continued)

OTHER PUBLICATTONS

Ace, Ethan “Resolving IP Camera/VMS Time Sync Problems”,
IPVM, Nov. 7, 2011 (YR: 2011).

Primary Examiner — Fabio S Lima
Assistant Examiner — Michael Robert Cammarata

(74) Attorney, Agent, or Firm — Betsy Kingbury Dowd,
Esq; BKDowd Law, P.C.

(57)

A method and system for synchronizing camera footage
from a plurality of cameras includes providing a database of
cameras, accessible via a user device, which stores a cor-
rection associated with each camera to a date/time 1n meta-
data associated with footage recorded by the camera, to
facilitate synchronization of footage recorded by each cam-
era to an actual date/time. The stored correction 1s applied to
camera(s) to determine an adjusted date/time 1n the metadata
corresponding to footage recorded at a particular date and
time; and the footage for the camera(s) 1s synchronized to
the particular date and time, based on the adjusted date/time
determined from the correction. Cameras for synchroniza-
tion are 1dentified based on location stored in the database.
A list of 1dentified cameras may be exported with a case or

UserID, and locations, adjusted metadata for synchroniza-
tion, and bases for the correction calculation. The list 1s
optionally generated via mapping functions.

ABSTRACT

20 Claims, 22 Drawing Sheets

230
IDENTIFYING CAMERAS ASSOCIATED
WITH AN INCIDENT OCCURRING AT
A PREDETERMINED DATE/TIME | 232
BASED ON LOCATION
ASSOCIATING EACH CAMERAWITHA |.-234
CORRECTION TO DATE/TIME METADATA
TO SYNCHRONIZE THE RECORDED
FOOTAGE TO AN ACTUAL DATAAND TIME
236 239
APPLYING EACH CAMERA'S CORRECTION
TO IDENTIFY ADJUSTED DATE/TIME METADATA ENTER NEW
CORRESPONDING TO FOOTAGE RECORDED [ DATE/TIME
AT THE ACTUAL PREDETERMINED DATE/TIME OF INCIDENT
233-\ l 240 044
y [ -
CORRECTIONS GENERATE LIST STORING
SIMULTANEQUSLY l DETAILS IN DB
EXPORT LIST [™242

l

ASSOCIATE LIST

T 243



US 10,771,746 B2
Page 2

(60) Provisional application No. 62/325,731, filed on Apr.

(51)

(52)

Related U.S. Application Data

21, 2016.

Int. CI.

GO6T 11/60
Gilb 27/10
GO6F 16/71
GO6F 16/74
GO6F 16/78
GO6T 11720
G061 11/00

GO6F 3/0486
GO6F 3/0484

GO6F 3/0482

G060 50/26

U.S. CL
CPC ........

(2006.01
(2006.01
(2019.01
(2019.01
(2019.01
(2006.01
(2006.01
(2013.01
(2013.01
(2013.01

(2012.01

L L T e I e L T N N

GO6F 16/7867 (2019.01); GO6T 11/206
(2013.01); GO6T 11/60 (2013.01); G11B 27/10
(2013.01); HO4N 5/77 (2013.01); GO6F

(56)

2008/0060034

2009/0015672
2011/0018998

2014/0313341

2014/0368601
2015/0168144
2015/0264296
2017/0155791
2017/0214843
2017/0251231
2017/0295464

3/0482 (2013.01); GO6F 3/0486 (2013.01);
GO6F 3/04842 (2013.01); GO6Q 50/26

Al*

Al
Al*

Al*

AN A AN

* cited by examiner

References Cited

3/2008

1/2009
1/2011

10/2014

12/201
6/201
9/201
6/201
7/201
8/201

10/201

~1 =1 =1 ~1 hh

U.S. PATENT DOCUMENTS

(2013.01)
Egnal ................... GO3B 15/006
725/105
Clapp
Guzik ..o G06K 9/00221
348/143
Stribling ............ HO4N 21/2743
348/157
deCharms
Barton
Devaux
Millikan
Boykin .............. HO4N 5/23203
Fullerton ........... HO4N 21/8547
Mottur



US 10,771,746 B2

Sheet 1 of 22

Sep. 8, 2020

U.S. Patent

Ve

S

91

9|}0Id

O,

v
ISITdAd 101e|NVED)

—: pEES

owl] ¥ 9led dAC

awll] ¥ aleq uaLn9

uoljed0 Jusling

UOI}BD07 40 SS8IPPY YA 481U
jo0le|ngen

UOZIIBA ooeee

¢l



US 10,771,746 B2

Sheet 2 of 22

Sep. 8, 2020

U.S. Patent

9¢

ve

8

|

o|l}0id ST AAQ 101e|N9ed)

© = ¢

sAeq
Ul oualalji

__HH
(_Ama)(_ad]

awil] *® 8jeq juapiou

__HH
(_MAM)(_ad]

ouwl] ¥ 9led dAC

101e|N2IRD

NV GE-L & UOZIISA 0000 @

¢ Dl



US 10,771,746 B2

Sheet 3 of 22

Sep. 8, 2020

U.S. Patent

8¢

8¢

9¢

142

ce

0¢

8t

o[10ld 1SI'THAd

V) —:

J01e|NdED

S—

J01e|N2IR ) 18S9y

a1e|noen

‘oWl | 0] 0K

‘9]e(] 0] 05

'SINOH

ul 8ouaJali(

‘she(

Ul 82UdJayi(]

101B|N2[EN

NV GE-2

& Old

< UOZIIoN co0e e




3|1§oid 1SI7 YAQ 101€|N0[BD 3|1j0id 1S17T HAQ 10)€|N0[ED 3|1j0id 1SI7 HAQ J01e|N%IRD

© = | © = H© © =

US 10,771,746 B2

SHEITRIED ul mocmu_me\MHm 2&6 " ! !
Nd 00:17€-G0 :9Wl| 0] 0K) " 9 » ! ! oWl ] % @le HAJ

g |
-
-~
&
= s B 8je( Juspiou]
o (_9roz)(___90J(__ ¥0]
00-11-10 - EERVEYETN owil| R aleq :Juaunn
M ’ wocmﬂ“wm 910c ! g Au susenb anuaae oW 0zZ-22
¥ p ! '

ouwll] ¥ ”led HAC

UOIe207 10 SSaIppPY HAQ 481U

jo1e|N9Ien j018|N2[BD joje|noren

ANV &E.8 = UOZLIDA 0008 e INY G618 25, LOZIISA 0000e AY CE: 8 S, UOZLIDN 0008 e

U.S. Patent



US 10,771,746 B2

Sheet 5 of 22

Sep. 8, 2020

U.S. Patent

)7

3

]

9)1J0id

O,

1SIT UAQ 101e[Nd[ED

—- i

A—— —

slieied JAd PPY

jolejnojen) 1esoy

ole|nojen

Nd 00-+€-G0 2awll] 0} 0K

910c/1€/€0 :9le( 0] 05

:SINOH

O0-LL- 1O - ul @duaiajid
lo}e|nojen

UOZIIBA Oceee




US 10,771,746 B2

Sheet 6 of 22

Sep. 8, 2020

U.S. Patent

89

2|401d 1817 WAQ 101e[NE])

© = B
SSION 1e9|9)

Sd.LON

selalle) J0lisiU]

sejawen) I0181xg

85

9¢

= HAQ ACIEINVED

..a..E..EE
- wfllnllu

selawen J01i191X]

s|qeiad 10N BiswWEN

Pap.L0oaYy awl| Jo yibua

IPPOIN ¥ ©XEIN HAJ

NOILLVYINGOSNE 5Ad

aUoyd 10BIU0N

SWEN OBIUOD

VINHOANI LOVINQOO

aUOo(] S|ielod HAJ |Joouen

05

1%

L)
<+

144

oll10ld 1ISIT HAJ AQIBINIED

P L P
- - . -

SWeN 1oBjuon .

NOLLYINHOANI LOVINGD

auoyd _

Al

SS8IpPY .

SLUEN UCIIRO0™

NOILYINHOANI NOILYOOT




US 10,771,746 B2

Sheet 7 of 22

. 2020

Sep. 8

Patent

U.S.

oJjoid 1S HAQ

101B[N2[EN

© = B
SQJ0N Jesg|n

'S9)0U
oU] 99s 0} 1sal e sIsiy|

Selawe”) Jo1aU|

BJOWEY) J0OLIB)XT

a|qelad 10N elawen

s|reyod YAQ 180UBN

31j0id 1S HAQ JorenoeD

) —: pac:

O o|qesad( 10N BIoWEN

sAeq o¢
00S2 bunswesg

NOILVINHOANI HAQ

Pyi-GGG (812)

oSO 1S9 |

NOILVINHOINI LOVLINOD

sieled HAQ  [eouen

=, UOZLISA 0000®

o[Joid 1S HAQ

101B|N2[EN

—- IR
O = i

NOILVINHOINI LOVLINOD

GGGG-GGG (81/)

suaany) ‘onuaAy IO ‘81-22

197 18UI0
NOILYWHOANI NOILYDO

S|ieled dAd |jaouen

=, UOZlIOA 0000®



US 10,771,746 B2

Sheet 8 of 22

. 2020

Sep. 8

. Patent

U.S

9l§Cid 1SI7T HAQ 10]E[NOED

o014 1S HAQ 101E[NJ[ED

o[ljCid 1SIT HAC 101E[NJED

|]ooUEeD)

00ge bunsuwies

dAd clsie(d 'S8J0U BU] 885 011881 B SISIy| |IBPOW B 9MBW 80UR||IBAINS
_ sajou
Ot | Py yy-GSS (812)
| 1odx3
vOl s|qeladQ 10N BloWED duoyd J0ejU0D

5580 1S
LUONBINJED PPY SeJawen) 018X 1581

98
-
—

sweu 10e1uod
sejowen) J0LS]u|

1p3 S|felep _ GGGG-GGG-8 12

auoyd uoneoo|
sAeq 0¢

Pap.I0oa8) awi] Jo Yibus L6311 AN
‘SUSBNY) ‘'suULdNY) ‘8NUBAY IO ‘8 1-22

L6S L L AN
'SUdBNE) ‘sussny) ‘enusAy IO ‘8 L-2¢

O
cO

NPRER

dew uo malA $Saippe Uoileao| 00€z Bunswesg

IOPOW B 8YEW S0UER||IBAINS

dew uo msia SS8Jppe UOIEDO)

1a(] JouI0
190 J 19(] JoUI0N

vrvy-GGG (81/)

NUBIN s|ela HAQJ Sjielad dAd NUSIN S|iela(d HAC

Nd PO-C i &2, UOZUBA OODOe AY 086 & UOZUSA 0000 e NV 086 &, UOZUGA 0000e

08
6.



2]1j01d 1SI7 HAQ 101e|N2[eD

US 10,771,746 B2

Sheet 9 of 22

Sep. 8, 2020

UOIBO0T JUBLIND O

_ | 40189 1 |

1S AQ |aouen

4 4 Nd /22! & UOZUSA oceee

6 Ol

U.S. Patent



US 10,771,746 B2

Sheet 10 of 22

Sep. 8, 2020

U.S. Patent

911104 1S JAd 10]E|NVED

00£Z bunsweg

I9pOW ¥ SYeW asUR||ISAINS

pip-GGS (81 2)
auoyd 10eju09

oSED ]SO}

aWBU JOBIU0D
GGGG-GG6-8L/
auoyd uoljeoo)

L691LE AN
‘suLINE) ‘susanY) ‘OnNuUSAY NON‘8L-22

dew uo MalA SSaJppe uoljedo|

18] Jau40n

NUSIN S|l dAJ

UQZIIOA 00008

06

06
96

0L DI

oilj0id

< ANHOA M

NUSIN

148

1S HAC

1IND 910¢

J01B|NOED

‘G judy

LLEECE HON “ejiuey
oojedwes‘gs ‘Abig‘obenues
obuwo‘Buip|ing J81uan) 188

buippng Jsquan) 189

1A 9102 ‘S judy

1004

ON ueljeyuen uepeyuen
IDMOT ‘1888 aJlusn ‘08

19941S 241us)

1A 9102 ‘9 |udy

16911 AN ‘suganp
‘suoany) ‘enusAy NON'8L-22

e J8ulio0n

1S HAQ

gt
~

'8leq ‘swepN yoieas E

LOZLIGA Q009 ®

c6



US 10,771,746 B2

Sheet 11 of 22

Sep. 8, 2020

U.S. Patent

001

96

o[l10id 1SN HAd 101E|NJEeD

N

<

148

|I90UB)

aouelsig Aq uos

pappy aleq Aq LoS

9102 82 UdIe\

SirAY!
AN ‘UAPMOO0Ig 19011S UOSWRBI €22

199415 1°9HIEIN YHON

9102 ‘62 YoIe

169 L1
AN ‘suaanp) ‘anuane 10Nl 2191

90e|d [|9pEeD Y 1003

'8le( ‘sweN yoiess N

1S JAQ

NV 8E-/ & UOZUSA 000 ee

Ol

46



3]1J0id 1SI7 HAQ 101B|N9jBD

1IND 9102 ‘G |udy

LLEL2 L HON "eliuey
ooedwes ogs ‘Abig‘obenueg
obuiwo@‘buip|ing Ja1usn 189

US 10,771,746 B2

Buip|ing J81ue) 1s8]

gl

h LD 9102 ‘G [udy
-

. 100!
H A AN YIOA MON UBlleyURBIN UBllBYUBIN
@ JOMOT ‘199118 2J1Uud9 ‘08
=

72 19011S 2J]UdD)
= LIND 9102 ‘9 |udy
g

~ 1691 AN ‘susanp
o ‘sugany) ‘onuaAy HON'8L-22
= |2Q JauJo
g 6 e I

96
08

U.S. Patent




US 10,771,746 B2

of1}01d 1S HAQ 10}EIN0E))

g |

g |

-~

&

e,

—

2

i

)

~ _
= .“
-~ Al .h .
=~ |-
P

’p

uoI1eo0T Wwalnd VO |
Ot}

- wmsDo

143

youeasg 1S A jloouen)

Nd 84.6 &=, UOZIIBA cooee

U.S. Patent



US 10,771,746 B2

Sheet 14 of 22

Sep. 8, 2020

U.S. Patent

Sljoid

1S HAC

jore|nojen

o|}04d 1ISITHAd 10}e|NJleD

140!

¢8

Eblllzle

1P

dAd @is(e(
H

UOHEINOED PPY

16911 AN

‘'sugan) ‘susand ‘enusAy NON‘8L-22

dew uo mala

NUa

1o J8uion

s|ieled "JACQ

Wd v0-¢l

SSaIpPE U0IJes0)

S UOZIIBA 0000

), —

1A 9102 ‘G judy

LLLEZ L HON "ejiuep
oojedwes‘ngs ‘Abig‘obenueg

obulwo‘Buip|Ing 181uan 188}
Buipiing J191uan 189}

1A 9102 ‘G |udy

€004
A AN MIOA MON' UBlBYUBIN UBLBUUBIN
JIOMO0T ‘188ll§ aJlua) ‘08

1PRIlS 2liu2])

1AND 9102 ‘9 |udy

16911 AN ‘sueany
‘'su2any) ‘enuaAy NOIN‘8L-22

|eqq J8ui0n




US 10,771,746 B2

Sheet 15 of 22

Sep. 8, 2020

U.S. Patent

9]1J04d 1S HAQ 1018|N0[eD

® = @

1D 9102 ‘G |udy

LLEEZ L HON "ejiuen
ooedwes ogg ‘Abig‘obenueg
obuiwog‘buip|ing 181uan) 189

Buipling Je1ua) 189]

sweu 8|1} 481U

'SSaJppe |lews Junooaode
INOA 0] JU8s 8q ||Im 3|1} SIY |

;,Selawen ||y podx3

'sU29Ny) ‘onuUaAy :o_>_anNw
e 12ui0D)

'8le ‘sweN yosess E

1ISI'T AQ 1es|n

Nd 252l &, UozZLIDp 0000 e




US 10,771,746 B2

Sheet 16 of 22

Sep. 8, 2020

U.S. Patent

she(y 01

Y/N

sAeQ 0g

sheq 0¢

(304400
g=le
AN

HIDNAT

95

¥/N

WY 00-#E80

Y¥/N

S1L0e/10/v0

v/N

0GP 80f 00.21'1i¢
LO-PO-9102]S0-P0-8102

00-6%- 10

0G-G1:80

V/N VIN- 110-v0-9102|50-v0-9102

888C7 e et
AUNSWIES Wd DG P0:G01 SL0S/L0/40 GO LPLD - L0-b0-9102lco-v0-91.0Z
00LCE . — OGP 0] 008820
BUNSWIES Nd OG- +E G0 2108/ L 8/80 O 1L LD . L0-v0-9102lco-v0-a107
JWNi L
HOOWT 3w aNv 21va| 3NIL ONY
TV Ol G9 AONAHAAHIC | A0ONAH A4 INIanN ] 21Va “AC
9t & 0% O¢ 14# ¢é
GG

00:£4.614

00:£¢:61
GO-+0-310C

GO0-+0-81038

00-vE-80
40-v0-910¢

<A
DNIMIIA

JNIL
NV 21
INAHHD

S0-¥0-91L0¢| 1o e 01 514 ¢

'S810U
ay) 88s 0)

'$8)0U
311} 88S 0)
158} B S SIY ]

$9)0OU
aly) 0as o)
ISa1 e S| SIy

Sa]OU
ay] @8t O}
1S9) B SI S|y

S=H1ON

91 Did

ON

=N | SIA

=N ST

S3A] S3A

SVHINVO] SYHINVO
HOIHAINIFHOIHA1XA

89 99

Q

O

O

O

N

N

N

N

b i-5G6
(814}

P h-GGG
(g1.2)

v -GGG
(814)

Py P-GGS
(81./)

Tavaado] aNoHd

10N

9

10VINOD

12°)

SRl inc]

2SR5 159

@880 1889]

a880 IS8

ANVN
1OVINOD

9CCLL AN
‘UAPIO0IH

a1sjeurRn

‘ABMM I
S40UQ

HHLEGH

HON BliuR
sojeduwes ‘ORS

‘Abig ‘obenues
oBunruo(]
duipiing
181Uey 188]

1001

AN MiOA MaN
‘ueneyuep
‘LENBUUBIA

JSMO™ 1188115
QAUBD 08

163 L1

‘AN ‘SUS8NH
‘susany)

‘SnNuUoAy
NoW 'g1-2¢

dlZ
FIVIS ALID
'SSIHAQY

2C 017

AR
a10Uus

Guipiing
BlUan) 158 |

199UIS
anusn

19(] J8uUIeD

ANVN
NOI1VOOT

144



US 10,771,746 B2

Sheet 17 of 22

Sep. 8, 2020

U.S. Patent

81919(]

peojdn

31918Q]

peojdn

81919(]

peojdn

31918

peojdn

9cl

V/N

V/N

/N

B TARTANS

aUOY

woo jewb@ueysnuejiewl

woo'|lewb@ueysnuezjiel

woo'|rewb@yielue

woo lewb@ulelue

QOJ

¢l

144"

lewi-

euebue|ol‘aiburiem
V/N
vuebe|a)' pAu

euebue|8)' pAy

LONEDOT

ZE Dl

Anuabe

V/N

Abuabe

Aouabe

Aouaby

JadoiaAsp

V/N

uol11ednd20

ASP

uoRednoo

N BYShuy

N BUSHUE

1 elue

N lefue

SWEN

0C1 \



US 10,771,746 B2

Sheet 18 of 22

Sep. 8, 2020

U.S. Patent

819180

8191801

2)818(]

SEEle

919180

919193

SETEle

vel

988JB0RZ YOIy
N BYSNUY
)Y

eb 1A.)

eb 1n.)

eb 1n.)

eb 1ne)

198

910¢/50/%0

9102/490/%0

9102/50/v0

910¢/40/%0

910¢/50/%0

9104/50/%0

910¢/50/%0

a1e(]

cel

LEO L SU8any) ‘AN ‘sussny) ‘suaand ‘snuany UoN‘'glL - 22
LR000G pegelapAy eueburea| ‘pegeispAy “ndeypew
LR0D0G peaesapAy ‘eurbueid| ‘pegelapAy Undeypewl

18000G peqelspAH
‘euebue|g] ‘peqesspAH ‘AuD O LIH'PEOY (e Jqou]

LLLEOG pegeweziu ‘eueburia| ‘pegewezll ‘Appaleusey

18000S PegelapAH
‘eueBuela) ‘peqesspAH ‘AiD DI LIH'PeOY IleN Ngiou|

18000S PegelapAH
‘euebuea) ‘peqesspAH ‘A0 DI LIH'PEOY lle Naiou|

LONED0T

0ct

18(] J8uUI0)

V/N

V/N

V/N

UOI}eD00

V/N

V/N

SWEN



91¢

US 10,771,746 B2

- 302

-

-~

&

&

y—

3

o

7

—

g

—

g

ey

g

P’

7 T

0z g

L= oy
IOVHOLS T~

U.S. Patent
N

\mom
©
SAIM

AV 1dSIC
0cce

Q02 GGG

90¢

d4Ad4S 1SOH

6L Old

Ol¢c

SA

AV 1dSIA




U.S. Patent Sep. 8, 2020 Sheet 20 of 22 US 10,771,746 B2

FIG. 20
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FIG. 21
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FIG 22

'RECEIVING, STORING
DETAILS, INCLUDING
LOCATION DETAILS OF

CAMERAS IN DATABASE

246 IDENTIFYING RELEVANT

CAMERAS FROM DB
 BASED ON LOCATION

250
248
IMPORT AL TUAL CALCULATING THE
TIME USED IN
CALC FROM CORRECTION TO
GPS OR METADATA T_O
CELLULAR SYNCHRONIZE

SELECTED
AREA IS

DISTANCE
262

268

NETWORK

SELECTED 'SELECTED
AREA IS AREA IS
DRAWN ENTIRE MAP

USER-DEFINED
BY USER

260

GENERATING LIST OF
CAMERAS IN THE
SELECTED AREA WITH
CORRECTIONS, DETAILS

FOOTAGE

249~ |STORING THE
CORRECTION
IN DB

DISPLAYED
258

FILTER LIST BY ANY
CRITERIA. HIGHLIGHT /0
ON MAP

US 10,771,746 B2

266

AUTO IMPORT GPS

LOCATION OF MOBILE

DEV FOR CAMERA
LOCATION

292

GENERATING
MAP WITH
LOCATION

OF INCIDENT

054
INDICATING
INCIDENT ON
MAP WITH Dglﬁp
FIRST
ELEMENT | 264
056

POPULATING
MAP WITH
LOCATION OF
CAMERAS
WITHIN

SELECTED
AREA AROUND
INCIDENT

SELECTING
CAMERA DETAILS

272

TO SUPERIMPOSE
ON MAP



Us 10,771,746 B2

1

SYSTEM AND METHOD FOR
SYNCHRONIZING CAMERA FOOTAGE
FROM A PLURALITY OF CAMERAS IN

CANVASSING A SCENE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of, and claims the
benelit of priority to, co-pending U.S. Ser. No. 15/493,425,
filed Apr. 21, 2017, entitled SYSTEM AND METHOD FOR
SYNCHRONIZING CAMERA FOOTAGE FROM A PLU-
RALITY OF CAMERAS IN CANVASSING A SCENE,
which claims the benefit of and priority to U.S. Provisional
Application Ser. No. 62/325,731, filed Apr. 21, 2016,
entitled “Camera Canvass Tracker,” the entirety of each of
which 1s hereby incorporated herein by reference thereto.

FIELD OF THE DISCLOSURE

The present disclosure relates generally to mnvestigations,
such as law enforcement investigations, using cameras to
help canvass a scene and, in particular, to a method and
system for synchronizing camera footage from a plurality of
cameras 1n canvassing a scene.

BACKGROUND

As the use of surveillance cameras by law enforcement
agencies has continued to grow in the fight against crime and
terrorism, several problems have been recognized by those
tasked to gather video data. Among these problems are
inaccuracies in the metadata, particularly, the time of day,
and/or the calendar day, that 1s recorded with the camera
survelllance video.

Such errors can easily occur in cameras that still rely on
manually set dates and times, and which may have been
inaccurately entered. Moreover, even cameras which were
initialized manually with accurate calendar day and time
entries, or even those which were 1nitialized automatically
by synchronizing with satellite data may have failed to
properly reset after a power outage or may be “off” due to
errors that may occur due to daylight savings time cycles. As
a result, such metadata may not accurately represent the date
and time when the surveillance footage of a crime scene, for
example, was actually recorded.

For example, an mvestigator wishes to view surveillance
video on a camera that could have captured an event of
interest. Upon inspecting the camera of interest, the mves-
tigator finds that, although the current date and time 1s
actually 3:09 PM, Mar. 11, 2016, the video the camera 1s
currently recording 1s time-stamped as 10:17 PM, Mar. 9,
2016. The time on the camera 1s ofl by one day, plus 16 hours
and 52 minutes. The mvestigator would need to correct for
this error to correctly locate the recorded footage on the
camera corresponding to the actual time the event occurred.
If, for example, an incident occurred on Mar. 3, 2016 at
12:11 PM, the investigator would need to turn this camera to
Mar. 1, 2016 at 7:19 PM to view the mcident (if captured)
on this camera.

Such calculations mvolving date and time, however, are
difficult and time consuming, lend themselves to human
error. In particular, they are performed over and over again
for the same camera on each occasion the camera 1s exam-
ined by an investigator, and on multiple cameras during an
investigation, that need to be cued to the same actual date
and time. This 1s extremely time-consuming, subject to
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human error, and can lead to questions about the veracity of
the video evidence acquired. There 1s a particular need,

therefore, for investigators to quickly locate and obtain
footage from any camera that may have captured relevant
information, which can then be accurately and quickly
synchronized to a time coinciding with an incident under
investigation. In addition, because the camera footage and
related information may become evidence at trial, 1t 1s also
essential to document and track the acquisition and analysis
of the camera footage, including documenting the basis and
accuracy ol the calculations to rehiably authenticate the
actual time that the camera footage corresponds to.

There 1s a need, therefore, for an incident time calculator
to synchronize a camera’s date and time metadata with
actual, correct data to quckly locate video footage of
interest, and to do so for a plurality of cameras that may
capture relevant footage of a crime scene, for example.

SUMMARY

The present disclosure 1s directed to a method and system
for synchronizing a camera’s date and time metadata with
actual, correct data to quckly locate video footage of
interest on the camera. The present disclosure 1s also
directed to a method for quickly locating a plurality of
cameras that may have viewed activity relevant to an
incident under investigation and synchromzing video cam-
era recordings from the plurality of cameras.

The present disclosure 1s also directed to a method for
synchronizing camera footage from a plurality of cameras,
which includes 1dentifying, by a processing device, from a
database of cameras, a plurality of cameras associated with
an incident, based at least on a location of each of the
plurality of cameras, and associating each of the plurality of
cameras with a correction to at least one of a date and a time
in metadata associated with footage recorded by the corre-
sponding camera to facilitate synchromzation of the footage
recorded by each of the plurality of cameras to an actual date
and time, and storing the correction to the metadata for each
of the plurality of cameras i1n the database. The method
further includes applying, by the processing device, the
correction stored 1n the database associated with each of the
plurality of cameras to determine at least one of an adjusted
date and an adjusted time in the metadata for each camera
that corresponds to footage recorded at a particular date and
time related to the incident. The method further includes
synchronizing the footage of each of the plurality of cameras
to the particular date and time, including cueing the footage
of each of the plurality of cameras to the particular date and
time based on the at least one of the adjusted date and the
adjusted time determined from the correction to the meta-
data stored in the database for each of the plurality of
cameras.

In aspects, the correction to the metadata stored in the
database can be applied simultancously for each of the
plurality of cameras.

In additional aspects, a new particular date and time may
be entered via a user device operatively connected to the
processing device and the correction saved in the database
simultaneously applied to determine at least one of a new
adjusted date and a new adjusted time for one of the plurality
ol cameras.

In one aspect, the method further includes generating, by
the processing device, a list of the plurality of cameras
identified from the identifying step, and exporting, by the
processing device, the list to a file and/or an email account
associated with a user ID. The list preferably includes the
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location, the correction, and the at least one of the adjusted
date and the adjusted time in the metadata associated with
cach of the plurality of cameras.

The method may further include associating, by the
processing device, the list with at least one of a case number,
a user ID, and a group associated with the user ID.

In another aspect, the method further includes receiving
and storing, by a processing device, details of cameras 1n a
database. The cameras stored in the database include the
plurality of cameras that are identified based on their loca-
tion. The plurality of cameras are identified from location
details based on their location relative to an incident location
at which the incident occurred. The details stored in the
database for each camera include location details, including
a geographical location associated with each camera in the
database.

The details recerved and stored for one camera in the
database include the actual date and time and at least one of
an observed date and an observed time in the metadata
comnciding with the actual date and time, wherein the at least
one of the observed date and the observed time are received
via user mput to a user device operatively connected to the
database.

In various aspects, the details of each of the cameras 1n the
database further include at least one of a camera operable
indicator, contact information, a make and model of the
corresponding camera, a date the corresponding camera was
entered into the database, and a date the corresponding
camera was last synchronized.

In aspects, the method further includes calculating, for the
one camera 1n the database, the correction to the metadata to
synchronize the footage based on the at least one of the
observed date and the observed time recorded by the one
camera coinciding with the actual date and time that the
metadata (date and time) are recorded. The method further
includes associating the one camera in the database of
cameras with the corresponding correction and storing the
corresponding correction in the database.

In additional aspects, the actual date and time for the one
camera may be automatically imported via the user device
from one of a cellular network and a GPS date/time stamp
coinciding with the observed date and the observed time 1n
the metadata.

In additional aspects, the camera data may be received
and stored 1n the database via integrated mapping functions.
In one aspect, the method may further include generating a
map ol an area that includes the incident location, and
displaying 1t on a user device operatively connected to the
database. The method also includes indicating the incident
location on the map with a first graphical element; and
populating the map with a plurality of second graphical
clements indicating the geographical location of each cam-
era from the database within a selected area around the first
graphical element. Each camera located within the selected
area corresponds to one of the plurality of cameras that 1s
identified as potentially relevant, based on 1ts location.

In aspects, the method further includes generating a list of
the plurality of cameras using the plurality of second graphi-
cal elements within the selected area. The list includes at
least the location, the correction, and the at least one of the
adjusted date and the adjusted time in the metadata associ-
ated with each of the plurality of cameras.

In various aspects, the selected area may include the entire
area ol the map displayed on the user device; or a bounded
region graphically defined by user input via the user device;
or a bounded region defined by a user-defined distance from
the 1incident location. All of these options may be available
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to a user via a user device from which the methods are
executed, based on the user’s selection of the wvarious
options.

The user, 1n aspects, may also fix the incident location on
the map by dragging and dropping the first graphical ele-
ment onto the map at the mcident location.

In further aspects, the method may include selecting, via
user mput, one or more details associated with each of the
plurality of cameras, and superimposing on the map the one
or more details for at least one of the plurality of cameras.

The list may be filtered according to any of the details of
the cameras stored in the database, and the filtered list may
be graphically highlighted on the map.

The present disclosure 1s Turther directed to a method that
includes calculating a difference between a camera’s meta-
data, particularly, the time and date embedded with the video
footage, and the actual, correct time and date. The method
further 1includes applying the calculated difference to a date
and time of an event of interest, to determine the embedded
time and date of the video footage corresponding thereto, to
assist a user 1n locating and viewing the corresponding video
footage.

In aspects, the method may also include storing informa-
tion associated with the camera 1n a database, including the
location of the camera, the calculated difference, and a date
on which the calculated diflerence was determined. A listing
of the locations of the cameras for which details are entered
are viewable by the user. A list and location, also viewable
on a map, of cameras within a certain radius of an event can
be quickly accessed.

The present disclosure 1s also directed to a method for
synchronizing camera footage from a plurality of cameras,
the method including identifying, by a processing device, a
plurality of cameras within a predetermined distance of an
incident, wherein the incident occurs at a predicted, or
known, date and time. The step of identifying includes
automatically i1dentifying, by the processing device, the
plurality of cameras based on a location of the incident and
on details of locations of the plurality of cameras. The details
of the plurality of cameras are preferably stored in, and
accessed from, a database that preferably includes details for
cameras from a large geographical area, i1.e., including
cameras not relevant to the incident or near the location of
the incident being mvestigated. The method further includes
calculating, by the processing device, for each of the plu-
rality of cameras, a difference between an actual date and
time, which may be based on data manually entered by a
user or on an automatically generated timestamp, and a
recorded date and time, e.g., 1n metadata, associated with the
corresponding camera. For each of the plurality of cameras,
the diflerence 1s applied, by the processing device, to the
predicted date and time to generate a new recorded date and
time associated with the corresponding camera for locating,
and viewing footage, recorded by the corresponding camera,
at the predicted date and time relevant to the imncident. A list
of the plurality of cameras 1s exported by the processing
device. The list includes the location of each corresponding
camera, and the new recorded date and time associated
therewith, for locating and viewing footage relevant to the
incident.

The present disclosure 1s also directed to a method for
synchronizing camera footage from a plurality of cameras,
which includes providing a database associated with a
plurality of cameras, and which 1s accessible via a user
device, wherein the database includes a correction associ-
ated with each of the plurality of cameras to at least one of
a date and a time in metadata associated with footage
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recorded by the corresponding camera, to facilitate synchro-
nization of the footage recorded by each of the plurality of
cameras to an actual date and time. The method also includes
applying, by a processing device, the correction stored 1n the
database associated with at least one camera of the plurality
of cameras to determine at least one of an adjusted date and
an adjusted time 1n the metadata for the at least one of the
plurality of cameras corresponding to footage recorded at a
particular date and time; and synchronizing, by the process-
ing device, the footage of the at least one of the plurality of
cameras to the particular date and time, based on the at least
one of the adjusted date and the adjusted time determined
from the correction to the metadata stored in the database for
the at least one of the plurality of cameras.

In aspects, the method includes cueing the footage of the
at least one of the plurality of cameras to the particular date
and time.

In additional aspects, the method may further include
receiving, by the processing device, for the at least one
camera, the actual date and time, and the date and the time
in the metadata associated with the footage recorded by the
at least one camera at the actual date and time; determining,
via the processing device, the correction associated with the
at least one camera; and storing and associating, via the
processing device, the correction associated with the at least
one camera.

In aspects, the method may further include displaying on
a screen operatively connected to the processing device, the
at least one of the adjusted date and the adjusted time in the
metadata for synchronizing the footage of the camera to the
particular date and time.

In some aspects, the method further includes storing and
associating, by the processing device, details associated with
cach of the plurality of cameras, the details including
location details including a geographical location associated
with each camera in the database.

The method may further include 1dentitying, by the pro-
cessing device, the at least one camera for applying the
correction, based on a proximity of the geographical loca-
tion associated therewith to a particular location.

In additional aspects, the method may further include
adding, via the processing device, one camera to the data-
base, and storing and associating, via the processing device,
details associated therewith, wherein the details stored and
associated for the one camera include the actual date and
time and at least one of an observed date and an observed
time 1n the metadata coinciding with the actual date and
time, wherein the at least one of the observed date and the
observed time are received via user input to a user device
operatively connected to the database.

The method may further include calculating, for the one
camera, the correction to the metadata to synchronmize the
footage for the one camera based on the at least one of the
observed date and the observed time recorded by the one
camera coinciding with the actual date and time; and asso-
ciating the one camera with the corresponding correction
and storing the corresponding correction in the database.

In aspects, the actual date and time for the one camera 1s
automatically imported via the user device from one of a
cellular network and a GPS date/time stamp coinciding with
the observed date and the observed time 1n the metadata.

In additional aspects, the storing and associating further
includes automatically importing the geographical location
for the one camera co-located with a user device based on
GPS location data for the user device.

The details of each of the plurality of cameras in the
database, 1n aspects, may further include at least one of a
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camera operable indicator, the flag indicating one of oper-
able and not operable status, contact information, a make
and model of the corresponding camera, a date the corre-
sponding camera was entered 1nto the database, and a date
the corresponding camera was last synchronized.

In aspects, the at least one camera 1s a list of cameras, the
method further including identifying, by the processing
device, the list of cameras from the plurality of cameras
based on the proximity of the geographical location of each
camera to the particular location, wherein the details of each
camera 1n the list of cameras includes the location, the
correction, and the at least one of the adjusted date and the
adjusted time in the metadata associated with each corre-
sponding camera in the list ol cameras.

The method may further include exporting, by the pro-
cessing device, the list of cameras and the details associated
therewith to at least one of a file and an email account
associated with a user ID.

In still additional aspects, the method may 1nclude gen-
crating a map of an area that includes the particular location,
and displaying 1t on a user device operatively connected to
the database; and indicating the particular location on the
map with a first graphical element. Identifying the list of
cameras may further include populating the map with a
plurality of second graphical elements indicating the geo-
graphical location of each of the plurality of cameras within
a selected area around the first graphical element, each
camera located within the selected area corresponding to one
camera on the list of cameras.

In aspects, the selected area 1s the area of the map
displayed on the user device, or in other aspects, 1s a
bounded region graphically defined by user input via the
user device.

The bounded region may be defined by a user-defined
distance from the particular location.

The present disclosure 1s also directed to a system for
synchronizing camera footage from a plurality of cameras,
the system including: a processing device and a database
operably connected to the processing device; and a storage
device for storing instructions. The database includes a
correction associated with each of a plurality of cameras to
at least one of a date and a time 1n metadata associated with
footage recorded by the corresponding camera, to facilitate
synchronization of the footage recorded by each of the
plurality of cameras to an actual date and time. The system
also includes a storage device for storing instructions that,
when executed by the processing device, perform operations
including: applying the correction stored in the database
associated with at least one camera of the plurality of
cameras to determine at least one of an adjusted date and an
adjusted time 1n the metadata for the at least one of the
plurality of cameras corresponding to footage recorded at a
particular date and time; and synchronizing the footage of
the at least one of the plurality of cameras to the particular
date and time, based on the at least one of the adjusted date
and the adjusted time determined from the correction to the
metadata stored in the database for the at least one of the
plurality of cameras.

In aspects, the storage device includes turther mstructions
that, when executed by the processing device, perform
turther operations including receiving, for the at least one
camera, the actual date and time, and the date and the time
in the metadata associated with the footage recorded by the
at least one camera at the actual date and time, determining
the correction associated with the at least one camera, and
storing and associating the correction with the at least one
camera in the database.
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In aspects, the system further includes a screen opera-
tively connected to the processing device, wheremn the

storage device includes further instructions that, when
executed by the processing device, perform further opera-
tions 1ncluding displaying on the screen the at least one of
the adjusted date and the adjusted time 1n the metadata for
synchromizing the footage of the camera to the particular
date and time.

In additional aspects, the database further includes details
associated with each of the plurality of cameras. The details
may include location details, including a geographical loca-
tion, associated with each camera in the database.

In further aspects, the at least one camera 1s a list of
cameras, and the storage device includes further instructions
that, when executed by the processing device, perform
turther operations including: generating a map ol an area
that includes an incident location, displaying 1t on the screen
operatively connected to the processing device, indicating
the incident location on the map with a first graphical
clement, and identifying the list of cameras from the plu-
rality of cameras for applying the corresponding correction
based on the location of each of the plurality of cameras
relative to the incident location.

In aspects, 1dentifying further includes populating the
map with a plurality of second graphical elements indicating
the geographical location of each camera from the database
within a selected area around the first graphical element,
cach camera located within the selected area corresponding
to one of the plurality of cameras.

Other features and advantages will become apparent from
the following description of the preferred embodiments,
taken 1n conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments of the disclosed system and method
are described herein with reference to the accompanying
drawings, which form a part of this disclosure.

FIGS. 1-3 represent three consecutive screen shots
(viewed by scrolling) of a so-called calculator screen viewed
from a mobile device, such as a mobile phone or tablet,
executing a computer programming application (“app”) that
implements embodiments of a method of the present dis-
closure.

FIGS. 4A-4C represent completed calculator screens
FIGS. 1-3, respectively, after data 1s entered and the calcu-
lator 1s executed via the app, the executed calculations
shown 1n FIG. 4C.

FIG. 5 represents a fourth consecutive screen shot of the
embodiment of the calculator screen.

FIGS. 6A-6C represent three consecutive screen shots
(viewed by scrolling) of an embodiment of a DVR Details
screen accessible via the calculator screen of FIG. 5, for
example.

FIGS. 7A-7C represent an example of completed DVR
Details screen FIGS. 6A-6C, respectively, after data 1is
entered via the app.

FIG. 8 represents a screen shot of the saved DVR Details
screen after a user selects the “Done” button, and a Menu
screen selected from the saved Details screen with additional
options.

FIG. 9 represents a screen shot of a map view generated
by the app.

FIGS. 10-12 represent screen shots of a DVR List screen
generated by the app.

FIG. 13 represents a screen shot of a map view showing
locations of DVR’s generated by the app.
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FIGS. 14-15 represent screens generated by the app for
exporting DVR Lists and reports.

FIG. 16 15 an example of a report of a DVR List generated
in accordance with an embodiment of the present disclosure.

FIGS. 17-18 are representative user and DVR list screens,
respectively, for use by an administrator of at least one group
of users 1n accordance with the embodiments.

FIG. 19 1s a schematic diagram of an embodiment of a
system of the present disclosure.

FIG. 20 1s a functional block diagram of a user device
configured to implement embodiments of methods of the
present disclosure.

FIG. 21 1s a block diagram representation of embodiments
of a method of the present disclosure.

FIG. 22 1s a block diagram representation of additional
embodiments ol a method of the present disclosure.

The various aspects of the present disclosure mentioned
above are described in further detail with reference to the
alforementioned figures and the following detailed descrip-
tion of exemplary embodiments.

DETAILED DESCRIPTION

Particular illustrative embodiments of the present disclo-
sure are described hereinbelow with reference to the accom-
panying drawings; however, the disclosed embodiments are
merely examples of the disclosure, which may be embodied
in various forms. Well-known functions or constructions and
repetitive matter are not described 1n detail to avoid obscur-
ing the present disclosure 1 unnecessary or redundant
detail. Therefore, specific structural and functional details
disclosed herein are not to be interpreted as limiting, but
merely as a basis for the claims and as a representative basis
for teaching one skilled 1n the art to variously employ the
present disclosure in virtually any appropnately detailed
structure. In this description, as well as 1n the drawings,
like-referenced numbers represent elements which may per-
form the same, similar, or equivalent functions. The word
“exemplary” 1s used herein to mean *“‘serving as an example,
instance, or illustration.” Any embodiment described herein
as “exemplary” 1s not necessarily to be construed as pre-
ferred or advantageous over other embodiments. The word
“example” may be used interchangeably with the term
“exemplary.”

It 1s particularly advantageous to an investigator tasked
with canvassing of a crime scene or other incident to
implement the functions and methods of the disclosure for
synchronizing video camera footage for use on a mobile
device. In the embodiments described herein, the methods of
the disclosure are implemented at least in part through
modules and/or computer programming applications,
referred to as “apps,” installed and executed on a mobile
device. It 1s understood, however, that the disclosure 1s not
limited thereto.

In particular, as will be appreciated by one of ordinary
skill 1n the art, aspects of the present disclosure may be
embodied as a method, a system, and/or a computer program
product. Accordingly, aspects of the present disclosure may
take the form of an enftirely hardware embodiment, an
entirely software embodiment, or an embodiment combining
aspects of both hardware and software. Furthermore, the
present disclosure may take the form of a computer program
product on a computer-readable storage medium having
computer-readable program code means embodied 1n the
storage medium. Any suitable computer-readable storage
medium may be utilized, including volatile and non-volatile,
removable and non-removable media implemented in any
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method or technology for storage of information, such as
computer readable instructions, data structures, program
modules, or other data, and further including hard disks,
CD-ROM, DVD-ROM, optical storage devices, magnetic
storage devices, semiconductor memory storage devices
(e.g., USB thumb drives, flash memory or other memory

technology) and/or the like, including RAM, ROM, and
EEPROM, or any other medium which can be used to store
information and instructions which can be accessed by an
application, module, and so on for execution by a processing
device. Any such computer storage media may be part of the
device or accessible or connectable thereto.

It should be noted that computer-readable storage
medium, which may also be referred to as “non-transitory
media,” refers to any tangible media, including those listed
above, which can be coupled to or may be a component of
a computer, having computer-readable program code means
embodied therein. The term computer-readable storage
medium 1s not mtended to limit the type of physical device
and includes types of storage devices that do not necessarily
store information permanently, including for example, ran-
dom access memory (RAM). Program instructions and data
stored on a tangible computer-readable storage medium/
memory in non-transitory form may further be transmitted
by transmission media or signals such as electrical, electro-
magnetic, or digital signals, which may be conveyed via a
communication medium such as a network and/or a wireless
link.

Computer program 1instructions embodying the present
disclosure may also be stored i a computer-readable
memory that can direct a computer or other suitable pro-
grammable device to function 1n a particular manner, such
that the instructions stored in the computer-readable
memory produce an article of manufacture, including
instruction means, that implement the function specified 1n
the description or tlowchart block(s). The computer program
instructions embodying the methods of the present disclo-
sure may also be loaded onto a computer or other program-
mable device, including a mobile device, to cause a series of
operational steps to be performed, e.g., by a processor, on
the computer or other programmable device to produce a
computer-implemented process such that the instructions
that execute on the computer or other programmable device
provide steps for implementing the functions specified in the
present disclosure.

One skilled 1n the art will also appreciate that any data-
bases, systems, or components of the present disclosure may
consist of any combination of databases or components at a
single location or at multiple locations, and which may be
accessible remotely via any appropriate connection via any
network (cloud, mternet, cellular, LAN, WiF1 and so on),
and wherein each database or system may also include any
of various suitable security features, such as firewalls, access
codes, encryption, de-encryption, compression, decompres-
sion, and/or the like.

The disclosed systems and/or methods may be embodied,
at least 1n part, 1n application software that may be down-
loaded, 1n whole or 1n part, from either a public or private
website or an application store (“app store”) to a mobile
device. In another embodiment, the disclosed system and
method may be included in whole or in part 1n the mobile
device firmware, hardware, and/or software.

In another embodiment, the disclosed systems and/or
methods may be embodied, 1n whole or 1n part, in applica-
tion soltware executing within a webserver to provide a
web-based interface to the described functionality.
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In yet other embodiments, all or part of the disclosed
systems and/or methods may be provided as one or more
callable modules, an application programming interface
(e.g., an API), a source library, an object library, a plug-in or
snap-in, a dynamic link library (e.g., DLL), or any software
architecture capable of providing the functionality disclosed
herein.

The present disclosure 1s directed to a method and system
for synchronizing a camera’s date and time metadata with
actual, correct data to quckly locate video footage of
interest on the camera. The present disclosure 1s also
directed to a method and system for quickly locating and
synchronizing video footage from a plurality of cameras that
may have viewed activity relevant to an incident under
investigation.

Currently, there 1s no known method or system for quickly
identifying a plurality of cameras that may have viewed
activity relevant to an incident under investigation, and
quickly, or sitmultaneously, synchronizing footage from the
plurality of cameras, each of which may be independently
owned and operated. The system and methods of the present
disclosure are particularly usetul to investigators when can-
vassing a crime scene.

The term “synchronize” i1s used herein according to its
conventional meaning, that 1s, to cause to agree 1n time of
occurrence, or to assign to the same time. For example,
synchronizing a camera or video footage refers to determin-
ing an actual date and time that corresponds to a recorded
date and time 1n the camera’s metadata. By “synchronizing”
a camera, the camera footage can be properly and accurately
cued, using 1ts recorded metadata, to an actual date and time
for viewing footage of interest.

The term “camera” as used herein, unless otherwise
indicated, refers to an imaging (camera lens) unit viewing a
scene together with a recorder and recording media that
records and stores the 1images, referred to herein as “camera
footage™ or “video footage.” The recorder 1s operably con-
nected to the mmaging unit, and the recorder 1s usually
located within close proximity to the imaging unait.

The term “metadata” 1s used herein according to 1its
conventional meaming to refer to data that describes and
gives information about other data. For example, metadata
about recorded video includes a date and time associated
with, and 1s usually recorded with, or stored in a video file
associated with, recorded video footage. Metadata, includ-
ing date and time may be superimposed over and simulta-
neously viewed along with the footage on a monitor con-
nected to the camera. The date/time recorded 1n the metadata
advances with the temporally advancing video footage.

Accordingly, “recorded” date and time refers to the
recorded date and time saved as metadata associated with
recorded camera footage.

The phrase “actual” 1s used according to 1ts normal usage
to refer to actual, true, date and time. Preferably, an actual
date and time as used herein 1s obtained from a vernifiable and
reliable source of date/time data.

An embodiment of a system of the disclosure 1s described
in reference to FIGS. 19 and 20. Referring to FIG. 19, 1n one
embodiment, a system 200 of the present disclosure includes
a plurality of user devices 202 operatively connected to a
database 203. In the embodiments shown, one or more of the
user devices 202 are mobile devices. Such mobile devices
may be mobile phones, tablets, or other portable program-
mable devices configured with any suitable networking
components for communicating via the network 206 with

the database 203.
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In other embodiments, one or more of the user devices
202 may be a computer system such as desktop or portable
laptop computers having access to and configured to execute
a canvassing module 208 and other modules described
herein to perform the methods of the present disclosure. 5

The database 203, which may be stored 1n remote com-
puter storage media or 1n so-called cloud storage 204 and
accessed via a suitable network 206 connection, 1s acces-
sible to each one of the user devices 202 via the canvassing
module or app 208 associated with each corresponding user 10
device 202. The database 203 1s configured to receive and
store, and allow access to, details associated with video
cameras via the canvassing modules 208. The details stored
in the database 203 1nclude at least corrections to each of the
camera’s date/time metadata needed to synchronize the 15
cameras to an actual, correct date/time, and a location of
cach of the cameras.

One of skill i the art will appreciate that the user
device(s) 202 may also include storage and/or cache 205 for
storing, either temporarily, or permanently, data retrieved 20
from the database 203.

The stored details may be accessed and used to identify
cameras that may have captured information and recorded
footage relevant to an 1incident or crime under investigation,
and to synchronize the footage from the identified video 25
cameras. The footage acquired by the video cameras may
also be stored 1n the database 203 for access by users of the
app 208.

Access to the stored details and footage may be controlled
by an administrator, who may provide oversight, e.g., set 30
permissions of users on a group basis, wherein each user
device 202 1s associated with at least one group. The
administrator may access the app 208 via an administrator
panel screen accessible via the app 208 only to those with
administrative privilege, such as those shown in FIGS. 17 35
and 18, or via a web-based iterface on any computer
device.

A host server device 210 may be operably connected to,
or may be part of the system 200. Preferably, the host server
device 210 1s operably connected to and able to access the 40
database 203, either remotely, e.g., via the network 206, or
through a direct connection, and may also be operably
connected via the cloud or network 206 to the plurality of
devices 202. In embodiments, the host server 210 1s further
configured to be mm communication with the canvassing 45
modules 208, and to control various aspects of the system
200, 1n an administrative oversight capacity. For example,
the host server device 210 may be accessed by the admin-
istrator via a web-based interface to control which user
devices 202 can have access to the database 203, and may 50
be configured to further limit each user’s permissions and
access to particular files, including the stored details asso-
ciated with the video cameras and footage acquired by the
video cameras, stored in the database 203, e.g., on a group
basis, wherein each user device 202 is associated with at 55
least one group. The host server device 210 may also provide
access to users to download the app 208 and preferably hosts
a web-based version of the canvass programming applica-
tion 208. Users may then access the same functionality of
the app 208 via the web-based version from any desktop, 60
laptop computer or cellular device (although some of the
features, such as automatic location features, will not be
useiul to an 1nvestigator accessing the web-based version
from a desktop or laptop computer that is not located at a
scene ol a crime or other incident under investigation). 65

An administrator may also generate a directory associated
with a case number for the investigation, which may be
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located on the storage media 204, and to which particular
users, each user being associated with a user identifier (“user
ID”) and password, associated with an authorized group
and/or with the case number can save details of cameras and
camera footage either via the app 208 or a web-based
interface.

In some embodiments, the host server 210 may be asso-
ciated with a police department or other investigative
authority and may be centrally located for appropriate direct
access by an authorized person within the nvestigative
body.

FIG. 20 depicts a functional block diagram of an embodi-
ment of one of the user devices 202. Each device includes
at least a processing device 212, and memory or computer-
readable storage 214 for storage of istructions, software, or
executable code, which when executed by the processing
device 212 causes the processing device(s) 212 to perform
the methods and/or method steps of the present disclosure.
The mstructions may be implemented in programming steps
of software or instructions via the canvassing app 208,
which 1s installed on the mobile device 202. Such steps may
be executed 1n cooperation with additional modules and
components.

For example, the mobile device 202 also preferably
includes a data input interface module 218 to facilitate user
input, which may include keys or virtual keys 216, and/or a
microphone, a graphical user interface module 219 ifor
communicating 1images to a display screen 220 and a camera
module 221 for communicating with camera 222. The
mobile device 202 may also include additional apps and/or
programming modules that may communicate information
and data to the canvassing module 208, such as a location
module 224 providing automatic location data and func-
tions, a date/time stamp module 226 providing automatic
actual time data and functions, and a mapping module 228
integrating camera details over a map for access and viewing
functions inter alia.

While certain functions and methods may be described
herein as being implemented by these various separate
modules, 1t 1s understood that the modules represent func-
tionality that may be combined or implemented in any
number of ways, e.g., integrated 1nto a single app or other-
wise distributed among various apps, or modules, as well as
solftware modules, and hardware components associated
with the mobile device 202 and/or another device, such as
the host server 210.

Embodiments of the methods described herein are imple-
mented via the app 208 and system shown 1n FIGS. 19 and
20. FIGS. 21 and 22 describe embodiments of methods of
the present disclosure. It 1s noted that FIGS. 21 and 22 are
non-limiting examples, and various methods within the
scope of the disclosure may include various combinations of
various functional blocks, or method steps, represented in
these figures, and that the various method steps do not
necessarily have to be performed 1n the order indicated in the
figures, but may be performed in any suitable order, and/or
simultaneously.

In reference to FIG. 21, embodiments of a method 230 for
synchronizing camera footage from a plurality of cameras
includes identifying, at 232, a plurality of cameras that may
be relevant to an investigation of an incident that occurred
at a predetermined date and time based on location data. The
method also includes associating a correction, at 234, to
cach of the camera’s date and time metadata to synchronize
recorded camera footage to an actual date and time, and then
applying, at 236, the correction corresponding to each
camera to determine an adjusted date and time 1in the
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metadata of the corresponding camera that corresponds to
tootage recorded at the actual, predetermined date and time
ol the incident.

Once the user 1dentifies relevant cameras via the app 208,
and 1n embodiments, generates a list, at 240 of, the relevant
cameras based on location, each correction can be applied
across all identified cameras, at 238, to each camera simul-
taneously to synchronize the plurality of cameras to an
actual predetermined date/time of an incident of interest. In
embodiments, once the list of relevant cameras are identi-
fied, a new predetermined time of incident may be entered,
if desired, and applied, at 239, to simultaneously determine
a new adjusted date and time for each of the plurality of
cameras based on the correction that corresponds to each
camera. The list, which can also contain any number of
additional details about each camera, as well as 1mvestiga-
tor’s notes and so on, can then be exported, at 242, to any
suitable file format, for generating a report, for example, or
to an email account, and which may be saved by the user,
¢.g., 1n a user’s directory (a directory to which the user 1s
granted access, €.g., by case number), 1n any suitable storage
media. The list may also be associated, at 243, with a case
number, and/or group associated with the user operating a
particular user device.

In embodiments, the list can be exported to a table listing,
the plurality of cameras along with their associated details,
and saved 1n any suitable file format. The list/table can be
further be associated with a case number, and saved 1n file
format to a directory, for example, associated with the case
number. The associated recorded footage from the cameras
in the list may also be stored in the directory, to which access
may be limited to only those users associated with the
particular mvestigation and case number.

While the database 203 may be accessed by users via the
canvassing app 208 to retrieve camera details, and to cal-
culate the adjusted date/time in metadata to synchronize
camera footage, users preferably also add new cameras to
continue to build the database 204 via the app 208. Even 1f
a user wishes to access the app 208 for a quick calculation
ol a correction to a camera of interest, the user 1s prompted
to at least add the location of the camera. The user input
including the location and the details required to calculate
the correction are automatically added to the database. The
correction 1s also automatically calculated and stored with
the camera details, so that cameras of interest to future
ivestigations can be both quickly identified and synchro-
nized.

Accordingly, referring also to FIG. 22, embodiments of
the method may also include implementing the app 208 for
receiving and storing, at 244, 1n the database 203, details of
cameras mncluding location data, which can then be used to
quickly identify, at 246, any number of cameras that are
relevant to an nvestigation based on the location details of
all cameras stored in the database 203. The corrections
assoclated with each of the cameras are calculated, at 248,
and each correction, and preferably the actual date/time and
observed date/time relied on for calculating each of the
corrections are also preferably stored, at 249, in the data-
base. This information 1s valuable for verifying the accuracy
of the calculations and for supporting the relevance and
veracity of the footage 11 needed at trial.

When a user enters location data for a new camera via a
mobile device 202, presumably the mobile device 1s, at the
time the camera’s location 1s entered by the user, co-located
with the camera. Accordingly, 1n embodiments, the user may
choose an option via the app to automatically import, at 266,
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the current GPS location for the mobile device to the app for
receiving and storing the camera location in the database

203

The user may manually add both the observed day and
time metadata and the concurrent actual day and time of the
observation. In some embodiments, the app 208 automati-

cally imports, at 250, and saves the actual date and time
when the observed metadata 1s entered. The actual date/time
may be imported from a date/time stamp acquired from the
cellular network connected to the mobile device 202, from
GPS, or other suitable sources, and may be processed via the
date/time stamp module 226. As the details for each of the
new cameras are entered via the app 208, the correction 1s
automatically calculated, at 248, and preferably stored, at
249, 1n the database 203 for each camera.

In some embodiments, a user may also take a photo of the
observed date and time displayed on a DVR, e.g., and save
it to the user device as well as to the database 203. The photo
acquired by the mobile device 202 will also have an auto-
matically-generated time stamp, so that the photo of the
DVR metadata together with the actual date and time from
the mobile device metadata (the automatically-generated
time stamp) provide additional data to verity the accuracy of
the corrections calculated for each camera.

As described further 1n regard to an example of various
screens (FIGS. 1-15) and functions of an app formed 1in
accordance with the disclosure, embodiments also include
mapping lfeatures for, inter alia, quickly and visually 1den-
tifying relevant cameras and details. For example, referring
still to FIG. 22, embodiments may include generating a map
of an area that includes the incident location, at 252, and
displaying i1t on the user’s mobile device 202. The method
turther 1includes 1indicating the incident location on the map
with a first graphical element, at 254, and populating the
map, at 256, with a plurality of second graphical elements
indicating the geographical location of each camera from the
database within a selected area around the first graphical
clement. Accordingly, relevant cameras are easily 1dentified,
at 246, as those located within the selected area shown on the
map.

In embodiments, a pin may be dragged and dropped, at
264, onto the map to indicate a location of interest, e.g., the
location of the incident under investigation.

In additional embodiments, the app 208 preferably allows
the user various options for selecting the area around the
incident for identifying cameras thought to be relevant. For
example, the area may be selected, at 238, as the entire map
displayed on the map screen of the user device 202. In this
case, the geographical area used to 1dentity/view locations of
relevant cameras 1s controlled by the area displayed on the
map, as selected by the user via a user-adjustable zooming
feature toggled to the display, for example. The user may
also select the area to be any bounded region graphically
defined by user input via the mobile device, at 260, e.g., by
drawing any region of interest around the 1incident location.
The user may also select, at 262, an option for selecting a
radial distance around the incident location to locate relevant
cameras, and may enter any user-defined distance to use for
plotting cameras on the map that fall within that distance
from the i1ncident.

The list of cameras that are identified as potentially
relevant to the investigation of the incident may then be
generated, at 268, from those cameras displayed in the
selected area of the map. The list of cameras may be further
filtered, at 270, 1n accordance with any of the fields of details
recorded in the database 203.
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In further embodiments, the user may also select one or
more details associated with the cameras, and superimpose,
at 272, the selected details on the map one of the cameras,
¢.g., by hovering a pointer over the camera, or simultane-
ously for all of the cameras, ¢.g., using a toggle selected via
the app 208.

Further embodiments of the methods of the present dis-
closure implemented wvia the canvassing app 208, as
accessed and utilized by a user from a mobile device 202,
will be apparent in further reference to user-viewable
screens shown in FIGS. 1-15. It 1s understood that the
particular design elements used in this example, including
displays, screens, and means of moving from one screen to
another, or of other functions, by virtual buttons, virtual
keyboard strokes and so on can be implemented 1n numerous
ways and the methods of the disclosure are not limited
thereto.

It 1s noted that FIGS. 1-15 also refer to a “DVR,” a digital
video recorder, however, 1t 1s understood that the scope of
the disclosure 1s not limited thereto. The methods and
systems described herein and in the figures apply to any type
of suitable imaging camera that acquires and records serial
images or video on either analog or digital recording media,
and wherein the recorded serial 1mages or video, both of
which are encompassed 1n the terms “video footage” and
“camera footage,” are associated with recorded metadata.

It 1s also noted that the term DVR normally refers only to
the recorder that records the camera footage on digital
media. The DVR 1s operatively connected to an imaging
(camera lens) unit, also referred to herein as the “viewing
lens” portion of the video camera. It 1s the viewing lens that
actually views a scene. The term “camera” and “video
camera” are used interchangeably herein, unless otherwise
indicated, to refer to the entire unit comprising both the
viewing lens and the recorder that records and stores the
images to video media. The DVR and viewing lens portion
are usually located within close proximity to each other, at
the same location.

FIGS. 1-15 assume that the DVR and the viewing lens are
at the same location. However, 1n embodiments 1in which the
recording unit or DVR may be located remotely from the
viewing lens, the app 208 1s configured to allow a user to
enter a location for the viewing lens (which 1s the location
used to 1dentify cameras which may have viewed the inci-
dent of interest) and a diflerent location for the DVR and the
recorded footage. Knowing where to retrieve evidentiary
footage 1n such cases will save ivestigators valuable time.

Referring to FIGS. 1-15, various screens 10 of an exem-
plary app can be viewed on a display 220 of a mobile device
202. Three main functions of the app 208 are preferably
directly accessible from most screens, via virtual buttons, for
example, once a user has accessed the app: a calculator
button 12, a DVR List button 14, and a Profile button 16.

As shown 1 FIGS. 1-4, e.g., a user can access and scroll
through a *““calculator screen” 18 providing the functionality
of a date and time calculator, for example, by pressing the
calculator button 12. The calculator screen 10 may be
accessed to quickly calculate the correction (at 248, FIG. 21,
¢.g.) and synchronize video footage for a camera already 1n
the database, which may be easily identified, e¢.g., from a
map view 106 (see FIG. 13) generated by integrating the
camera location details over the map via mapping module
228, ¢.g., or by entering a location 1 box 20, as shown 1n
FIG. 13, or for a new camera not yet stored in the database
203 and to synchronize video footage. If the camera details
are already stored in the database 203, once a user locates 1t
from a map view 106, and clicks on the camera location, or
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by adding the location 1n box 20 directly in the calculator
screen 18, all previously stored data 1s automatically loaded
into the user screen. At this point, upon identifying the
camera of interest stored in the database based on location,
the app 208 loads all stored details, including the correction,
which 1s loaded 1nto boxes 30 and 32 as a difference 1n days
30 and hours 34 (see FIG. 3), and the user only needs to enter
the date and time of an i1ncident of interest, which the user
wishes to locate on the DVR footage, in box 26 (see FIG. 2).
The adjusted date and time may then be automatically
calculated 1n response to entering the data, or 1n embodi-
ments, 1n response to clicking a calculate button 28, and are

displayed as the adjusted or “Go To” date, 1n box 34 and
time, 1 box 36 (FIG. 3).

In embodiments, the user may also access the calculator
screen 18, and not enter any location data—-either manually
or automatically—and instead, only enters a current, actual
date and time 1n box 22, the observed DVR date and time
(metadata) 1n box 24 (see FIG. 1), and the mcident date and
time 1n box 26. Upon entering the data, or in response to
clicking the calculate button 28, the correction (boxes 30 and
32) and the adjusted date and time 1n metadata (boxes 34 and
36) are automatically calculated and loaded into the appro-
priate boxes displayed on the calculator screen 18.

As described supra, e.g., in reference to FIG. 22, step 250,
in embodiments, the current, actual date and time that
coincides with the user’s entering the metadata in box 24 for
any camera may be automatically imported via a date/time
stamp acquired, e.g., via a GPS or cellular network or other
reliable source accessible to the app 208 on the user’s mobile
device 202.

From the calculator screen 18, the user may also enter an
address 20 where the camera of interest 1s located. Option-
ally, no address 1s entered, and a location 1s automatically
input using geolocation data retrieved from the mobile
device, e.g., via location module 224.

It 1s noted that for any one or more of the automatic
locating and automatic time/stamp options described herein,
an embodiment of the app 208 may provide a toggle next to
the relevant data box on the screens that allows either
manual entry by the user, or by enabling the toggle, auto-
matically imports current data based on the user device’s
current location and on the current actual date/time.

Referring again to FIG. 2, which may be viewed by
scrolling down the calculator screen 18, any data may be
mput by the user via a virtual keyboard, for example,

displayed on the mobile device, including:
Current Date and Time 22
DVR Date and Time 24—the date and time currently
shown on the DVR
Incident Date and Time 26—the date and time of the
incident to be located on the DVR footage
Referring to FIG. 3, as describe supra, calculate button 28
may be provided on the screen 18. In embodiments, in
response to the user pressing “calculate” 28, and based on
the details 22, 24, 26 input by the user, the app 208 calculates
and displays:
Difference 1 Days 30
Difference in Hours 32
Go to Date 34 (the adjusted date to turn the DVR to, to
locate and view the 1ncident)
Go to Time 36 (the time to turn the DVR to, to locate and
view the incident)
In embodiments, the calculation will optionally, or addi-
tionally, be automatically performed and the results 30, 32,
34, 36 automatically filled 1n on the screen 18, in response
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to the user properly entering all the details 22, 24, 26 needed
for the calculation by hitting a virtual return or tab key, for
example.

Any time the user accesses a camera from the database
and updates any of the details, and anytime the user adds
details for a newly added camera, the app 208 preferably

updates the database 203 accordingly, e.g., with the location
of the DVR, and the calculated difference in days 30 and

time 32. The user may also simultaneously add the
camera(s) to a user DVR List (see FI1G. 10, e.g.), which may
also be stored with the database 203 1n remote storage 204,
but which 1s also preferably associated with a unique user 1D
and/or a case number so that the user can mput and track all
cameras related to a particular incident, investigation, or
case. The location information and data needed to calculate

the adjusted day and time also preferably automatically fill
in a DVR Details Screen 42 as further described in reference

to FIGS. 5-9 below, the entire contents of which are stored

in the database 203.

A reset button 38 may also be provided on the calculator
screen 18 which, when pressed, resets or clears the details
entered by the user as well as the calculated results.

Once data 1s entered via the calculator screen 18, as
shown 1n FIGS. 4A-4B corresponding to FIGS. 1-2, respec-
tively, calculations are preformed (as shown in FIG. 4C,
corresponding to FIG. 3) for a DVR located at an address
entered by the user (or obtained automatically via the mobile
device’s geolocation capability) to determine the date 34 and
time 36 the user should turn this particular DVR to, to locate
and view the incident of interest, or relevant information
related thereto, assuming the DVR actually captured footage
that 1s usetul to the user.

Referring to FIG. 5, on scrolling further down the calcu-
lator screen 18 1in the embodiment shown, the user can add
additional useful details for storage to a DVR Details table
and/or database by pressing an “Add DVR Details” button
40, for example, which accesses and displays an editable
“DVR Details” 42 screen. Details can be entered, including
but not limited to: the building name where the DVR 1s
located; further details about DVR location; building phone
number; individual contact person name and phone number;
DVR make, model, length of time 1t can record; whether the
cameras’ viewing lens are interior or exterior; whether
camera 1s operable; and additional 1nvestigator’s notes.

FIGS. 6-10 describe several ways a user may enter, edit
and view additional details for a new or existing camera for
storage 1n the database 203 and in other user-accessible lists,
which can then be accessed for identifying and synchroniz-
ing cameras relevant to a particular investigation.

As shown 1n FIGS. 6A-6C, an editable DVR Details
screen 42 allows the user to add, as well as edit, information
about a particular DVR. Such information can include, but
1s not limited to, any one or more of the following:

Name of the location 44 (or a shorthand name could also

be assigned).

Location iformation 46—will preferably automatically
plug 1n based on address entered on the calculator
screen; can also edit.

Phone number 48

Contact Information 50 which may include
Contact Name 32 and/or
Contact Phone Number 54

DVR information 56
DVR make and model 58
Length of time recorded 60 (how long 1s the video

stored on this DVR)
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Location 45, if diflerent than the location 46 corre-
sponding to the viewing lens of the video camera
3 check off boxes for future reference 62

Camera not operable 64
Exterior Cameras 66
Interior Cameras 68

Date that data was last acquired to synchronize the camera

Notes 70: The calculations will preferably automatically

plug 1nto the notes section 70. A user can type 1n any
notes under the calculations, storing both, or may clear
the calculations by deletion or pressing a “clear” button
72.

When the user has completed entry of data 1n all the fields
relevant to the information the user wishes to save, as shown
for example 1n FIGS. 7TA-7C corresponding to FIGS. 6 A-6C,
respectively, the user can press a “Done” button 74. The
editable DVR Details screen 42 also may include (on the top
of the screen 1n this example), a cancel button 76 providing
the option to cancel entry of additional details.

Referring to FIGS. 7A-7C, once the details are saved, by
pressing Done 74, for example, the DVR 1information
recorded 1n the fields of the editable DVR Details screen 42
1s automatically displayed on a DVR Details screen 78, and
may also be automatically exported to the user’s current
DVR List 88 (see FIG. 10, e.g.).

The DVR Details, once saved by selecting “Done” are
shown on a saved DVR Details screen 79, which also
includes a Menu button 80. After pressing Done 74, for
example, the user may review the saved DVR Details
information for accuracy. If further edits are needed, as
shown 1n FIG. 8, the user can press the Menu button 80 to
display a Menu screen 82, which in turn provides an Edit
option 84 for accessing the editable DVR Details screen 42.
Additional options on the Menu may include, without limi-
tation, adding a calculation 103 (1if camera 1s added anew
and then calculations performed, e.g.), export button 104 to
export the DVR Details to a database; and/or a delete button
105 to delete the DVR.

From the DVR Details screen, there 1s also an option to
“view on map~’ 85 which, when selected by the user,
displays a map screen (FIG. 9) showing the location of the
DVR using the location data 46.

Referring to FIG. 10, a DVR List 88 may be displayed by
pressing the DVR List button 14, which 1s accessible from
at least the main screens displayed by the app.

After a user has completed the DVR details, the DVR
information 1s preferably automatically stored in the data-
base 203, and to the user’s DVR List 88 of all DVR’s a user
has ever entered and stored. In embodiments, the DVR List
88 also includes DVR’s entered and stored by other users
with whom the user has opted to share the information, or
with other users associated with a group having shared
access as determined, e.g., by an administrator.

Any one of the DVR’s full details may be displayed 1n the
corresponding DVR Details screen 78 for a DVR when the
DVR 1s selected from the List 88, by the user touching or
pressing a virtual selection button, arrow, or the DVR name,
for example. As described supra, the location of the selected
DVR 90 can then also be viewed on a map by selecting a
“view on map” button 83, for example, from the completed
DVR Details screen 78.

In other embodiments, 1n addition to the camera details
described above, the database 208 may also store for each
camera actual views and camera angles, allowing the user to
see the camera coverage ol a specific area. Accordingly,
when a camera 1s selected from a DVR List, for example, in
addition to the details, and the map view, a representative
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camera view representative of the video coverage 1s also
stored and available for viewing by a user, showing the
camera view on a map.

FIGS. 10-16 describe several ways a user may implement
an embodiment of the app 208 to locate, sort, search, filter,
export, and otherwise access the database 203 for quickly
identifying, locating and synchromizing camera footage rel-
evant to a particular investigation.

Referring to FIGS. 10 to 13, in the embodiment shown,
the DVR List screen 88 includes three options for perform-
ing the following additional functionalities: a sort, a search,
and a map function via a sort button 92, search bar 94 and
a map button 96, for example.

To sort the list of DVR’s, the sort button 92 1s selected by
the user. The user may select an option for sorting by, e.g.:
the date 98 the DVR was added, for example, from most
recent to the oldest; or by distance 100. The sort by distance
function 100 may include at least the following options:

1. Enter no address and the list will sort based on the
user’s current location, which may be automatically
detected via GPS location of the user device
a. Preferably will list closest location to the user’s

current location first; or
2. Enter an address 1n the search bar 94 and select sort by
distance 100
a. This will sort the list with all DVR’s within a
predetermined distance selected by the user, e.g., a 14
mile of the location entered.

b. The list will preferably sort from the closest to the
location entered, to the furthest.

To search the list of DVR’s, 1dentifying information 1s
entered 1n the search bar 94 by the user. The search may be
mitiated by pressing a virtual return button or pressing a
search button 102. For example, the user may enter text to
search by any of the fields of details entered 1n the DVR List,
including but not limited to:

Camera Operable

Date added/entered

Date Last synched

Name

Address

Z1p Code

Key words
Referring to FIG. 14, the results of any search may be
compiled 1n a list and exported, 1n embodiments, by select-
ing the Menu option 80 to open the Menu 82 and then the
export button 104.

Referring also to FIG. 22, embodiments of the method of
the disclosure may be implemented via the mapping func-
tionality via the user device 202 to assist the user 1n quickly
identifying relevant cameras based on their location relevant
to the incident. When the user elects the map button 96 from
the DVR List screen 88, a map 1s generated on a map screen
106 (FIG. 13) of the user’s current location 108 as well as
the location of all the DVR’s 112 1n the DVR List within the
displayed map area. The current location may be automati-
cally filled 1n on a text bar 110 from the most recent data
entered by the user, or automatically filled in from geolo-
cation data provided by the mobile device.

In addition, any location, such as a location relevant to an
incident of 1interest, may be filled 1n manually 1n a search text
bar 114 1n order to identify DVR’s around the location
entered 1n the text bar 114 which may have captured relevant
footage, and to view the DVR’s on the map. Accordingly,
the method includes generating, at 252, via the app, a map
of an area that includes the incident location, and displaying
the map, at 252, on the user device, which 1s operatively
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connected to the database. The method further includes
populating the map, at 256, with graphical elements, such as
pins, mdicating the locations of cameras from the database
that are located within a selected area around the incident
location. In yet another embodiment, a pin may be dragged
and dropped by the user, at 264, onto the location of interest;
the closest address 1s then used to fill 1n box 114. The
cameras 1dentified as being relevant, based on their location
to the location relevant to the incident, indicated 1n box 114
and on the map 106, may include all cameras that are located
within the area displayed on the map, at 258, or may be an
area selected 1n accordance with a user-defined distance, at
262, from the incident location 114 that can be entered (box
not shown), e.g., via etther the map screen 106 or sorting
screen (FIG. 11). In other embodiments, the cameras 1den-
tified for synchronizing and examining footage are those
within a bounded region, which 1s “drawn” by the user, at
260, on the map via the display 1n the user device.

A graphical element 1s also used, at 254, to indicate the
location of interest, e.g., the incident location on the map. In
embodiments, different graphical elements may be used, at
256, to diflerentiate the location of the incident, for example,
from the location of cameras within a user-selected area
around the incident. The graphical elements may be the
same type of graphical element but differentiated by color,
and/or may be different symbols or shapes, for example. The
DVR’s may be marked by “pegs” or circles shown on the
map and may be color-coded. For example, a blue peg could
be used to view the current location, a green peg could be
used to view the location of interest entered 1n the search bar,
and red pegs may be used to show the location of the DVR’s
relative to the current location 108 or to the location manu-
ally entered 1n the search bar 114.

In embodiments, any of the details associated with the
cameras may also be displayed, for example, superimposed
on, or highlighted on the map screens for each camera
indicated on the map. In other embodiments, the map screen
106 may display any one or more of the details associated
with the DVR’s 112 in the DVR List, without leaving the
map view, when the user hovers over one of the pegs
marking the location of a particular DVR, for example. In
another embodiment, the user can select an option to only
show, or to highlight, DVR’s from the DVR List 1n the map
view that meet some additional criteria. For example, in
embodiments, the user can elect to omit from the map view
those cameras that are currently flagged as not operable (see
FIG. 6B, Camera Not Operable Toggle 64). Identifying
cameras that are not operable will expedite the investigation,
and not waste time looking for unreliable footage.

In other embodiments, the DVR’s i1dentified 1in accor-
dance with any of the user-selected location criteria 1n
relation to the location of the incident (in box 114, e.g.)
described herein using the map functionality of the app 208
may be exported into a list of DVR’s associated with the
particular incident or case. The list may be filtered according
to any of the details of the cameras stored 1n the database.
In addition, toggles such as “camera mmoperable” may be
visibly highlighted in any suitable graphical form, to flag on
the map, which of the i1dentified cameras will not have any
reliable evidence and need not be pursued.

In additional embodiments, the map screens are integrated
with GOOGLE® earth so that images of the actual locations
(“street views”) of the cameras 1n the DVR List can also be
seen.

Referring to FIGS. 14-16, the user can export the entire
DVR List available, or any filtered list, e.g., the list of
cameras identified based on their relative location to the
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location of the incident of interest (which may be deter-
mined via the mapping functions described supra), by select-
ing an export button 104 from the Menu screen 82. Another
naming screen 116 may be displayed when the export button
104 1s selected to allow the user to enter a file name 118 for
a report, which may be i excel format, for example,
comprising the DVR List. The report can then be emailed to
an account on file for the user, printed, and/or saved. An
example of the report that may be generated 1s provided 1n
FIG. 16. Preferably, the report 1s generated in an excel
format or other searchable and sortable file type, and,
referring also to FIGS. 1-3, and 6A-6C, contains all entered
data and automatically imported data, including location
name 44 and address 46 of the camera, contact details such
as contact name 52, contact telephone number 54, camera
details such as make and model 56, length of time recorded
60, and status 64 (operable or not) and whether there are
exterior cameras 66 and/or interior cameras 68 at that
location 46, and all entered and calculated data 55 (current
date and time 22:; DVR Date and Time shown 24: calculated
difference 1 days 30 and hours 32) needed to properly locate
footage recorded on each camera corresponding to an actual
date and time of an incident 26, along with the adjusted date
34 and time 36 to turn the DVR to, to locate and view the
incident occurring at the actual date and time 26. FIG. 16 1s
one example of a report. Reports may be customized by the
user to include any selected details for each camera 1n a list,
or filtered list.

In various embodiments, a user may log 1n to an app or to
a website providing the functionality described herein. Upon
purchase of the app or access to the website, the user
provides 1dentifying information to set up a login account,
which may be password-protected. The 1dentitying informa-
tion may also be used to perform various administrative
functions, particularly related to building a database of the
camera data input by users and the calculations generated by
the program. The data may be made accessible to users
based on read/write privileges associated with each camera,
and on membership of a user requesting access 1n a particu-
lar group. For example, all data entered for all cameras 1n the
database may be made available to any user logging 1n as a
member of a group associated with a particular law enforce-
ment agency. In another example, users may be part of a
community watch group having access only to camera data
that 1s input by members of the community watch group.

The database 203 corresponding to the DVR list associ-
ated with any such group 1s preferably accessible via the
internet to users having the prerequisite privilege, and may
be maintained in the cloud, such that each user can share
his/her list to others, 1 authorized. An option may be
provided to subscribe to the list/directory based on area (by
71p code or city/state or neighborhood, and so on).

Auser may be prompted on first use of the app or program
to enter a login name or other identifier (ID), which may be
an email address, for example, and then to enter a password
for access to the app and database. Identifying information
may include:

First Name

Last Name

Email Password

Location: City, State, Zip Code

Occupation

Agency

Phone Number (Optional)

FIGS. 17 and 18 provide examples of screens through
which various administrative functions are made available to
an administrator of the users and database associated with
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the app. An administrator panel of users 120 i1s shown in
FI1G. 17, from which the administrator can view a list of all
users by any of the various i1dentifying information, such
occupation, agency (which may be used to set group access
privileges), location, email address, and phone number.
Functions are provided to search 122 by any keyword or
other criteria and to export 124 the entire list, or the filtered
list associated with the search criteria or keyword, 11 entered.
The list may be 1n excel or any other suitable file format,
such as a PDF file, or word file, rtf, and so on. An upload
function 126 may also be provided to allow the administra-
tor to upload the entire or filtered list to a user’s account.

An administrator panel of DVR’s 130 1n a DVR List 1s
shown 1n FIG. 18, from which the administrator can view a
list of all DVR’s (or other cameras) for which data has been
entered by all users of the app or website service, or by any
selected group of users associated with a group, and which
may be exported by selecting an export button 132, for
example, in full, or filtered be any search criteria or keyword
entered 1n the search bar 134. The exported list of DVR’s
may be 1n excel or any other suitable file format, such as a
PDF file, or word file, rtf, and so on. The list, like the other
lists and reports that can be generated by the app, may be
sent directly to an administrator email account, or to a user
email account selected by the administrator, and may also be
printed and/or saved.

The exported list of all DVR’s preferably contains the
username or 1D of the user who entered the DVR and the
date the record was created by the user, and also preferably
contains all of the details entered by users and generated by
the app, including;

Location name, address, phone #

Contact name, and phone #

Operable, exterior, or mterior cameras

Make/model, length of time recorded

In additional embodiments, a file, such as a .csv file,
containing properly formatted records of DVR data can be
uploaded into the database 203 associated with the app or
program or mnto any other database, and may be further
identified with a case number or other i1dentifier to limait
access.

In additional embodiments, the method may include
options to tailor the use of the app (or other software
program implementing the method of the disclosure) to a
particular group, such as law enforcement. Accordingly,
additional options may be provided to: enter case numbers;
enter photographs, for example, of a street or sidewalk view,
or other camera views from the DVR. Additional options
may 1include to: upload DVR List and/or Details, and/or
video lootage taken from selected DVR’s to a directory,
which may be 1n the cloud.

In embodiments, the video footage saved for an identified
list of cameras 1dentified as relevant to an incident, based on
location, may be automatically and, optionally, stmultane-
ously cued using the correction to the metadata, to the actual
date and time of the incident. In various embodiments, the
synchronized footage from several cameras may be dis-
played side-by-side on a single monitor for comparison.

Various embodiments may include adding more details
saved for the cameras 1n the List and database. For example,
instructions on how to download video from the listed DVR
may be included.

The system and methods provided herein advantageously
reduce the risk of missing vital camera footage during a
canvass of a crime scene, reduce human error that would
otherwise occur 1n calculating and manually entering cor-
rected date/time data, generated verifiable documentation
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for use at trial, significantly reduces investigative time 1n
gathering and reviewing evidence, particularly in locating
relevant and reliable camera footage, and assists 1n devel-
oping new leads with targeted deployment.

Particular embodiments of the present disclosure have
been described herein, however, 1t 1s to be understood that
the disclosed embodiments are merely examples of the
disclosure, which may be embodied 1n various forms. Well-
known functions or constructions are not described in detail
to avoid obscuring the present disclosure in unnecessary
detail. Therefore, specific structural and functional details
disclosed herein are not to be interpreted as limiting, but
merely as a basis for the claims and as a representative basis
for teaching one skilled 1n the art to variously employ the
present disclosure in any appropriately detailed structure.

What 1s claimed 1s:

1. A method for synchronizing camera footage from a
plurality of cameras, the method comprising:

providing a database associated with a plurality of cam-

eras, accessible via a user device, wherein the database
includes a correction associated with each of the plu-
rality of cameras to at least one of a date and a time 1n
metadata associated with footage recorded by the cor-
responding camera, to facilitate synchronization of the
footage recorded by each of the plurality of cameras to
an actual date and time;

applying, by a processing device, the correction stored in

the database associated with at least one camera of the
plurality of cameras to determine at least one of an
adjusted date and an adjusted time 1n the metadata for
the at least one of the plurality of cameras correspond-
ing to footage recorded at a particular date and time;
and

synchronizing, by the processing device, the footage of

the at least one of the plurality of cameras to the
particular date and time, based on the at least one of the
adjusted date and the adjusted time determined from
the correction to the metadata stored 1n the database for
the at least one of the plurality of cameras.

2. The method of claim 1, further comprising cueing the
footage of the at least one of the plurality of cameras to the
particular date and time.

3. The method of claim 1, further comprising

receiving, by the processing device, for the at least one

camera, the actual date and time, and the date and the
time 1n the metadata associated with the footage
recorded by the at least one camera at the actual date
and time;

determining, via the processing device, the correction

associated with the at least one camera; and

storing and associating, via the processing device, the

correction associated with the at least one camera.

4. The method of claim 1, further comprising displaying
on a screen operatively connected to the processing device,
the at least one of the adjusted date and the adjusted time 1n
the metadata for synchronizing the footage of the camera to
the particular date and time.

5. The method of claim 1, further comprising storing and
associating, by the processing device, details associated with
cach of the plurality of cameras, the details including
location details including a geographical location associated
with each camera in the database.

6. The method of claim 5, further comprising 1dentitying,
by the processing device, the at least one camera for
applying the correction, based on a proximity of the geo-
graphical location associated therewith to a particular loca-
tion.
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7. The method of claim 5, further comprising adding, via
the processing device, one camera to the database, and
storing and associating, via the processing device, details
associated therewith, wherein the details stored and associ-
ated for the one camera include the actual date and time and
at least one of an observed date and an observed time 1n the
metadata coinciding with the actual date and time, wherein
the at least one of the observed date and the observed time
are received via user mput to a user device operatively
connected to the database, the method further including:

calculating, for the one camera, the correction to the

metadata to synchronize the footage for the one camera
based on the at least one of the observed date and the
observed time recorded by the one camera coinciding,
with the actual date and time: and

associating the one camera with the corresponding cor-

rection and storing the corresponding correction 1n the
database.

8. The method of claim 7, wherein the actual date and time
for the one camera 1s automatically imported via the user
device from one of a cellular network and a GPS date/time
stamp coinciding with the observed date and the observed
time 1n the metadata.

9. The method of claim 7, wherein storing and associating,
further includes automatically importing the geographical
location for the one camera co-located with a user device
based on GPS location data for the user device.

10. The method of claim 5, wherein the details of each of
the plurality of cameras in the database further include at
least one of a camera operable indicator, the flag indicating
one of operable and not operable status, contact information,
a make and model of the corresponding camera, a date the
corresponding camera was entered into the database, and a
date the corresponding camera was last synchronized.

11. The method of claim 6, wherein the at least one
camera 1s a list of cameras, the method further comprising
identifying, by the processing device, the list of cameras
from the plurality of cameras based on the proximity of the
geographical location of each camera to the particular loca-
tion, wherein the details of each camera 1n the list of cameras
includes the location, the correction, and the at least one of
the adjusted date and the adjusted time in the metadata
associated with each corresponding camera in the list of
cameras.

12. The method of claim 11, further comprising exporting,
by the processing device, the list of cameras and the details
associated therewith to at least one of a file and an email
account associated with a user ID.

13. The method of claim 11, the method further compris-
ng:

generating a map ol an area that includes the particular

location, and displaying 1t on a user device operatively
connected to the database;

indicating the particular location on the map with a first

graphical element; and

wherein identifying the list of cameras further includes

populating the map with a plurality of second graphical
clements indicating the geographical location of each
of the plurality of cameras within a selected area
around the first graphical element, each camera located
within the selected area corresponding to one camera
on the list of cameras.

14. The method of claim 13, wherein the selected area 1s
the area of the map displayed on the user device.

15. The method of claim 13, wherein the selected area 1s
a bounded region graphically defined by user input via the
user device.
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16. The method of claim 15, wherein the bounded region
1s defined by a user-defined distance from the particular
location.
17. A system for synchronizing camera footage from a
plurality of cameras, the system comprising:
a processing device;
a database operably connected to the processing device,
wherein the database includes a correction associated
with each of a plurality of cameras to at least one of a
date and a time 1n metadata associated with footage
recorded by the corresponding camera, to facilitate
synchronization of the footage recorded by each of the
plurality of cameras to an actual date and time; and
a storage device for storing instructions that, when
executed by the processing device, perform operations
comprising:
applying the correction stored in the database associ-
ated with at least one camera of the plurality of
cameras to determine at least one of an adjusted date
and an adjusted time 1n the metadata for the at least
one ol the plurality of cameras corresponding to
footage recorded at a particular date and time; and

synchronizing the footage of the at least one of the
plurality of cameras to the particular date and time,
based on the at least one of the adjusted date and the
adjusted time determined from the correction to the
metadata stored 1n the database for the at least one of
the plurality of cameras.

18. The system of claim 17, wherein the storage device
includes further instructions that, when executed by the
processing device, perform further operations including
receiving, for the at least one camera, the actual date and
time, and the date and the time in the metadata associated
with the footage recorded by the at least one camera at the
actual date and time, determining the correction associated
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with the at least one camera, and storing and associating the
correction with the at least one camera in the database.

19. The system of claim 18, further comprising a screen
operatively connected to the processing device, wherein the
storage device includes further structions that, when
executed by the processing device, perform further opera-
tions ncluding displaying on the screen the at least one of
the adjusted date and the adjusted time 1n the metadata for
synchronizing the footage of the camera to the particular
date and time.

20. The system of claim 19, wherein the database further
includes details associated with each of the plurality of
cameras, the details including location details including a
geographical location associated with each camera in the
database, and wherein the at least one camera 1s a list of
cameras, wherein the storage device includes further instruc-
tions that, when executed by the processing device, perform
further operations including:

generating a map of an area that includes an incident

location, and displaying it on the screen operatively
connected to the processing device;

indicating the incident location on the map with a first

graphical element; and

identifying the list of cameras from the plurality of

cameras for applying the corresponding correction
based on the location of each of the plurality of cameras
relative to the incident location, wherein identifying
further includes populating the map with a plurality of
second graphical elements indicating the geographical
location of each camera from the database within a
selected area around the first graphical element, each

camera located within the selected area corresponding
to one of the plurality of cameras.
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