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(57) ABSTRACT

A load distribution apparatus connected, via a network, to a
plurality of relay apparatuses that relay communication
performed by a terminal, and to the terminal, including:
storage means configured to store relay apparatus 1dentifiers
that identify each of the plurality of relay apparatuses,
installation site information that indicates installation sites
of each of the plurality of relay apparatuses, and load
information that indicates loads of each of the plurality of
relay apparatuses; load management means configured to
collect the load information from each of the plurality of

relay apparatuses to store the load information 1n the storage

(Continued) (Continued)
SITEA o0 a0 | ISITEB L,y ap  F ISTEC o 0 |
; ,30a, _30a, | 306, 30b, [ __30c, __30c, |
0 RELAY || RELAY | ) 1| RELAY | RELAY | 1 || RELAY | RELAY | |
| |APPARATUS|IAPPARATUS| *™" | | |APPARATUS | APPARATUS ' | |APPARATUS]|APPARATUS| *" !
| - : ! ' =' | !

: . ]
i %a I o20e
| LOAD : : LOAD | | QAD |
i DISTRIBUTION , DISTRIBUTION | DISTRIBUTION |
| APPARATUS , APPARATUS ] .
I i I I

- ——= ,—.J-Eﬂ
SERVICE PROVIDING |
APPARATUS |
\‘»‘%——a—\:___‘_ﬁ__ ___\E‘"ERNAL NETWDREI/L
602 : | _-/60b § | ,80c
NAT | | NAT | ; HAT W
' | j I
102 | _70b i __10c
| i
fJf-EEJa I ,_Jq-ﬂb E f_iq'DG
z i ' :
TERMINAL | | | TERMINAL i TERMINAL
' | i ;
| i
| |
I i
AREA A i AREA B ! AREA G



US 10,757,024 B2
Page 2

means; selection means configured, when receiving a
request from the terminal, to select a relay apparatus for
relaying communication performed by the terminal from
among the plurality of relay apparatuses based on the
installation site information or the load information; and
transmission means configured to transmit, to the terminal
that transmits the request, a relay apparatus identifier of the
relay apparatus selected by the selection means.
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FIG.10
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FIG.15
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LOAD DISTRIBUTION APPARATUS, LOAD
DISTRIBUTION METHOD AND PROGRAM

TECHNICAL FIELD

The present invention relates to a load distribution appa-
ratus, a load distribution method and a program.

BACKGROUND ART

P2P communication techmques 1 which direct commu-
nication 1s performed between two terminals are known.
Here, 1n a case i which communication i1s performed
between terminals using a P2P communication technique,
there are cases where direct communication between termi-
nals cannot be performed depending on configuration of a
network to which the terminals are connected. For example,
in a case 1 which two terminals belong to different private
networks respectively, packets are discarded depending on
the specification of NAT (Network Address Translation), so
that direct communication between terminals cannot be
performed.

In order to make 1t possible to perform P2P communica-
tion 1n such a case, there 1s a technique installing a relay
apparatus on a public network to relay P2P communication
performed between terminals via the relay apparatus.

However, when performing P2P communication of video
or voice between terminals, a large communication band 1s
required in general. Therefore, when relaying P2P commu-
nication of video or voice, a process load of the relay
apparatus becomes large. Further, depending on the instal-
lation place of the relay apparatus, the communication route
becomes long so that delay of communication becomes
large, which deteriorates real-time property which i1s an
advantage of P2P communication.

Here, as a technique for handling increase of process load
of servers, there 1s a load distribution technique for perform-
ing load distribution, with respect to requests from termi-
nals, by distributing the requests to any of a plurality of
servers based on a virtual ID (Identifier) calculated by a hash
function (refer to patent document 1, for example).

RELATED ART DOCUMENT

Patent Document

|PATENT DOCUMENT 1] JP5544524

SUMMARY OF THE INVENTION

Problem to be Solved by the Invention

However, the conventional load distribution techniques
could not realize load distribution in consideration of an
installation place of a relay apparatus 1n order not to damage
real-time property which 1s an advantage of the P2P com-
munication. Also, load distribution in consideration of a
process load of the relay apparatus required when P2P
communication of video or voice 1s performed could not be
performed.

The disclosed technique 1s conceived in view of the
above-mentioned points, and an object of the present inven-
tion 1s to provide a technique that makes it possible to
perform proper load distribution in consideration of an
installation place or a process load of a relay apparatus.

Means for Solving the Problem

The disclosed technique provides a load distribution appa-
ratus connected, via a network, to a plurality of relay
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2

apparatuses that relay communication performed by a ter-
minal, and to the terminal, including:

storage means configured to store relay apparatus identi-
fiers that identify each of the plurality of relay apparatuses,
installation site information that indicates installation sites
of each of the plurality of relay apparatuses, and load
information that indicates loads of each of the plurality of
relay apparatuses;

load management means configured to collect the load
information from each of the plurality of relay apparatuses
to store the load information 1n the storage means;

selection means configured, when receiving a request
from the terminal, to select a relay apparatus for relaying
communication performed by the terminal from among the
plurality of relay apparatuses based on the installation site
information or the load information; and

transmission means configured to transmit, to the terminal
that transmits the request, a relay apparatus identifier of the
relay apparatus selected by the selection means.

tect of the Present Invention

(1]

According to a disclosed technique, a technique that
makes 1t possible to perform proper load distribution in
consideration of an installation place or a process load of a

relay apparatus can be provided.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram showing an example of a configura-
tion of a communication system according to a first embodi-
ment;

FIG. 2 1s a diagram showing an example of a hardware
configuration of a load distribution apparatus according to

the first embodiment;
FIG. 3 1s a diagram showing an example of a software

configuration of a load distribution apparatus according to

the first embodiment;
FIG. 4 1s a diagram showing an example of a relay

apparatus information table;

FIG. 5 1s a diagram showing an example of a load
management information table;

FIG. 6 1s a diagram showing an example of a software
configuration of a relay apparatus according to the first
embodiment;

FIG. 7 1s a flowchart showing an example of a process
procedure for selecting a relay apparatus according to the
first embodiment;:

FIG. 8 1s a sequence diagram showing an example of a
process procedure of a communication system according to
the first embodiment;

FIG. 9 1s a flowchart showing an example of a process
procedure for mcreasing a relay apparatus according to the
first embodiment;

FIG. 10 1s a flowchart showing an example of a process
procedure for decreasing a relay apparatus according to the
first embodiment;

FIG. 11 1s a flowchart showing an example of a process
procedure (modified example 1) for selecting a relay appa-
ratus according to the first embodiment;

FIG. 12 1s a flowchart showing an example of a process
procedure (modified example 2) for selecting a relay appa-
ratus according to the first embodiment;

FIG. 13 15 a diagram showing an example of a target area
management table;
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FIG. 14 1s a flowchart showing an example of a process
procedure for selecting a relay apparatus according to a

second embodiment;

FIG. 15 1s a diagram showing an example of a specific
terminal management table;

FIG. 16 1s a flowchart showing an example of a process
procedure for selecting a relay apparatus according to a third
embodiment.

EMBODIMENTS FOR CARRYING OUT TH.
INVENTION

T

|[First Embodiment]

In the following, an embodiment 1s described with refer-
ence to figures. In each figure, the same configuration parts
are assigned the same reference symbols, and there 1s a case
in which redundant description 1s not provided.

Note that, in the following description, P2P communica-
tion by a WebRTC (Web Real-Time Communication) tech-
nique 1s described as an example, however, the communi-
cation system 1n the first embodiment can be also applied to
P2P communication using techniques other than the
WebRTC. Also, the communication system in the {first
embodiment can be applied to communications other than
P2P communication.

<Outline>

FIG. 1 1s a diagram showing an example of a configura-
tion of a communication system 1n the first embodiment. The
communication system 1n the first embodiment includes a
service providing apparatus 10, load distribution apparatuses
(20a, 205, 20c¢), relay apparatuses (30a,, 30a,, 3056,, 305,
30¢,, 30c,), terminals (40a, 405, 40c) and NATs (60a, 605,
60c).

In the following description, arbitrary load distribution
apparatus of the load distribution apparatuses (20a, 205,
20¢) 1s referred to as “load distribution apparatus 207.
Arbitrary relay apparatus of the relay apparatuses (30a,,
30a,, 30b,, 30b,, 30¢,, 30c,) 1s referred to as “relay appa-
ratus 30”. Arbitrary terminal of the terminals (40a, 405, 40¢)
1s referred to as “terminal 40”. Arbitrary NAT of the NATs
(60a, 600, 60c¢) 1s referred to as “NAT 607,

Each of the load distribution apparatuses (20a, 205, 20¢),
the relay apparatuses (30a,, 30a,, 306,, 30b,, 30c,, 30c2),
the terminals (40a, 405, 40¢) and the NATs (60a, 605, 60c¢)
1s connected to an external network 50. Also, the terminal
40a and the NAT 60q are connected to an mternal network
70a, the terminal 405 and the NAT 605 are connected to an
internal network 705, and the terminal 40¢ and the NAT 60c¢
are connected to an internal network 70c. The load distri-
bution apparatuses (20a, 205, 20¢) are connected such that
they can communicate with each other by a dedicated
network.

The load distribution apparatus 20a and the relay appa-
ratuses (30a,, 30a,) are installed 1n the same site A. Simi-
larly, the load distribution apparatus 2056 and the relay
apparatuses (305,, 305,) are installed 1n the same site B, and
the load distribution apparatus 20c and the relay apparatuses
(30c,, 30c¢,) are installed 1n the same site C. Note that, the
communication system of the first embodiment 1s formed by
three sites, however, for example, the communication sys-
tem may be formed by one site or two sites, or by equal to
or greater than four sites.

The terminal 40a and the NAT 60a exist in the same area
A. In the same way, the terminal 406 and the NAT 606 exist
in the same area B, and the terminal 40¢ and the NAT 60c¢
exist 1n the same area C. Here, areas A~C indicate any areas
in the whole world. It 1s assumed that areas A~C cover the
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whole world. For example, areas may be separated such that,
the area A corresponds to Asia and Oceania, the area B
corresponds to Europe and Africa, and the area C corre-
sponds to North America and South America. Also, for
example, the areas may be separated by countries such that
the area A corresponds to Japan, Korea, China, . . . , the area
B corresponds to England, Germany, France, . . . , the area
C corresponds to America, Canada, Brazil, . . ..

FIG. 1 shows division into three areas, however, for
example, division may be performed into two areas, or may
be performed 1nto equal to or greater than four areas. Also,
FIG. 1 shows that the terminal 40 1s connected to the internal
network 70 of each area one by one, however, for example,
a plurality of terminals 40 may be connected.

It 1s assumed that the internal network 70aq, the internal
network 705, and the internal network 70c¢ are physically
separated, so that the terminal 40q, the terminal 405, and the
terminal 40¢ cannot directly communicate with each other.
Therefore, when the terminal 40a communicates with an
apparatus connected to the external network 50, the terminal
40a performs commumnication via the NAT 60q. Similarly,
when the terminal 4056 communicates with an apparatus
connected to the external network 50, the terminal 405
performs communication via the NAT 605, and when the
terminal 40¢ communicates with an apparatus connected to
the external network 50, the terminal 40¢ performs commu-
nication via the NAT 60c.

The service providing apparatus 10 1s an apparatus that
provides the terminal 40 with a service using P2P commu-
nication by the WebRTC technique. For example, the service
providing apparatus 10 1s a Web server. The service provid-
ing apparatus 10 transmits, to the terminal 40, 1n response to
an access from the terminal 40, a client module (an HTML
file 1ncluding JavaScript(registered trade mark), {for
example) for realizing a predetermine service. The terminal
40 communicates with another terminal 40 by executing the
received client module so as to be able to receive a service
using P2P communication. As a concrete example of a
service using P2P communication, for example, there are
video chat, voice chat, text chat performed between two
terminals 40.

The client module that the service providing apparatus 10
transmits to the terminal 40 includes a code for causing the
terminal 40 to iquire of the load distribution apparatus 20
about a relay apparatus 30 used for relaying communication
with a partner terminal 40. Accordingly, even when the
terminal 40 that executes the client module 1s connected to
a private network, the terminal 40 can perform communi-
cation with the partner terminal 40 via the relay apparatus 30
as necessary.

The load distribution apparatus 20 1s an apparatus that 1s
configured, 1n response to an inquiry from the terminal 40,
to select an optimum relay apparatus 30 for relaying com-
munication between the terminal 40 and the partner terminal
40 performing P2P communication. The load distribution
apparatus 20 selects a small load relay apparatus 30 from
among relay apparatuses 30 installed in a site the same as
that of the load distribution apparatus 20 1itself. Note that
selecting a small load relay apparatus 30 1s an example. A
relay apparatus 30 may be selected based on load informa-
tion not limited to the small load relay apparatus 30.

Also, the load distribution apparatuses (20a, 205, 20c¢)
have a function for sharing (synchronizing), with each other,
information for associating communication performed
between terminals 40 with the relay apparatus 30 that relays
the communication.
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Also, the load distribution apparatus 20 includes a func-
tion for increasing a new relay apparatus 30 1n the same site
in order to distribute load of the relay apparatus 30 when the
load of the relay apparatus 30 1s large. Further, the load
distribution apparatus 20 includes a function for decreasing
a relay apparatus 30 in the same site, when load of each of
a plurality of relay apparatuses 30 1s small, 1n consideration
ol operation cost reduction and the like of the relay appa-
ratuses 30.

Also, the load distribution apparatuses (20a, 205, 20c¢) are
configured with a technique such as IP Anycast or DNS
(Domain Name System) load balancing, for example, such
that an inquiry to a load distribution apparatus 20 from the
terminal 40 1s routed to a load distribution apparatus 20 that
1s located 1n a site close to an area where the terminal 40
exi1sts.

For example, a case 1s assumed in which the site A 1s
Japan, the site C 1s America, and the areca A 1s Asia and
Oceania, and the area C 1s North America and South
America. In the case 1n which the IP Anycast technique 1s
used, each of the load distribution apparatuses (20a, 205,
20¢) includes the same IP address. In this case, when the
terminal 40a existing in Japan accesses by designating an 1P
address of the load distribution apparatus 20, 1t 1s automati-
cally routed to the load distribution apparatus 20a placed 1n
the site A. Also, when the terminal 40¢ existing 1n Brazil
accesses the load distribution apparatus 20, it 1s automati-
cally routed to the load distribution apparatus 20c¢ placed 1n
the site C.

Accordingly, the load distribution apparatus 20 can deter-
mine that the terminal 40 accessing the load distribution
apparatus 20 1tself exits 1n an area close to the installation
site of the load distribution apparatus 20.

Here, “close” 1s not limited to simply the case in which the
distance on the map 1s close. For example, “close” may
include a case of a route 1n which the number of routing hops
1s small, a case of a route of small delay, a case of a route
of a wide band, a case of a route 1n which communication
quality 1s stable, and a case of an economical route.

The relay apparatus 30 1s an apparatus configured to relay
P2P communication that 1s performed between terminals 40.
For example, the relay apparatus 30 1s a TURN (Traversal
Using Relays around NAT) that 1s used in the WebRTC
technique. When the relay apparatus 30 receives a request to
relay communication from the terminal 40, the relay appa-
ratus 30 transmits, to the terminal 40, an IP address and a
port number used for relay of communication. The terminal
40 transmits, to the IP address and the port number received
from the relay apparatus 30, a packet for transmission to a
partner terminal 40. The relay apparatus 30 transfers the
received packet to the terminal 40 of the communication
partner so as to perform relay of communication performed
between the terminals 40.

The terminal 40 1s, for example, a communication appa-
ratus such as a PC (Personal Computer) including a Web
browser, a mobile phone, a smartphone or a tablet terminal
and the like. By operating the client module received from
the service providing apparatus 10, the terminal 40 can
realize a predetermined service with the partner terminal 40.
Note that the terminal 40 may be any communication
apparatus as long as i1t can execute the client module
received from the service providing apparatus 10.

The NAT 60 1s an apparatus that 1s placed at a border point
between the internal network 70 and the external network
50, and that performs conversion between the IP address
used 1n the internal network 70 and the IP address used 1n the
external network 50. Accordingly, it becomes possible to
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perform communication to an apparatus connected to the
external network 50 from the terminal 40 connected to the
internal network 70, and communication to the terminal 40
connected to the internal network 70 from the apparatus
connected to the external network 50.

r

The external network 50 1s a so-called public network,
and for example, 1t 1s LAN, WAN or the Internet.

-

T'he internal network 70 1s a private network constructed
in a company or a home or the like, and 1t 1s LAN, WAN, for

example.

Here, the WebRTC technique 1s briefly described. The
WebRTC technique 1s a technique for realizing real-time
P2P communication between Web browsers by performing
P2P communication using Web browsers between two ter-
minals 40. Generally, the terminal 40 including a Web
browser 1s connected to a private network, so that direct
communication between two terminals 40 cannot be per-
formed 1n many cases. Therefore, the WebRTC technique
makes 1t possible to perform direct communication between
two terminals 40 even when the terminal 40 1s connected to
a private network, by utilizing an ICE (Interactive Connec-
tivity Establishment) procedure.

More specifically, the ICE procedure provides a mecha-
nism for notifying the terminal 40 of an IP address and a port
number (that 1s, IP address and port number viewed from the
Internet side) converted by the NAT 60 using the STUN
(Session Traversal Utilities for NAT) server provided 1n the
Internet side, and a mechanism for relaying P2P communi-
cation using a TURN server installed in the Internet side.
Accordingly, the WebRTC technique makes it possible to
perform direct communication between two terminals 40.
Note that, since the concrete process procedure of the ICE
procedure 1s a conventional technique, the description of 1t
1s not provided.

Next, operation outline of the communication system 1n
the first embodiment 1s described by assuming that a video
chat 1s performed using WebRTC between the terminal 40q
and the terminal 405. First, a user of the terminal 40a
connects the terminal 40a to the service providing apparatus
10 to obtain an HI'ML file 1n which process contents for
performing the video chat are described. In the same way, a
user of the terminal 405 connects the terminal 406 to the
service providing apparatus 10 to obtain an HTML file for
performing the video chat. This HTML file includes a
Javascript (registered trade mark) for obtaining, from the
load distribution apparatus 20, an IP address and a port
number (or a URL and a port number) of the TURN server
that 1s used 1n WebRTC.

Next, the HIML files are executed by Web browsers
installed 1n the terminal 40a and the terminal 405. The
terminal 40a inquires of the load distribution apparatus 20
about a relay apparatus 30 to be used for communication
with the terminal 405 by the JavaScript (registered trade
mark) included in the HTML file. The inquiry signal from
the terminal 40a 1s routed to a load distribution apparatus
20a of a site corresponding to an area where the terminal 40q
exi1sts.

The load distribution apparatus 20 selects a proper relay
apparatus 30 from among a plurality of relay apparatuses 1n
the same site, and notifies the terminal 40a of the relay
apparatus 30.

Next, in the same way as the terminal 40q, the terminal
406 1nquires of the load distribution apparatus 20 about a
relay apparatus 30 to be used for communication with the
terminal 40a by the JavaScript (registered trade mark)
included in the HTML file. The inquiry signal from the
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terminal 405 1s routed to a load distribution apparatus 2056 of
a site corresponding to an area where the terminal 405 exists.

The load distribution apparatuses 20 are configured such
that they share (synchronize), with each other, information
for associating communication performed between termi-
nals 40 and a relay apparatus 30 that relays the communi-
cation. Therefore, the load distribution apparatus 20 that
receives the inquiry from the terminal 406 notifies, with
respect to the request from the terminal 405, the terminal
406 of the relay apparatus 30 that has been notified to the
terminal 40aq. This 1s because the terminal 40a and the
terminal 400 need to use the same TURN server when
relaying communication using a TURN server according to
the specification of the TURN protocol.

<Hardware Configuration>

FIG. 2 1s a diagram showing an example of a hardware
configuration of the load distribution apparatus of the first

embodiment. The load distribution apparatus 20 includes a
CPU 101, a ROM 102, a RAM 103, an HDD 104, an
operation unit 105, a display unit 106, a drive device 107 and
a NIC (Network Interface card) 108.

The CPU 101 1s a processor for performing control of the
whole load distribution apparatus 20. The CPU 101 executes
an operating system, an application, programs of various
services and the like stored in the HDD 104 and the like to
realize various functions of the load distribution apparatus
20. The ROM 102 stores various kinds of programs and data
used by the programs and the like. The RAM 103 1s used as
a memory area for loading programs, a work area of the
loaded programs and the like. The HDD 104 stores various
kinds of information and programs and the like.

The operation unit 105 1s hardware for receirving input
operation from a user, and 1s, for example, a keyboard or a
mouse. The display unit 106 1s hardware for performing
display to a user.

The drive device 107 reads a program Ifrom a storage
medium 109 that records the program. The program read by
the drive device 107 1s installed in the HDD 104, for
example. The NIC 108 1s a communication interface that
connects the load distribution apparatus 20 to a network, and
that performs transmission and reception of data.

The storage medium 109 1s a non-transitory storage
medium. As examples of the storage medium 109, there are
a magnetic storage medium, an optical disk, a magneto-
optical storage medium, a non-volatile memory and the like.

The hardware configuration of each of the service pro-
viding apparatus 10, the relay apparatus 30 and the terminal
40 1s the same as that shown 1 FIG. 2, for example. Thus,
the description 1s not provided.

As hardware resources used for the load distribution
apparatus 20 and the relay apparatus 30, hardware resources
provided by a cloud service may be used, for example.
Depending on the cloud service, 1t 1s possible to designate a
site of hardware resource by which a server 1s created, so
that 1t 1s possible to easily realize the load distribution
apparatus 20 and the relay apparatus 30 that are used on the
communication system of the first embodiment.

<Software Configuration>

(Load Distribution Apparatus)

FIG. 3 1s a diagram showing an example of a software
configuration of the load distribution apparatus in the first
embodiment. The load distribution apparatus 20 of the first
embodiment includes a communication means 201, a stor-
age means 202, a selection means 203, a load management
means 204, an increase and decrease means 205 and a
synchronization means 206. Each of these means can be
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realized by a process that one or more programs installed in
the load distribution apparatus 20 causes the CPU 101 to
execute.

The communication means 201 performs communication
with the relay apparatus 30 or the terminal 40 via the NIC.

The storage means 202 can be realized by the RAM 103,
the HDD 104 or a storage device and the like connected to
the load distribution apparatus 20 via a network. The storage
means 202 stores relay apparatus information and load
management information. The relay apparatus information
1s information for managing the relay apparatus 30. The load
management information 1s information for managing a load
of the relay apparatus 30. Also, the storage means 202 stores
installation sites of all load distribution apparatuses 20 that
exist 1in the communication system of the first embodiment.

FIG. 4 1s a diagram showing an example of the relay
apparatus mformation table. The relay apparatus informa-
tion table includes a relay apparatus 1dentifier, an istallation
site and a session 1dentifier.

The relay apparatus 1dentifier 1s an 1dentifier for uniquely
identifying the relay apparatus 30, and 1s, for example, an IP
address of the relay apparatus 30 and a port number (UDP/
TCP:3478) of a communication port that a TURN server
uses. Note that, as the relay apparatus identifier, other
identifiers may be used as long as the relay apparatus 30 can
be uniquely 1dentified.

The 1nstallation site 1s an area where the relay apparatus
30 1s installed. The session identifier 1s an identifier for
umquely i1dentifying communication (session) performed
between two terminals 40. For example, the session 1denti-
fier 1s formed by a pair of terminal identifiers for uniquely
identifying the terminals 40. FIG. 4 represents the terminal
identifier by one character of alphabet (A, B, . . ., U),
however, other identifiers may be used as long as the
terminal 40 can be uniquely i1dentified. For example, an IP
address of the terminal 40, a telephone number of the
terminal 40, a mail address registered for the terminal 40 and
the like may be used.

By storing a session identifier in the relay apparatus
information table by associating the session identifier with a
relay apparatus identifier, 1t can be managed which relay
apparatus 30 1s assigned a role for relaying communication
between which terminal 40 and which terminal 40. For
example, 1n FIG. 4, a session 1dentifier represented as “A-B”
1s registered i a record that includes a relay apparatus
identifier which 1s ©192.0.2.15:3478”. This indicates that the
relay apparatus 30 having “192.0.2.15:34°/8” as the relay
apparatus identifier 1s assigned a role for relaying commu-
nication performed between a terminal 40 having A as the
terminal 1dentifier and a terminal 40 having B as the terminal
identifier.

FIG. § 1s a diagram showing an example of the load
management information table. The load management infor-
mation table 1s a table for managing a load of the relay
apparatus 30 that exists 1n an installation site the same as that
of the load distribution apparatus 20. The load management
information table includes a relay apparatus identifier and
load information.

The load information 1s a process load of the relay
apparatus 30, and 1s, for example, a CPU usage rate. Note
that, as the load information, other indicators that indicate a
process load of the relay apparatus 30 may be used.

Description continues returning back to FIG. 3.

When the selection means 203 receives, from the terminal
40, an inquiry (to be referred to as “relay apparatus imnquiry
request” hereinafter) about a relay apparatus 30 that 1s used
for communication, the selection means 203 selects a relay
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apparatus 30 for relaying communication of the terminal 40
based on various information stored in the relay apparatus
information table and load management information table.
Also, the selection means 203 transmits a relay apparatus
identifier of the selected relay apparatus 30 to the terminal
40.

The load management means 204 inquires of each of a
plurality of relay apparatuses 30 that exist 1n an installation
site the same as that of the load distribution apparatus 20
about load, and stores an 1nquiry result in the load manage-
ment information table. For example, the load management
means 204 may periodically inquire of the relay apparatus
30 about load, or may inquire of the relay apparatus 30 about
load at a timing when receiving a request from the terminal
40.

Also, 1n a case in which the relay apparatus 30 1s
implemented by using a cloud service, the load management
means 204 may inquire about load information via an API
(Application Programming Interface) provided by the cloud

service, mstead of directly inquiring of each relay apparatus
30 about load.

The increase and decrease means 203 reads out load
information of each of the relay apparatuses 30 managed 1n
the relay apparatus information, and determines, based on a
preset predetermined threshold, whether 1t 1s necessary to
increase a new relay apparatus 30 or 1t 1s desirable to
decrease an already installed relay apparatus 30.

For example, in a case 1n which a process load of every
relay apparatus 30 installed 1n the same installation site 1s
equal to or greater than a predetermined threshold (for
example, CPU usage rate 1s 80%), the increase and decrease
means 205 determines that increase of a relay apparatus 30
1s necessary and increases the relay apparatus 30 at the
installation site. On the other hand, in a case 1n which the
process load of every relay apparatus 30 installed in the
same 1nstallation site 1s equal to or less than a predetermined
threshold (for example, CPU usage rate 1s equal to or less
than 10%), the increase and decrease means 205 determines
that decrease of a relay apparatus 30 1s desirable, and selects
one of a plurality of relay apparatuses 30 installed in the
installation site to decrease 1it.

Note that, the increase and decrease means 205 increases
a new relay apparatus 30 by installing, 1n unused hardware
resource, an OS, a middleware, and an application of the
relay apparatus 30 and the like. Also, the increase and
decrease means 205 decreases a relay apparatus 30 by
stopping an application of the already installed relay appa-
ratus 30 and deleting the OS, the middleware, and the
application of the relay apparatus 30 and the like. Note that,
in the case in which the relay apparatus 30 1s implemented
by using a cloud service, the increase and decrease means
205 may perform increase or decrease of the relay apparatus
30 via an API (Application Programming Interface) pro-
vided by the cloud service.

The synchronization means 206 causes load distribution
apparatuses 20 to share (synchronize) information that asso-
clates communication (session) performed between two
terminals 40 with an relay apparatus 30 that relays the
communication. More specifically, the synchronization
means 206 performs synchronization by transmitting, to
another load distribution apparatus 20, a session 1dentifier

and a relay apparatus 1dentifier corresponding to the session
identifier.

(Relay Apparatus)

FIG. 6 shows a diagram showing an example of a soft-
ware configuration of the relay apparatus 1n the first embodi-
ment. The relay apparatus 30 of the first embodiment
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includes a relay means 401 and a load measurement means
402. Each of these means can be realized by a process that
one or more programs installed in the relay apparatus 30
causes the CPU 101 to execute.

The relay means 401 relays communication performed
between two terminals 40 by performing communication
with the terminals 40 via the NIC.

The load measurement means 402 receives an nquiry
from the load distribution apparatus 20 to measure a load of
the relay apparatus 30 at the time when recerving the inquiry.
Also, the load measurement means 402 responds a measured
value to the load distribution apparatus 20. A value to
measure 1s, for example, CPU usage rate of the relay
apparatus 30. Note that the value to measure 1s not limited
to the CPU usage rate, and 1t may be a value represented by
other 1ndicators.

<Process Procedure>

FIG. 7 1s a flowchart showing an example of a proves
procedure for selecting a relay apparatus according to the
first embodiment. A process procedure for the load distri-

bution apparatus 20 to select a relay apparatus 30 1s
described using FIG. 7.

In step S501, when the selection means 203 receives a
relay apparatus inquiry request from a terminal 40, the
selection means 203 generates a session 1dentifier by extract-
ing a terminal identifier of the terminal 40 1itself that trans-
mits the relay apparatus inquiry request and a terminal
identifier of a terminal 40 that 1s a communication partner of
the terminal 40 from the relay apparatus inquiry request.
Next, the selection means 203 checks whether a record
having the generated session identifier exists in the relay
apparatus information table.

When the record having the generated session identifier
exists 1n the relay apparatus information table, the selection
means 203 determines that 1t 1s a session in which a relay
apparatus 30 has already been assigned, so that the process
goes to a process procedure of step S502. On the other hand,
when the record having the generated session identifier does
not exist 1 the relay apparatus information table, the selec-
tion means 203 determines that it 1s a session 1n which a
relay apparatus 30 needs to be newly assigned, so that the
process goes to a process procedure of step S503.

In step S502, the selection means 203 searches the relay
apparatus information table to select a relay apparatus 30 by
extracting a relay apparatus i1dentifier from a record having
the session identifier generated 1n step S501.

In step S3503, the selection means 203 selects a relay
apparatus 30 of the lowest load from among a plurality of
relay apparatuses 30 existing in the installation site the same
as that of the load distribution apparatus 20, by using the
relay apparatus mformation table and the load management
information table, and transmits a relay apparatus i1dentifier
of the selected relay apparatus 30 to the terminal 40 which
1s a transmissions source of the relay apparatus inquiry
request received 1n step S501.

Note that the communication system of the first embodi-
ment uses a technique such as IP Anycast. Accordingly, the
selection means 203 can determine that the terminal 40 that
transmits the relay apparatus mnquiry request exists 1n an area
close to the installation site of the selection means 203 itself.
Theretore, the selection means 203 1s configured to select a
relay apparatus 30 of the lowest load from among relay
apparatuses 30 installed 1n an installation site the same as
that of 1tself 1n the process procedure of step S503.

In step S504, the selection means 203 stores the session
identifier, generated 1n step S501, 1 a record of the relay
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apparatus 30 selected in step S503 from among records of
the relay apparatus information table.

In the above, the process procedure for the selection
means 203 to select a relay apparatus 30 has been described.
Next, by using FIG. 8, a process procedure 1s described until
cach of the terminal 40a and the terminal 405 starts com-
munication by imnquiring of the load distribution apparatus 20
about a relay apparatus 30 to use for the communication.

FIG. 8 1s a sequence diagram showing an example of a
process procedure of the communication system in the first
embodiment. Note that FIG. 8 assumes a case i which the
terminal 40q inquires of the load distribution apparatus 20
about a relay apparatus 30 betfore the terminal 405, however,
similar process procedure can be applied also for a case
where the terminal 406 inquires of the load distribution

apparatus 20 about a relay apparatus 30 before the terminal
40a.

In step S601, the terminal 40q transmits a relay apparatus
inquiry request to the load distribution apparatus 20. The
relay apparatus inquiry request includes a terminal 1dentifier
(A) of the terminal 40q 1tself and a terminal identifier (B) of
the terminal 400 which 1s a communication partner of the
terminal 40aq. Note that the communication system of the
first embodiment 1s configured such that an access from the
terminal 40 exiting in the area A 1s routed to the load
distribution apparatus 20a mstalled in the site A. Therelore,
the relay apparatus inquiry request transmitted by the ter-
minal 40a 1s routed to the load distribution apparatus 20a
installed in the site A.

In step S602, the selection means 203 of the load distri-
bution apparatus 20a selects a relay apparatus 30 used for
the terminal 40a to communicate with the terminal 4056 by
the process procedure described 1n FIG. 7.

In step S603, the selection means 203 of the load distri-
bution apparatus 20aq transmits a relay apparatus inquiry
response to the terminal 40a. The relay apparatus mnquiry
response includes a relay apparatus identifier (192.0.2.15:
3478) of the relay apparatus 30 selected 1n step S602.

In step S604, the synchronization means 206 of the load
distribution apparatus 20a transmits a session identifier
synchronization request to all load distribution apparatuses
20 other than 1tself. The session identifier synchronization
request includes a session identifier (A-B) registered 1n the
relay apparatus information table 1n the process of step S602
and a relay apparatus i1dentifier (192.0.2.13:3478) of the
relay apparatus 30 selected 1n the process of step S602.

In step S605, the synchronization means 206 of the load
distribution apparatus 206 checks whether the relay appa-
ratus 1dentifier (192.0.2.15:3478) included 1n the recerved
session 1dentifier synchronization request exists in the relay
apparatus information table. When the record exists, the
synchronization means 206 of the load distribution appara-
tus 206 stores the received session identifier (A-B) 1n the
record. When the record does not exist, the synchronization
means 206 of the load distribution apparatus 205 adds a new
record to the relay apparatus information table. Also, the
synchronization means 206 of the load distribution appara-
tus 205 stores, 1n the record, the relay apparatus 1dentifier
(192.0.2.13:3478) included 1n the received session identifier
synchronization request, the received session identifier
(A-B), and the installation site (site A) of the load distribu-
tion apparatus 20aq that 1s a transmission source of the
session 1dentifier synchronization request. The installation
site (site A) of the load distribution apparatus 20a can be

determined from information stored in the storage means
202.
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In step S606, the synchronization means 206 of the load
distribution apparatus 205 transmits a session i1dentifier
synchronization complete response to the load distribution
apparatus 20a 1n order to notify the load distribution appa-
ratus 20a of completion of synchronization of the session
identifier.

In step S607, the terminal 4056 transmits a relay apparatus
inquiry request to the load distribution apparatus 205. The
relay apparatus inquiry request includes a terminal 1identifier
(B) of the terminal 405 1tself and a terminal identifier (A) of
the terminal 40a which 1s a communication partner of the
terminal 406. The communication system of the {first
embodiment 1s configured such that an access from the
terminal 40 exiting in the area B 1s routed to the load
distribution apparatus 205 installed in the site B. Therelore,
the relay apparatus inquiry request transmitted by the ter-
minal 406 1s routed to the load distribution apparatus 2056
installed in the site B.

In step S608, the selection means 203 of the load distri-
bution apparatus 205 selects a relay apparatus 30 used for
the terminal 406 to communicate with the terminal 40a by
the process procedure described in FIG. 7. Note that, accord-
ing to the process of step S605, the session identifier
indicating communication between the terminal 40a and the
terminal 406 has already been stored in the relay apparatus
information table. Therefore, the selection means 203 of the
load distribution apparatus 205 selects a relay apparatus 30
the same as the relay apparatus 30 notified from the load
distribution apparatus 20q to the terminal 40aq.

In step S609, the selection means 203 of the load distri-
bution apparatus 206 transmits a relay apparatus nquiry
response to the terminal 40b. The relay apparatus inquiry
response includes a relay apparatus identifier (192.0.2.15:
34'78) of the relay apparatus 30 selected in step S608.

In step S610 and step S611, the terminal 40a and the
terminal 406 transmit a packet to an IP address and a port
designated by the relay apparatus 1dentifier according to the
communication procedure specified by the TURN protocol
so as to establish a tunnel with the relay apparatus 30. The
relay apparatus 30 transiers data received from the terminal
40a and the data received from the terminal 406 to the
terminal 405 and the terminal 40a respectively to relay
communication performed between the terminal 40q and the
terminal 405.

In the above, the process procedure has been described
until each of the terminal 40a and the terminal 405 starts
communication by inquiring of the load distribution appa-
ratus 20 about the relay apparatus 30 to use for communi-
cation. Next, a process procedure for the load distribution
apparatus 20 to increase the relay apparatus 30 1s described
using FIG. 9.

FIG. 9 shows a flowchart indicating an example of a
process procedure for increasing a relay apparatus according,
to the first embodiment. The increase and decrease means
205 of the load distribution apparatus 20 may perform the
process procedure shown 1 FIG. 9 at any timing or may
periodically perform the process procedure.

In step S701, the increase and decrease means 205
extracts a load of each of the plurality of relay apparatuses
30 installed 1n a site the same as that of the load distribution
apparatus 20 from the load management information table.
Next, the increase and decrease means 205 obtains an
average load by calculating an average value of the extracted
loads to determine whether the obtained average load 1is
equal to or greater than a threshold. When the obtained
average load 1s equal to or greater than the threshold, the
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process goes to the process procedure of step S702, and
when the obtained average load 1s less than the threshold, the
process ends.

Instead of determining whether the average load 1s equal
to or greater than a threshold, the increase and decrease
means 205 may proceed to the process procedure of step

S702 when the load of each of all relay apparatuses 30
installed 1n the site the same as that of the load distribution

apparatus 20 1s equal to or greater than a predetermined
threshold.

In step S702, the increase and decrease means 205
increases a new relay apparatus 30 1n the site the same as that
of the load distribution apparatus 20 by installing an OS, a
middleware, and an application of the relay apparatus 30 and
the like 1n unused hardware resource.

In step S703, the increase and decrease means 205 adds
a new record in the relay apparatus information table and
stores, 1n the record, a relay apparatus identifier and an
installation site of the relay apparatus 30 increased in step
S702. Also, the increase and decrease means 205 adds a new
record in the load management information table, and stores,
in the record, a relay apparatus identifier of the relay
apparatus 30 increased in step S702.

In the above, the process procedure for the load distribu-
tion apparatus 20 to increase the relay apparatus 30 has been
described. Next, a process procedure for the load distribu-
tion apparatus 20 to decrease the relay apparatus 30 1s
described using FIG. 10.

FIG. 10 shows a flowchart indicating an example of a
process procedure for decreasing a relay apparatus accord-
ing to the first embodiment. The increase and decrease
means 205 of the load distribution apparatus 20 may per-
form the process procedure shown in FIG. 10 at any timing
or may periodically perform the process procedure.

In step S801, the increase and decrease means 205
extracts a load of each of the plurality of relay apparatuses
30 installed 1n a site the same as that of the load distribution
apparatus 20 from the load management information table.
Next, the increase and decrease means 205 obtains an
average load by calculating an average value of the extracted
loads to determine whether the obtained average load 1is
equal to or less than a threshold. When the obtained average
load 1s equal to or less than the threshold, the process goes
to the process procedure of step S802, and when the
obtained average load exceeds the threshold, the process
ends.

In step S802, the increase and decrease means 203 selects
a relay apparatus 30 of a decrease target from among a
plurality of relay apparatuses 30 installed in a site the same
as that of the load distribution apparatus 20. The increase
and decrease means 205 may select any relay apparatus 30
as the relay apparatus to decrease, or may select, as the relay
apparatus 30 to decrease, a relay apparatus 30 1n which the
number of assigned session identifiers 1s the smallest.

In step S803, the 1increase and decrease means 205 checks
whether there 1s (are) one or more session 1dentifiers
assigned to the relay apparatus 30 selected as the relay
apparatus 30 to decrease from the relay apparatus informa-
tion table. When there 1s (are) one or more assigned session
identifiers, the increase and decrease means 205 waits until
the number of the assigned session 1dentifier becomes 0. The
reason 1s that there 1s a fear that communication performed
between terminals 40 1s disconnected by decreasing the
relay apparatus 30. When the number of the assigned session
identifier 1s 0, the process goes to the process procedure of
step S804. The increase and decrease means 205 may
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forcibly proceed to the process procedure of step S804
without performing the process procedure of step S803.

In step S804, the increase and decrease means 205
decreases the relay apparatus 30 selected as the relay appa-
ratus to decrease by stopping an application of the relay
apparatus 30 and deleting the OS, the middleware, and the
application of the relay apparatus 30.

In the above, the process procedure for the load distribu-
tion apparatus 20 to decrease the relay apparatus 30 has been
described.

<Process Procedure (Modified Example 1)>

Here, a process procedure of a modified example 1 of the
first embodiment 1s described. When the load distribution
apparatus 20 1n the modified example 1 of the first embodi-
ment receives a relay apparatus inquiry request from the
terminal 40, the load distribution apparatus 20 checks a load
of each of all relay apparatuses 30 1nstalled 1n an mstallation
site the same as that of the load distribution apparatus 20. As
a result of the check, when the load (or an average value of
loads) of each of all relay apparatuses 30 exceeds a prede-
termined threshold, the load distribution apparatus 20
increases a new relay apparatus 30 1n the 1nstallation site the
same as that of the load distribution apparatus 20, and selects
the increased new relay apparatus 30 to respond 1t to the
terminal 40.

In the {following, a concrete process procedure 1s
described using a figure.

FIG. 11 1s a flowchart showing an example of a process
procedure (modified example 1) for selecting a relay appa-
ratus 1n the first embodiment. Since the process procedure
from step S501 to S504 of FIG. 11 are the same as those 1n
FIG. 7, the description 1s not provided.

In step S513, the selection means 203 checks a load of
cach of all relay apparatuses 30 installed in an installation
site the same as that of the load distribution apparatus 20
using the relay apparatus information table and the load
management information table. When the load of each of all
relay apparatuses 30 exceeds a predetermined threshold, the
process goes to the process procedure of step S514. When
the load of at least one or more relay apparatuses 30 in the
loads of all relay apparatuses 30 does not exceed the
predetermined threshold, the process goes to the process
procedure of step S503.

In step S514, the selection means 203 instructs the
increase and decrease means 205 to increase a relay appa-
ratus 30. The increase and decrease means 205 that receives
the 1nstruction increases a new relay apparatus 30 at the site
the same as that of the load distribution apparatus 20 by
installing an OS, a middleware, an application of the relay
apparatus 30 and the like 1n unused hardware resource. Also,
the increase and decrease means 2035 adds a new record in
the relay apparatus information table.

In step S513, the selection means 203 stores the session
identifier generated 1n step S3501 i1n a record of the relay
apparatus 30 increased 1n step S514 of records of the relay
apparatus mformation table.

In the above, the process procedure m the modified
example 1 of the first embodiment has been described.

<Process Procedure (Modified Example 2)>

Nest, a process procedure of a modified example 2 of the
first embodiment 1s described.

When the load distribution apparatus 20 1n the modified
example 2 of the first embodiment receives a relay apparatus
inquiry request from the terminal 40, the load distribution
apparatus 20 checks a load of each of all relay apparatuses
30 installed 1n an nstallation site the same as that of the load
distribution apparatus 20. As a result of the check, when the
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load (or an average value of loads) of each of all relay
apparatuses 30 exceeds a predetermined threshold, the load
distribution apparatus 20 selects a relay apparatus in which
the load 1s equal to or less than a predetermined threshold
from among a plurality of relay apparatuses 30 installed 1n
an 1nstallation site different from that of the load distribution
apparatus 20.

In the following, a concrete process procedure 1s
described using a figure.

FIG. 12 1s a flowchart showing an example of a process
procedure (modified example 2) for selecting a relay appa-
ratus 1n the first embodiment. Since the process procedure
from step S501 to S504 and step S513 of FIG. 12 are the
same as those 1n FIG. 7 and FIG. 11, the description 1s not
provided.

In step S523, the selection means 203 selects a relay
apparatus 30 from among a plurality of relay apparatuses 30
existing in other installation sites by inquiring of other load
distribution apparatuses 20 about a relay apparatus 1dentifier
of a relay apparatus 30 1n which the load 1s equal to or less
than a predetermined threshold.

When receiving a response, from every other load distri-
bution apparatus 20, indicating that there 1s no relay appa-
ratus 30 1n which the load 1s equal to or less than the
predetermined threshold, the selection means 203 may
increase a new relay apparatus 30 by proceeding to step
S514 of FIG. 11.

In step S524, the selection means 203 stores the session
identifier generated 1n step S301 1n a record of the relay
apparatus 30 selected 1 step S523 of records of the relay
apparatus information table.

In the above, the process procedure in the modified
example 2 of the first embodiment has been described.

<Effect>

In the above, the communication system of the first
embodiment 1s configured such that a relay apparatus
inquiry request from the terminal 40 reaches the load
distribution apparatus 20 installed in an installation site
close to an area where the terminal 40 exists by using a
technique such as IP Anycast. Also, the load distribution
apparatus 20 that receives the relay apparatus inquiry
request from the terminal 40 1s configured to select a relay
apparatus 30 installed in an installation site the same as the
load distribution apparatus 20 itself. Accordingly, in the
communication system of the first embodiment, it becomes
possible to select a relay apparatus 30 such that delay of
communication becomes small, and to properly perform
load distribution of the relay apparatus 30. Also, the com-
munication system of the first embodiment 1s configured
such that, when selecting a relay apparatus 30, a relay
apparatus 30 of small load 1s selected, for example. Accord-
ingly, the communication system of the first embodiment
can properly perform load distribution of the relay apparatus
30.

Also, the communication system of the first embodiment
1s configured to monitor load status of relay apparatuses 30
installed 1n an installation site the same as that of the load
distribution apparatus itself, and to increase a new relay
apparatus 30 when the load status 1s equal to or greater than
a threshold. Also, the communication system of the first
embodiment 1s configured to decrease an unnecessary relay
apparatus 30 when the load of the relay apparatus 30 1s equal
to or less than a threshold. Accordingly, a relay apparatus 30
can be dynamically operated according to a necessary site
and necessary time, so that unpredictable abrupt increase of
load, and change of load depending on time slots can be

flexibly handled.
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Also, the communication system of the first embodiment
1s configured to be able to increase and decrease a relay
apparatus 30 by using a cloud service. Accordingly, it
becomes possible to cause only a minimally required relay
apparatus 30 to operate, so that operating cost can be
reduced.

Also, the communication system of the first embodiment
1s configured to notily a terminal 40 that receives a service
using WebRTC of a proper TURN server. Accordingly, it 1s
not necessary to set a TURN server beforehand 1n a client
module distributed to the terminal 40 and 1n a program of the
service providing apparatus 10 that distributes the client
module, so that flexible service operation becomes possible.

Also, the communication system of the first embodiment
(modified example 2) 1s configured such that, when load of
cach of all relay apparatuses 30 (or an average value of
loads) 1nstalled 1n an 1nstallation site the same as that of the
load distribution apparatus 20 exceeds a predetermined
threshold, a relay apparatus 30 installed in an 1nstallation site
different from that of the load distribution apparatus 20 can
be selected instead of increasing a relay apparatus 30.
Accordingly, cost necessary for increasing the relay appa-
ratus 30 can be reduced.

|[Second Embodiment]

Next, a communication system of the second embodiment
1s described. In the communication system of the second
embodiment, when the load distribution apparatus 20 selects
a relay apparatus 30, the load distribution apparatus 20
specifles an area where the terminal 40 exists from an IP
address included 1n the relay apparatus inquiry request, and
selects a relay apparatus 30 installed at a site corresponding
to the specified area. Note that description for configuration
parts the same as those of the first embodiment i1s not
provided. Also, points that are not especially referred to may
be the same as the first embodiment.

FIG. 13 15 a diagram showing an example of a target area
management table. The target area management table 1s
stored 1n the storage means 202. The target area management
table includes an installation site and target area information.
The target area information 1s imformation that manages
arcas where terminals 40 for which relay of communication
1s pertformed exist. For example, as shown in FIG. 13,
“Japan, Korea, China” 1s stored as target area information
corresponding to “site A”. That 1s, a relay apparatus 30
installed 1n the site A serves as a function for relaying
communication of terminals 40 existing in Japan, Korea, and
China.

It 1s desirable to set, as target area information, an area
where a distance to an installation site 1s almost within a
predetermined range, an area where communication with an
installation site 1s available by a route of small number of
hops of routing, an area where communication with an
installation site 1s available by a route of small delay, an area
where communication with an installation site 1s available
by a route of wide band, an area where communication with
an 1nstallation site 1s available by a route of stable commu-
nication quality, or an area where communication with an
installation site 1s available by an economical route. Accord-
ingly, 1t becomes possible to select a relay apparatus 30
installed 1n an area which 1s proper for an area where at least
one terminal 40 of two terminals 40 that perform commu-
nication 1s installed, so that 1t can be avoided that delay
increases due to a useless roundabout route of communica-
tion between terminals 40 via a relay apparatus 30, for
example.

FIG. 14 1s a flowchart showing an example of a process
procedure for selecting a relay apparatus in the second
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embodiment. A process procedure for the load distribution
apparatus 20 to select a relay apparatus 30 1s described using
FIG. 14. Since the process procedures of step S501 and step
S502 are the same as those 1n FIG. 7, the description 1s not
provided.

In step S901, the selection means 203 ascertains an area
where the terminal 40 exists from header nformation
included 1n a relay apparatus inquiry request received from
the terminal 40.

Here, as the header information included in the relay
apparatus inquiry request, there 1s an IP address. As for the
IP address, an assignment range 1s determined to some
extent for each country, and an assigned range 1s disclosed
on the Internet and the like. Therefore, the selection means
203 can ascertain in which area the terminal 40 that trans-
mits the relay apparatus inquiry request exists by using an IP
address included in the header information of the relay
apparatus iquiry request.

Next, the selection means 203 searches for an installation
site corresponding to an area where the terminal 40 exists
from the area management table and the relay apparatus
management table to extract a relay apparatus 30 installed in
the searched installation site.

In step S902, the selection means 203 selects a relay
apparatus 30 of the lowest load from among relay appara-
tuses 30 extracted 1n step S901 using the load management
information table, and transmits a relay apparatus identifier
of the selected relay apparatus 30 to the terminal 40 that 1s
a transmission source of the relay apparatus inquiry request
received 1n step S501.

Note that, different from the first embodiment, 1t can be
assumed that there 1s a case where the installation site
searched in the process procedure of step S901 is not the
same as an installation site of the load distribution apparatus
20 1tself. Since the load management information table
stored by the load distribution apparatus 20 itself does not
include information on a relay apparatus 30 installed in an
installation site different from the installation site of the load
distribution apparatus 20 1itself, the selection means 203
cannot continue the process. Therefore, in this case, the load
distribution apparatus 20 may access another load distribu-
tion apparatus 20 installed 1n the mstallation site searched by
the process procedure of step S901 to cause the other load
distribution apparatus 20 to select the relay apparatus 30 of
the lowest load.

In step S903, the selection means 203 stores the session
identifier generated in step S301 1n a record of the relay
apparatus 30 selected 1 step S902 of records of the relay
apparatus information table.

<Effect>

In the above, the communication system of the second
embodiment 1s configured to manage areas where terminals
40 for which each relay apparatus 30 performs relay of
communication exist, so as to select a relay apparatus 30
installed 1n an installation site close to an area where the
terminal 40 exists 1n response to a relay apparatus 1inquiry
request from the terminal 40. Accordingly, in the commu-
nication system of the second embodiment, it becomes
possible to select a relay apparatus 30 such that delay of
communication becomes small, so that 1t becomes possible
to properly perform load distribution of relay apparatuses
30. Also, the communication system of the second embodi-
ment 1s configured, when selecting a relay apparatus 30, to
select a relay apparatus 30 1n which load 1s small. Accord-
ingly, the communication system of the second embodiment
can properly perform load distribution of relay apparatuses

30.
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| Third Embodiment]

Next, a communication system of the third embodiment 1s
described. The communication system of the third embodi-
ment selects a relay apparatus 30 of a predetermined site in
response to a relay apparatus inquiry request from a specific
terminal 40. Note that description for configuration parts the
same as those of the first embodiment 1s not provided. Also,
points that are not especially referred to may be the same as
the first embodiment.

FIG. 15 1s a diagram showing an example of a specific
terminal management table. The specific terminal manage-
ment table 1s stored in the storage means 202. The specific
terminal management table includes an installation site and
a terminal 1dentifier.

FIG. 16 1s a flowchart showing an example of a process
procedure for selecting a relay apparatus in the third
embodiment. A process procedure for the load distribution
apparatus 20 to select a relay apparatus 30 in the third
embodiment 1s described using FIG. 16. Since the process
procedures of step S501 and step S502 are the same as those
in FIG. 7, the description 1s not provided.

In step S1001, the selection means 203 extracts a terminal
identifier of the terminal 40 of the communication source
included 1n the relay apparatus inquiry request received from
the terminal 40, and searches for an i1nstallation site corre-
sponding to the extracted terminal i1dentifier from the spe-
cific terminal management table. When the extracted termi-
nal 1dentifier 1s registered in the specific terminal
management table, the selection means 203 extracts a relay
apparatus 30 installed in the searched installation site from
the relay apparatus management table, and proceeds to the
process procedure of step S1002. When the extracted ter-
minal 1dentifier 1s not registered in the specific terminal
management table, the selection means proceeds to the
process procedure of step S503 of FIG. 7 or to the process
procedure of step S901 of FIG. 14.

In step S1002, the selection means 203 selects a relay
apparatus 30 of the lowest load from among relay appara-
tuses 30 extracted 1n step S1001 using the load management
information table, and transmits a relay apparatus identifier
of the selected relay apparatus 30 to the terminal 40 that 1s
a transmission source of the relay apparatus inquiry request
received 1n step S501.

Note that, different {from the first embodiment, 1t can be
assumed that there 1s a case where the installation site
searched 1n the process procedure of step S1001 1s not the
same as an installation site of the load distribution apparatus
20 1tself. Since the load management information table
stored by the load distribution apparatus 20 1tself does not
include information on a relay apparatus 30 installed 1n an
installation site different from the installation site of the load
distribution apparatus 20 1itself, the selection means 203
cannot continue the process. Therefore, 1n this case, the load
distribution apparatus 20 may access another load distribu-
tion apparatus 20 installed 1n the installation site searched by
the process procedure of step S1001 to cause the other load
distribution apparatus 20 to select the relay apparatus 30 of
the lowest load.

In step S1003, the selection means 203 stores the session
identifier generated in step S3501 1n a record of the relay
apparatus 30 selected 1n step S1002 of records of the relay

apparatus information table.

<Effect>

In the above, the communication system of the third
embodiment 1s configured to select a relay apparatus 30 of
a predetermined site in response to a relay apparatus inquiry

request from a specific terminal 40. Accordingly, the com-
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munication system of the third embodiment can assign a
preset relay apparatus 30 to a specific terminal. Also, for

example, by mstalling a TURN server dedicated for a

specific client, 1t becomes possible to select a fixed TURN

server for a relay apparatus inquiry request from a terminal

40 of a specific client. Accordingly, flexible service deploy-

ment for needs of a part of users becomes possible.
<Supplement of Embodiment>

In the above, 1n the plurality of embodiments, the selec-
tion means 203 selects the same relay apparatus 30 for the
same session, however, the selection means 203 may select
a different relay apparatus 30 when areas where two termi-
nals 40 exist respectively are separated. For example, 1n a
case 1 which P2P communication 1s performed between a
terminal 40 existing 1n America and a terminal 40 existing
in Japan, the selection means 203 may select a relay appa-
ratus 30 installed 1n the site C for a relay apparatus inquiry
request from the terminal 40 existing 1n America, and may
select a relay apparatus 30 1nstalled 1n the site A for a relay
apparatus inquiry request from the terminal 40 existing 1n
Japan. The reason 1s that, 1n the current TURN protocol, 1t
1s necessary to select the same TURN server for the same
session, however, 1n the future, it can be assumed that 1t
becomes possible to select diflerent TURN servers.

In the above, 1n the plurality of embodiments, a relay
apparatus 30 1s selected according to an area of the terminal
40 from which a relay apparatus inquiry request 1s received
first, however, the load distribution apparatus 20 may wait
until receiving relay apparatus mnquiry requests from both of
the terminal 40q and the terminal 406 to select a relay
apparatus 30 of the lowest load from among relay appara-
tuses corresponding to both of respective areas of the
terminal 40a and the terminal 405.

In the above, 1n the plurality of embodiments, when the
terminal 40 ends communication with another terminal 40,
the terminal 40 may notily the load distribution apparatus 20
of 1t. Also, when the load distribution apparatus 20 receives
the notification, the load distribution apparatus 20 may
delete a session 1dentifier stored in the relay apparatus
information table.

In the above, the present invention 1s not limited to the
plurality of embodiments, and various modifications and
improvements are available within a range of the present
invention.

In the above, 1n sequences and flowcharts described in the
plurality of embodiments, order of processes may be
changed 1n so far as there 1s no nconsistency.

In the above, all or a part of the plurality of embodiments
may be implemented by a program. The program can be
stored 1n a storage medium.

In the above, in the plurality of embodiments, an IP
address 1s an example of header information, and a session
identifier 1s an example of a communication 1dentifier.

The present patent application claims priority based on
Japanese patent application No. 2014-260297, filed 1n the
JPO on Dec. 24, 2014, and the entire contents of the
Japanese patent application No. 2014-260297 are incorpo-
rated herein by reference.
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70 1nternal network

201 communication means

202 storage means

203 selection means

204 load management means
205 increase and decrease means
206 synchronization means

401 relay means

402 load measurement means

The mnvention claimed 1s:

1. A load distribution apparatus connected, via a network,
to a plurality of relay apparatuses that relay communication
performed by a terminal, and to the terminal, the load
distribution apparatus comprising:

storage circuitry configured to store relay apparatus 1den-

tifiers that 1dentify each of the plurality of relay appa-
ratuses, 1installation site information that indicates
installation sites of each of the plurality of relay appa-
ratuses, load information that indicates loads of each of
the plurality of relay apparatuses, and session informa-
tion that umiquely 1dentifies communication performed
between the terminal and another terminal;

load management circuitry configured to collect the load

information from each of the plurality of relay appa-
ratuses to store the load information in the storage
circuitry;
selection circuitry configured, when receiving a request
from the terminal, to select a relay apparatus for
relaying communication performed by the terminal
from among the plurality of relay apparatuses based on
the 1nstallation site information or the load information:

transmission circuitry configured to transmit, to the ter-
minal that transmits the request, a relay apparatus
identifier of the relay apparatus selected by the selec-
tion circuitry; and

synchronization circuitry configured to transmit a syn-

chronization request to a plurality of other load distri-
bution apparatuses and receive synchronization com-
plete responses from the other load distribution
apparatuses 1n response to the synchronization request,
the synchronization request including at least the relay
apparatus 1dentifier and a session i1dentifier registered
for the relay apparatus.

2. The load distribution apparatus according to claim 1,
wherein the selection circuitry 1s further configured to:

determine an area where the terminal exists from header

information imncluded 1n the request from the terminal or
an 1nstallation site of the load distribution apparatus,
and

select the relay apparatus for relaying the communication

performed by the terminal from among the plurality of
relay apparatuses based on the area where the terminal
exists and the installation site information.

3. The load distribution apparatus according to claim 1,
wherein the selection circuitry 1s further configured to select
a relay apparatus from among the plurality of relay appara-
tuses that are installed in the same installation site based on
the load information.

4. The load distribution apparatus according to claim 1,
comprising;

increase and decrease circuitry configured to increase a

new relay apparatus or decrease an installed relay
apparatus based on the load information and a prede-
termined threshold.

5. The load distribution apparatus according to claim 4,
wherein the selection circuitry 1s further configured, when a
load of each of the plurality of relay apparatuses installed 1n
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a predetermined installation site exceeds a predetermined
threshold, to instruct the increase and decrease circuitry to
increase a new relay apparatus 1n the predetermined 1nstal-
lation site, and to select the increased new relay apparatus.

6. The load distribution apparatus according to claim 1, 5
wherein the selection circuitry 1s further configured, when a
load of each of the plurality of relay apparatuses installed 1n
a predetermined installation site exceeds a predetermined
threshold, to select a relay apparatus that 1s equal to or less
than the predetermined threshold from among the plurality 10
of relay apparatuses 1nstalled 1n an 1nstallation site different
from the predetermined installation site.

7. The load distribution apparatus according to claim 1,
wherein the storage circuitry stores a communication 1den-
tifier for identifying communication of the terminal by 15
associating the communication i1dentifier with a relay appa-
ratus 1dentifier, and

wherein, 1n a case 1 which the selection circuitry receives

the request from the terminal,

when the communication 1dentifier included in the request 20

from the terminal 1s stored in the storage circuitry, the
selection circuitry selects a relay apparatus that 1s
identified by the relay apparatus identifier correspond-
ing to the communication identifier,

when the communication 1dentifier included in the request 25

from the terminal 1s not stored in the storage circuitry,
the selection circuitry selects a relay apparatus that
relays communication performed by the terminal from
among the plurality of relay apparatuses, and

the selection circuitry stores the communication identifier 30

included in the request from the terminal in the storage
circuitry by associating the communication identifier
with the relay apparatus 1dentifier of the selected relay
apparatus.

8. The load distribution apparatus according to claim 7, 35
wherein the synchronization circuitry 1s further configured
to transmit the communication identifier stored in the stor-
age circultry and the relay apparatus identifier of the relay
apparatus corresponding to the communication identifier to
another load distribution apparatus that 1s different from the 40
load distribution apparatus.

9. The load distribution apparatus according to claim 8,
wherein, when the synchronization circuitry receives the
communication 1dentifier and a relay apparatus identifier of
the relay apparatus from the other load distribution appara- 45
tus, the synchronization circuitry stores the received com-
munication identifier in the storage circuitry by associating,
the recerved communication identifier with the relay appa-
ratus 1ndicated by the received relay apparatus identifier.

10. The load distribution apparatus according to claim 1, 50
wherein the storage circuitry stores a terminal 1dentifier for
identifying the terminal and the installation site information
by associating them, and

wherein, 1n a case 1n which the selection circuitry receives

the request from the terminal, 55
when the terminal identifier included in the request from
the terminal 1s stored in the storage circuitry, the
selection circuitry extracts a relay apparatus 1nstalled in
an 1nstallation site corresponding to the terminal 1den-
tifier, and selects a relay apparatus that relays commu- 60
nication performed by the terminal from among the
extracted relay apparatus based on the load informa-
tion.

11. A load distribution method in a load distribution

apparatus connected, via a network, to a plurality of relay

22

apparatuses that relay communication performed by a ter-
minal, and to the terminal, the load distribution method
comprising;
storing, 1n storage circuitry, relay apparatus identifiers that
identily each of the plurality of relay apparatuses,
installation site information that indicates installation
sites ol each of the plurality of relay apparatuses, load
information that indicates loads of each of the plurality
of relay apparatuses, and session information that
uniquely 1dentifies communication performed between
the terminal and another terminal;
collecting the load information from each of the plurality
of relay apparatuses to store the load information 1n the
storage circuitry;
when recerving a request from the terminal, selecting a
relay apparatus for relaying communication performed
by the terminal from among the plurality of relay
apparatuses based on the 1nstallation site information or
the load information;
transmitting, to the terminal that transmits the request, a
relay apparatus 1dentifier of the relay apparatus selected
by selecting the relay apparatus;
transmitting a synchronization request to a plurality of
other load distribution apparatuses, the synchronization
request including at least the relay apparatus 1dentifier
and a session 1dentifier registered for the relay appara-
tus; and
recerving synchronization complete responses from the
other load distribution apparatuses 1n response to the
synchronization request.
12. A non-transitory storage medium storing a program 1n
a load distribution apparatus connected, via a network, to a
plurality of relay apparatuses that relay commumnication
performed by a terminal, and to the terminal, the program
causing the load distribution apparatus to execute:
storing, in storage circuitry, relay apparatus 1identifiers that
identily each of the plurality of relay apparatuses,
installation site information that indicates installation
sites of each of the plurality of relay apparatuses, load
information that indicates loads of each of the plurality
of relay apparatuses, and session information that
uniquely 1dentifies communication performed between
the terminal and another terminal;
collecting the load information from each of the plurality
of relay apparatuses to store the load information 1n the
storage circuitry;
when receiving a request from the terminal, selecting a
relay apparatus for relaying communication performed
by the terminal from among the plurality of relay
apparatuses based on the 1nstallation site information or
the load information;
transmitting, to the terminal that transmits the request, a
relay apparatus identifier of the relay apparatus selected
by selecting the relay apparatus;
transmitting a synchronization request to a plurality of
other load distribution apparatuses the synchronization
request including at least the relay apparatus identifier
and a session 1dentifier registered for the relay appara-
tus; and
recerving synchronization complete responses from the

other load distribution apparatuses 1n response to the
synchronization request.
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