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DETERMINING AND REMEDYING AUDIO
QUALITY ISSUES IN A VOICE
COMMUNICATION

BACKGROUND OF THE INVENTION

Tablets, laptops, telephones (for example, cellular or
satellite), mobile (vehicular) or portable (personal) two-way
radios, and other communication devices are used by users,
for example, first responders (including firemen, police
oflicers, and paramedics, among others), and provide these
users and others with instant access to increasingly valuable
additional mformation and resources such as vehicle histo-
ries, arrest records, outstanding warrants, health informa-
tion, real-time traflic or other situational status information,
and any other information that may aid the user 1n making
a more informed determination of an action to take or how
to resolve a situation, among other possibilities.

Many such communication devices further comprise, or
provide access to, electronic digital assistants (or sometimes
referenced as “‘virtual partners™) that may provide the user

[

thereol with valuable information 1 an automated (for
example, without further user mnput) or semi-automated (for
example, with some further user imput) fashion. The valu-
able information provided to the user may be based on
explicit requests for such information posed by the user via
an mput (for example, such as a parsed natural language
input or an electronic touch interface manipulation associ-
ated with an explicit request) 1n which the electronic digital
assistant may reactively provide such requested valuable
information, or may be based on some other set of one or
more context or triggers i which the electronic digital
assistant may proactively provide such valuable information
to the user absent any explicit request from the user.

As some existing examples, electronic digital assistants
such as Sir1 provided by Apple, Inc.® and Google Now
provided by Google, Inc.®, are solftware applications run-
ning on underlying electronic hardware that are capable of
understanding natural language, and may complete elec-
tronic tasks 1n response to user voice inputs, among other
additional or alternative types of inputs. These electronic
digital assistants may perform such tasks as taking and
storing voice dictation for future reference and retrieval,
reading a received text message or an e-mail message aloud,
generating a text message or e-mail message reply, looking
up requested phone numbers and 1nitiating a phone call to a
requested contact, generating calendar appointments and
providing appointment reminders, warning users of nearby
dangers such as tratlic accidents or environmental hazards,
and providing many other types of information in a reactive
Or proactive manner.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The accompanying figures, where like reference numerals
refer to 1dentical or functionally similar elements throughout
the separate views, together with the detailed description
below, are incorporated 1n and form part of the specification,
and serve to further illustrate embodiments of concepts that
include the claimed invention, and explain various prin-
ciples and advantages of those embodiments.

FIG. 1 1s a block diagram of a system for determining and
remedying audio quality 1ssues 1n a voice communication in
accordance with some embodiments.
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FIG. 2 1s a block diagram of a communication device
included 1n the system of FIG. 1 1n accordance with some

embodiments.

FIG. 3 1s a block diagram of an electronic computing
device mncluded 1n the system of FIG. 1 in accordance with
some embodiments.

FIG. 4 1s a flowchart of a method of determining and
remedying audio quality 1ssues 1n a voice communication in
accordance with some embodiments.

Skilled artisans will appreciate that elements 1n the figures
are 1llustrated for simplicity and clarity and have not nec-
essarily been drawn to scale. For example, the dimensions of
some ol the elements 1n the figures may be exaggerated
relative to other elements to help to improve understanding
of embodiments of the present invention.

The apparatus and method components have been repre-
sented where appropriate by conventional symbols 1n the
drawings, showing only those specific details that are per-
tinent to understanding the embodiments of the present
invention so as not to obscure the disclosure with details that
will be readily apparent to those of ordinary skill in the art
having the benefit of the description herein.

DETAILED DESCRIPTION OF TH.
INVENTION

(Ll

It 1s important for eflective operation of an electronic
digital assistant that audio quality of a voice communication
received from a communication device be good enough that
the electronic digital assistant 1s able to disambiguate the
request. The audio quality of a recerved request depends on
a plurality of factors including the transmission transport
mechanism of the voice communication and the background
noise of the environment of the communication device that
sent the request.

When a voice communication including a request 1s
received with audio quality so poor that an electronic
processor executing the electronic digital assistant 1s not
able to discern the meaming of the request included in the
volce communication, 1t 1s beneficial to determine 11 the poor
audio quality 1s caused by the transmission transport mecha-
nism of the voice communication or i the poor audio quality
1s caused by background noise in the environment of the
communication device. When the poor audio quality 1s not
a result of background noise in the user’s environment,
changing the transmission {transport mechanism may
improve the audio quality of a retransmitted request. When
the poor audio quality of the voice communication 1s caused
by background noise in the user’s environment, changing
the transmaission transport mechanism of the voice commu-
nication will not improve the audio quality of a retransmitted
request. Additionally, changing the transmission transport
mechanism may have a large overhead cost. For example,
changing the transmission transport mechanism from nar-
row band to broadband has a high overhead cost to the
system. Therefore, it 1s desirable that the transmission trans-
port mechamism only be switched from narrowband to
broadband when the switch will improve the audio quality of
the voice communication.

Embodiments described herein provide, among other
things, a method and electronic computing device for deter-
mining and remedying audio quality 1ssues in a voice
communication

One example embodiment provides an electronic com-
puting device for determining and remedying audio quality
1ssues 1 a voice communication. The electronic computing
device includes a communication interface and an electronic
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processor connected to the communication interface. The
clectronic processor 1s configured to receive, via the com-
munication interface, a voice communication including a
request from a communication device. Upon receiving the
voice communication, the electronic processor performs an
analysis of the voice communication from the communica-
tion device. The analysis of the voice communication
includes disambiguating the voice communication. The
clectronic processor 1s also configured to store a profile of
the voice communication associated with a state of the
communication device in a history of profiles, when disam-
biguating the voice communication 1s successiul. When
disambiguating the voice communication fails, the elec-
tronic processor determines 1f the voice communication 1s
associated with one of the profiles in the history of profiles.
When the voice communication 1s not associated with one of
the profiles, a command 1s transmitted to the communication
device to modily a transmission transport mechanism and
retransmit the request.

Another example embodiment provides a method of
determining and remedying audio quality issues in a voice
communication. The method includes receiving, via a com-
munication interface, the wvoice communication, which
includes a request from a communication device. The
method also includes analyzing, with an electronic proces-
sor, the voice communication from the communication
device. Analyzing the voice communication includes
attempting to disambiguate the voice communication. The
method also includes storing a profile of the voice commu-
nication associated with a state of the communication device
in a history of profiles when disambiguating the voice
communication 1s successiul, determining if the voice com-
munication 1s associated with one of the profiles 1n the
history of profiles when disambiguating the voice commu-
nication fails, and transmitting a command to the commu-
nication device to modily a transmission transport mecha-
nism. The request 1s retransmitted when the voice
communication 1s not associated with one of the profiles 1n
the history of profiles.

For ease of description, some or all of the example
systems presented herein are illustrated with a single exem-
plar of each of 1ts component parts. Some examples may not
describe or illustrate all components of the systems. Other
example embodiments may include more or fewer of each of
the 1llustrated components, may combine some components,
or may include additional or alternative components.

FI1G. 1 1s a block diagram of a system 100 for determining,
and remedying audio quality 1ssues in a voice communica-
tion. In the example shown, the system 100 includes a
communication device 105 and an electronic computing
device 110. The communication device 105 transmits voice
and data to the electronic computing device 110 using radio
signals 115. In some embodiments, the communication
device 105 and the electronic computing device 110 are
communicatively coupled via a network 120. The network
120 1s an electronic communications network including
wireless and wired connections. The network 120 may be
implemented using a wide area network, for example, the
Internet, a local area network, for example, a Bluetooth™
network or Wi-Fi1, a Long Term Evolution (LTE) network, a
Global System for Mobile Communications (or Groupe
Special Mobile (GSM)) network, a Code Division Multiple
Access (CDMA) network, an Evolution-Data Optimized
(EV-DO) network, an Enhanced Data Rates for GSM Evo-
lution (EDGE) network, a 3G network, a 4G network, a 5G
network, and combinations or derivatives thereof. In some
embodiments, the network 120 includes a land mobile radio
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(LMR) network. As described at https://www.dhs.gov/sites/
default/files/publications/L MR %20101_508FINAL.pdi,
land mobile radio systems are terrestrially-based, wireless
communications systems commonly used by federal, state,
local, tribal, and territorial emergency responders, public
works companies, and even the military to support voice and
relatively low-speed data communications. Such systems
typically consist of handheld portable two-way radios,
mobile two-way radios, base stations, a network, and repeat-
ers. Land mobile radio systems provide two-way radio
communications, typically in the VHF, UHF, 700 MHz, and
800 MHz frequency bands. Consequently, the communica-
tion device 105 may be at least one of a land mobile radio
device, a long term evolution device, and the like. It should
be understood that the system 100 may include more than
one communication device 105 and that the single commu-
nication device 105 shown 1s purely for illustrative pur-
poses.

In some embodiments, the communication device 105
provides push-to-talk functionality. Push-to-talk 1s a method
of transmitting audio communications over a half-duplex
communication channel. In some embodiments, the network
120 1ncludes hardware and software suitable for assigning
the communication device 105 and other communication
devices (not shown) to one or more talk groups and facili-
tating communications therebetween. For example, the net-
work 120 may, upon receiving a request from one of the
communication devices, establish a push-to-talk channel
between the communication device 105 and the electronic
computing device 110 based on talk group 1dentifiers, device
identifiers, or both. In some embodiments, push-to-talk
communication occurs between the communication device
105 and the electronic computing device 110 without the
involvement of the network 120.

In the embodiment illustrated in FIG. 1 the electronic
computing device 110 1s, for example, a server that is
configured to perform the functions of an electronic digital
assistant and the communication device 1035 1s a handheld
communication device, for example, a mobile telephone
(including smart telephones), a portable two-way radio, or a
converged device including electronics, software, and other
components suflicient to support both cellular and land
mobile radio communications. In some embodiments, the
communication device 1035 1s a smart watch or other smart
wearable, or other type of portable electronic device con-
figured to operate as described herein. The communication
device 105 may be a mounted or stationary communication
device, for example, a mobile computing device or a com-
munication device installed in a vehicle. For example, in
some embodiments, the communication device 105 may be
a handheld cellular telephone carried by public safety per-
sonnel, for example, police oflicers. In other embodiments
the communication device 105 may be a cellular commu-
nication device mstalled 1 a public safety vehicle, for
example, a police vehicle. Accordingly, the communication
device 105 may be any type of communication device
capable of communicating independent of or over the net-
work 120 using push-to-talk communications, as described
herein.

FIG. 2 1s a block diagram of the communication device
105 included 1n the system 100 of FIG. 1. The communi-
cation device 105, as illustrated 1n FIG. 2, includes a first
clectronic processor 200 (for example, a microprocessor,
application-specific integrated circuit (ASIC), or another
suitable electronic device), a first memory 205 (a non-
transitory, computer-readable storage medium), a first com-
munication interface 210 (including for example a trans-
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ceiver for communicating over one or more networks (for
example, the network 120)). The first memory 205 may
include, for example, a hard disk, a CD-ROM, an optical
storage device, a magnetic storage device, a read only
memory (ROM), a programmable read only memory
(PROM), an erasable programmable read only memory
(EPROM), an electrically erasable programmable read only
memory (EEPROM), a Flash memory, or any combination
of the foregoing. The first electronic processor 200, first
communication interface 210, and first memory 205 com-
municate wirelessly or over one or more communication
lines or buses.

The communication device 1035 also includes a plurality
of input devices (for example, a microphone 215) and output
devices (for example, a speaker 220 and a display 223). The
microphone 215 1s configured to receive a voice communi-
cation which the communication device 105 then sends to
the electronic computing device 110 via the network 120.
The display 225 and the speaker 220 are configured to output
information the communication device 105 receives from
the electronic computing device 110 including the electronic
digital assistant’s response to a request mcluded in a voice
communication (described in further detail below). It should
be understood that the communication device 105 may
include more, fewer, or different components than those
components illustrated 1n FIG. 2. For example, the commu-
nication device 105 may include further components (for
example, a global positioning system (GPS), a video cam-
cra, and the like).

The first memory 205 of the communication device 105
includes transmission transport mechanism software 230.
The transmission transport mechanism soitware 230 deter-
mines the transmission transport mechanism with which the
communication device 105 sends and receives voice and
data to and from, for example, the electronic computing
device 110. The transmission transport mechanism soitware
230 changes the transmission transport mechanism by per-
forming one of a plurality of modifications including chang-
ing the transmission frequency (or channel), switching the
transmission transport mechanism from narrowband to
broadband, increasing the sampling rate of a voice encoder,
switching from frequency division multiple access (FDMA)
to time division multiple access (TDMA), and switching
from time division multiple access to frequency division
multiple access. As mentioned above, changing the trans-
mission transport mechanism has a high overhead cost to the
system.

FIG. 3 1s a block diagram of the electronic computing
device 110 included in the system 100 of FIG. 1. In the
example illustrated, the electronic computing device 110
includes a second electronic processor 300 (for example, a
microprocessor, application-specific integrated circuit
(ASIC), or another suitable electronic device), a second
communication nterface 305 (including, for example, a
transceiver for communicating over one or more networks
(for example, the network 120)), and a second memory 310
(a non-transitory, computer-readable storage medium). The
second memory 310 may include, for example, the types of
memory described with respect to the first memory 205. The
second electronic processor 300, second communication
interface 305, and second memory 310 communicate wire-
lessly or over one or more communication lines or buses. It
should be understood that the electronic computing device
110 may include more, fewer, or diflerent components than
those components illustrated 1n FIG. 3. It should also be
understood that the functionality described herein as being
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performed by the electronic computing device 110 may be
performed by a plurality of electronic computing devices.

The second memory 310 includes a plurality of software
components that, when executed by the second electronic
processor 300, implement the Tunctionality described below.
For example, 1n FIG. 3 the second memory 310 1s 1llustrated
as including an electronic digital assistant 315 and a history
of profiles 325. As described 1n more detail below, the
clectronic digital assistant 3135 includes an audio analysis
engine 330.

The electronic digital assistant 315 includes a plurality of
instructions that, when executed by the second electronic
processor 300 provide a response to a request included 1n a
voice communication received from the communication
device 105. The voice communication includes a plurality of
signals representative of audio data from the communication
device 105. The second electronic processor 300 executes
the audio analysis engine 330 to analyze the signals to
disambiguate the request included 1n the voice communica-
tion. The audio analysis engine 330 may, for example, utilize
natural language processing (NLP) to determine the mean-
ing (including the intent and content) of the request included
in the voice communication. The second electronic proces-
sor 300 may also be configured to, when executing the
clectronic digital assistant 3135, use a methodology or an
algorithm to determine a response to the request (for
example, by retrieving data stored in the history of profiles
325 or by requesting data from one or more databases and
providing the response to the communication device 105).

In some embodiments, the audio analysis engine 330 also
analyzes a reaction of a user to the response sent to the
communication device 105 by the electronic computing
device 110. Tracking the reactions of users allows the
clectronic digital assistant 3135 to improve its performance
through machine learning. For example, when the electronic
computing device 110 receives a positive reaction from the
user of the communication device 105, the second electronic
processor 300 does not update the methodology used by the
clectronic digital assistant 315 to determine responses to
requests. When the electronic computing device 110
receives a negative reaction from the user of the communi-
cation device 105 (for example, the user repeats a request),
the second electronic processor 300 may update the meth-
odology used by the electronic digital assistant 315 to
determine responses to requests.

The history of profiles 325 includes a plurality of voice
communications that the second electronic processor 300
has successiully disambiguated and a state of the commu-
nication device 105 associated with each voice communi-
cation of the plurality of successiully disambiguated voice
communications. The state of the communication device
105 associated with a voice communication is the state of the
communication device 105 when the communication device
105 transmitted the voice communication. The state of the
communication device 105 may be, for example, a location
of the communication device 105, the time the voice com-
munication was received, the task that a user 1s performing
when they use the communication device 105, weather
conditions 1n the location of the communication device 105,
a background noise associated with the task that the user 1s
performing, or any combination of the foregoing. For
example, the second electronic processor 300 may develop
a profile of voice communications for a user (or a group of
users) who work 1n a facility where a warning siren 1s tested
every Wednesday at noon.

In some embodiments, the communication device 105
sends information about its state along with a voice com-
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munication. In one example, the communication device 105
may determine a task the user 1s performing based on a
schedule stored in the second memory 310 and a time and
date that the microphone 215 received the voice communi-
cation. The second electronic processor 300 may use infor-
mation stored in the second memory 310 to determine
background noise associated with the task the user i1s per-
forming. For example, when the second electronic processor
300 recerves a notification from the communication device
105 that the task the user 1s performing 1s maintenance on a
generator, the second electronic processor 300 determines
that the voice communication received from the communi-
cation device 105 will include a humming noise. In another
example, the commumnication device 105 may use a global
positioning system to determine the location of the commu-
nication device 105 when the communication device 105
sends the request. The second electronic processor 300 may
use information stored in the second memory 310 to deter-
mine background noise associated with the location of
communication device 105 transmitting the voice commu-
nication.

It should be understood that, 1n some embodiments, some
or all of the functionality described herein as being per-
formed by the electronic computing device 110 may be
performed by the communication device 1035. It should also
be understood that, in some embodiments, some or all of the
functionality described herein as being performed by the
communication device 105 may be performed by the elec-
tronic computing device 110.

FI1G. 4 1s a flowchart of a method 400 of determining and
remedying audio quality 1ssues 1n a voice commumnication. In
the example provided, the method 400 begins when the
clectronic computing device 110 receives a voice commu-
nication, including a request, from the commumnication
device 105 (block 405). Upon receiving the voice commu-
nication, the second electronic processor 300, executing the
audio analysis engine 330, analyzes the voice communica-
tion (block 410). As a part of the analysis of the voice
communication, the second electronic processor 300
attempts to perform disambiguation of the voice communi-
cation when the voice communication 1s vague or 1S unin-
telligible due to the audio quality of the voice communica-
tion. Disambiguating the voice communication includes
determining the meaning of the request included 1n the voice
communication. The second electronic processor 300 deter-
mines whether disambiguating the voice communication
tails (block 415). When disambiguating the voice commu-
nication 1s successiul, the second electronic processor 300
associates the voice communication with a state of the
communication device 105 and stores the disambiguated
voice communication and the associated state of the com-
munication device 105 as a profile in the history of profiles
325 (block 420). In some embodiments, the second elec-
tronic processor 300 determines an appropriate response to
the request and transmaits the response to the communication
device 105. The first electronic processor 200 of communi-
cation device 105 outputs the received response via the
display 225, the speaker 220, and/or the like.

When disambiguating the voice communication fails, the
second electronic processor 300 determines whether the
voice communication and the state of the communication
device 103 are associated with a profile stored 1n the history
of profiles 325 (block 425). In some embodiments, when the
second electronic processor 300 finds a profile 1n the history
of profiles 325 that matches the voice communication and
the state of the communication device 105, the second
clectronic processor 300 automatically determines that the
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poor audio quality of the voice communication 1s caused by
background noise 1n the user’s environment and does not
transmit a command to modily the transmission transport
mechanism to the communication device 105. In other
embodiments, the second electronic processor 300 performs
an analysis of the voice commumnication to determine a

reason that the voice communication has poor audio quality.
When the reason disambiguating the voice communication
fails 1s background noise in the user’s environment (for
example, a level of background noise associated with the
voice communication being above a threshold background
noise level), the second electronic processor 300 does not
transmit a command to modily the transmission transport
mechanism to the communication device 105. When the
reason disambiguating the voice communication fails 1s not
background noise, the second electronic processor 300 may
transmit a command to modily the transmission transport
mechamism to the communication device 105.

When the second electronic processor 300 does not find a
profile in the history of profiles 325 that matches the voice
communication and the state of the communication device
105, the second electronic processor 300 transmits a com-
mand to the communication device 105 to modily the
transmission transport mechanism (block 430). However, in
some embodiments, when the second electronic processor
300 determines that a command to modify the transmission
transport mechanism has previously been sent to the com-
munication device 105 the second electronic processor 300
does not transmit another command to modity the transmis-
sion transport mechanism. In one example, when a com-
mand to modily the transmission transport mechanism has
been sent within a predetermined time interval (for example,
the last hour, the last day, and the like), the second electronic
processor 300 does not transmit another command to modify
the transmission transport mechanism. In some embodi-
ments, when sending the command to modify the transmis-
sion transport mechanism, the second electronic processor
300 also sends a command to the communication device 105
to retransmit the request (block 430). It should be under-
stood that, 1n some embodiments, the command to modily
the transmission transport mechanism and the command to
retransmit the request are actually a single command sent to
the communication device 105 and 1n other embodiments
are two separate commands sent to the communication
device 105. In response to the command to retransmit the
request, the communication device 105 may notify the user
that a retransmission of the wvoice communication 1s
requested by the electronic computing device 110. It should
be noted that a retransmitted voice communication, a request
included 1n the retransmitted voice communication, or both,
may not be identical to the voice communication previously
received from the communication device 105, request
included 1n the voice communication previously received
from the communication device 105, or both. In other
embodiments, in response to the command to retransmit the
request, when the voice communication 1s cached 1n the first
memory 205, the communication device 105 may automati-
cally retransmit the voice communication.

In the foregoing specification, specific embodiments have
been described. However, one of ordinary skill in the art
appreciates that various modifications and changes can be
made without departing from the scope of the mvention as
set forth 1n the claims below. Accordingly, the specification
and figures are to be regarded in an illustrative rather than a
restrictive sense, and all such modifications are intended to
be mcluded within the scope of present teachings.
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The benefits, advantages, solutions to problems, and any
clement(s) that may cause any benefit, advantage, or solu-
tion to occur or become more pronounced are not to be
construed as a critical, required, or essential features or
clements of any or all the claims. The invention 1s defined
solely by the appended claims including any amendments
made during the pendency of this application and all equiva-
lents of those claims as 1ssued.

Moreover in this document, relational terms such as first
and second, top and bottom, and the like may be used solely
to distinguish one entity or action from another entity or
action without necessarily requiring or implying any actual
such relationship or order between such entities or actions.
The terms “‘comprises,” “comprising,” “has,” “having,”
“includes,” “including,” “‘contains,” “containing” or any
other variation thereof, are intended to cover a non-exclusive
inclusion, such that a process, method, article, or apparatus
that comprises, has, includes, contains a list of elements does
not include only those elements but may include other
clements not expressly listed or mherent to such process,
method, article, or apparatus. An element proceeded by

“comprises . . . a,” “has ... a,” “

e B 4 4

ca,” “includes . . . a,” or “cont-
ains . . . a~ does not, without more constraints, preclude the
existence of additional identical elements 1n the process,
method, article, or apparatus that comprises, has, includes,
contains the element. The terms “a” and “an” are defined as
one or more unless explicitly stated otherwise herein. The
terms “‘substantially,” “essentially,” “approximately,”
“about” or any other version thereot, are defined as being
close to as understood by one of ordinary skill 1n the art, and
in one non-limiting embodiment the term 1s defined to be
within 10%, 1n another embodiment within 5%, 1n another
embodiment within 1% and 1n another embodiment within
0.5%. The term “coupled” as used herein 1s defined as
connected, although not necessarily directly and not neces-
sarilly mechanically. A device or structure that 1s “config-
ured” 1n a certain way 1s configured 1n at least that way, but
may also be configured 1n ways that are not listed.

It will be appreciated that some embodiments may be
comprised of one or more generic or specialized processors
(or “processing devices”) such as microprocessors, digital
signal processors, customized processors and field program-
mable gate arrays (FPGAs) and unique stored program
instructions (including both software and firmware) that
control the one or more processors to implement, 1 con-
junction with certain non-processor circuits, some, most, or
all of the functions of the method and/or apparatus described
herein. Alternatively, some or all functions could be 1mple-
mented by a state machine that has no stored program
instructions, or in one or more application specific integrated
circuits (ASICs), 1n which each function or some combina-
tions of certain of the functions are implemented as custom
logic. Of course, a combination of the two approaches could
be used.

Moreover, an embodiment can be implemented as a
computer-readable storage medium having computer read-
able code stored thereon for programming a computer (e.g.,
comprising a processor) to perform a method as described
and claimed herein. Examples of such computer-readable
storage mediums include, but are not limited to, a hard disk,
a CD-ROM, an optical storage device, a magnetic storage
device, a read only memory (ROM), a programmable read
only memory (PROM), an erasable programmable read only
memory (EPROM), an electrically erasable programmable
read only memory (EEPROM), a Flash memory, or any
combination of the foregoing. Further, 1t 1s expected that one
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and many design choices motivated by, for example, avail-
able time, current technology, and economic considerations,
when guided by the concepts and principles disclosed herein
will be readily capable of generating such software 1nstruc-
tions and programs and ICs with minimal experimentation.

The Abstract of the Disclosure 1s provided to allow the
reader to quickly ascertain the nature of the technical dis-
closure. It 1s submitted with the understanding that it will not
be used to iterpret or limit the scope or meaning of the
claims. In addition, 1n the foregoing Detailed Description, 1t
can be seen that various features are grouped together in
various embodiments for the purpose of streamlining the
disclosure. This method of disclosure 1s not to be interpreted
as reflecting an intention that the claimed embodiments
require more features than are expressly recited in each
claim. Rather, as the following claims reflect, inventive
subject matter lies 1n less than all features of a single
disclosed embodiment. Thus the {following claims are
hereby incorporated 1nto the Detailed Description, with each

claim standing on 1ts own as a separately claimed subject
matter.

The mmvention claimed 1s:

1. An electronic computing device comprising:

a communication intertace; and

an electronic processor connected to the communication

intertace and configured to

recelve, via the communication interface, a voice com-
munication including a request from a communica-
tion device:

perform an analysis of spoken words included in the
voice communication from the communication
device, wherein the analysis of the spoken words
included 1n the voice communication includes dis-
ambiguating the voice communication;

when disambiguating the voice communication 1s suc-
cessiul, store a device state profile of the voice
communication associated with a state of the com-
munication device in a history of device state pro-
files, wherein each device state profile in the history
ol device state profiles includes one or more voice
communications associated with a state;

when disambiguating the voice communication fails,
determine if the voice communication and the state
of the communication device match one of the
device state profiles 1n the history of device state
profiles; and

when the voice communication and the state of the
communication device do not match one of the
device state profiles 1n the history of device state
profiles, transmit a command to the communication
device to modily a transmission transport mecha-
nism and retransmit the request.

2. The electronic computing device according to claim 1,
wherein the state 1s at least one selected from the group
consisting of a location, a time, a task, a background noise,
and weather conditions.

3. The electronic computing device according to claim 1,
wherein the communication device 1s at least one selected
from the group consisting of a land mobile radio device and
a long term evolution device.

4. The electronic computing device according to claim 1,
wherein modilying the transmission transport mechanism
includes performing at least one selected from the group
consisting of increasing a sampling rate of a voice encoder,
changing transmission frequency, switching from narrow
band to broadband, switching from frequency division mul-
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tiple access to time division multiple access, and switching,
from time division multiple access to frequency division
multiple access.

5. The electronic computing device according to claim 1,
wherein a device state profile 1s associated with the state of
one or more communication devices.

6. The electronic computing device according to claim 1,
wherein the electronic processor 1s configured to provide a
response when disambiguating a voice communication 1s
successiul.

7. The electronic computing device according to claim 1,
wherein disambiguating the voice communication includes
determining the meaning of the request included in the voice
communication.

8. The electronic computing device according to claim 1,
wherein the electronic processor attempts to perform dis-
ambiguation of the voice communication when the request
1s vague or the request 1s unintelligible due to audio quality.

9. A method of determining and remedying audio quality
1ssues 1n a voice communication, the method comprising;

receiving, via a communication interface, the voice com-

munication including a request from a communication
device;
analyzing, with an electronic processor, spoken words
included in the voice communication from the com-
munication device, wherein analyzing the spoken
words 1ncluded 1n the voice communication includes
attempting to disambiguate the voice communication;

when disambiguating the voice communication 15 suc-
cessiul, storing a device state profile of the voice
communication associated with a state of the commu-
nication device i1n a history of device state profiles,
wherein each device state profile 1 the history of
device state profiles includes one or more voice com-
munications associated with a state;

when disambiguating the voice communication fails,

determining 1f the voice communication and the state of
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the communication device match one of the device
state profiles 1n the device state history of profiles; and

when the voice communication and the state of the
communication device do not match one of the device
state profiles in the history of device state profiles,
transmitting a command to the communication device
to modily a transmission transport mechanism and
retransmit the request.

10. The method according to claim 9, wherein the state 1s
at least one selected from the group consisting of a location,
a time, a task, a background noise, and weather conditions.

11. The method according to claim 9, wherein the com-
munication device 1s at least one selected from the group
consisting of a land mobile radio device and a long term
evolution device.

12. The method according to claim 9, wherein modifying
a transmission transport mechanism includes performing at
least one selected from the group consisting of increasing a
sampling rate of a voice encoder, changing transmission
frequency, switching from narrow band to broadband,
switching from frequency division multiple access to time
division multiple access, and switching from time division
multiple access to frequency division multiple access.

13. The method according to claim 9, wherein a device
state profile 1s associated with the state of one or more
communication devices.

14. The method according to claim 9, the method further
comprising providing a response when disambiguating a
voice communication 1s successiul.

15. The method according to claim 9, wherein disambigu-
ating the voice communication includes determining the
meaning ol the request included 1n the voice communica-
tion.

16. The method according to claim 9, wherein disambigu-
ation of the voice communication 1s performed when the
request 1s vague or the request 1s unintelligible due to audio

quality.
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