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APPARATUSES AND METHODS FOR
ENCODING AND DECODING A VIDEO
CODING BLOCK OF A VIDEO SIGNAL

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation application of Interna-
tional Application No. PCT/EP2016/073131, filed on Oct.
19, 2016, the disclosure of which 1s hereby incorporated by
reference in 1ts entirety.

TECHNICAL FIELD

Generally, the present disclosure relates to the field of
video coding. More specifically, the present disclosure
relates to apparatuses and methods for encoding and decod-
ing a video coding block of a video signal using segmen-
tation based partitioning for inter prediction of the video
coding block.

BACKGROUND

In current video coding schemes, such as H.264/AVC
(“Advanced Video Coding”) or HEVC (“ngh Efficiency
Video Coding”), the motion mformation 1n inter-predicted
pictures (also referred to as frames) 1s partitioned into
rectangular video coding blocks of configurable size. While
in H.264/AVC the motion 1s partitioned into symmetric
video coding blocks with a maximum size of 16x16 pixels,
so-called macroblocks, which can be further subdivided
down to a mmimum ol 4x4 pixels, HEVC replaces a
macroblock with a coding tree unit (CTU) of maximum size
64x64 pixels. The C'TU 1s not just a larger macroblock, as it
can be partitioned 1n a quadtree (Q1) decomposition scheme
into smaller coding umts (CU), which, in turn, can be
subdivided down to a minimum size of 8x8 pixels. Further-
more, i comparison to H.264/AVC additionally HEVC
supports asymmetric block partitiomng (AMP) of coding
units (CU) ito prediction units (PU).

The determination of the decomposition and partitioning,
of each CTU 1s performed during the encoding process and
1s based on a rate-distortion optimization criterion. While
AMP already prowdes an 1mpr0ved coding etliciency, prob-
lems 1n coding efliciency may arise along the boundaries of
moving objects 1n a video sequence. Object boundaries that
are not strictly vertical or horizontal may result in a fine
quadtree decomposition and block partitioning along the
object boundary. As the blocks along the boundary are
expected to contain similar motion mformation, redundancy
1s introduced, which decreases the coding efliciency.

An attempt to address this problem 1s called geometric
motion partitioning (GMP), which 1s based on the idea of
partitioning a rectangular video coding block mto two
segments via a straight line, which can have practically any
orientation. This approach provides for more flexibility 1n
motion partitioning and therefore leads to a closer approxi-
mation of the actual motion. However, finding the optimal
GMP of a video coding block 1n an exhaustive search, which
greatly increases the computational complexity. Moreover,
an ethcient predictive coding scheme for the additional
GMP 1nformation has to be provided.

In a more general and advanced partitioning approach, the
video coding block containing an object boundary 1s parti-
tioned 1nto two (or more) segments along the actual object
boundary, where the two or more segments carry coherent,
yet different motion mformation. Due to the possible com-
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2

plexity of the shape of the boundary, coding the boundary
and transmitting i1t as side information to the decoder 1is

generally not an ethicient option 1n terms of the data rate.
This problem can be solved by determining the object
boundary at the decoder (and encoder) side using already
available information, e.g. from available reference pictures.
Finding the correct object boundary 1s a typical problem 1n
the field of 1mage segmentation. Segmentation can be per-
formed according to numerous 1mage features, such as pixel
luminance, chrominance, texture or a combination thereof.

In general, block based inter prediction methods used 1n
today’s common video codecs, such as AVC and HEVC, do
not provide a consistent solution to address the problem of
occlusions, which occurs when overlapping objects within a
video sequence move mto different directions. For instance,
in a video sequence, where a foreground object moves to the
lower right at high velocity, while a background object
moves to the rnight at low velocity, new content will be
uncovered at the left side of the boundary between fore-
ground and background. Accordingly, at other regions 1n the
video sequence, existing background will be covered by
moving foreground objects.

In general, regions of the video sequence, where motion
vectors of neighboring objects converge, typically result in
a fine block partitioning along the object boundary. All
blocks on one side of the boundary exhibit the same motion,
thus introducing unnecessary overhead 1n terms of signaling
this motion to the decoder. Furthermore, 1n regions where
motion vectors diverge, new content 1s being uncovered,
which cannot easily be predicted, neither through 1nter- nor
intra-prediction methods.

U.S. Pat. No. 7,142,600 discloses a method of detecting
occlusions and disocclusions based on k-means clustering,
where an average motion vector of a suspect region 1s
compared to a centroid motion vector and the difference
between these two vectors 1s used 1n a subsequent threshold
based decision process to detect the occlusion.

Although the approach described i U.S. Pat. No. 7,142,
600 provides some 1mprovements with respect to the han-
dling of occlusions and disocclusions compared to other
approaches, there 1s still a need for video coding devices and
methods, which are based on segmentation-based partition-
ing for inter prediction of a video coding block and which

provide an 1improved handling of occlusions and disocclu-
S101S.

SUMMARY

It 1s an object to provide video coding devices and
methods, which are based on segmentation-based partition-
ing for inter prediction of a video coding block and which
provide an improved handling of occlusions and disocclu-
S1011S.

The foregoing and other objects are achieved by the
subject matter of the independent claims. Further implemen-
tation forms are apparent from the dependent claims, the
description and the figures.

In order to describe embodiments of the disclosure 1n
detail, the following terms, abbreviations and notations will
be used:

HEVC High-Efliciency Video Coding
CU Coding Unait

CTU Coding Tree Unait

PU Prediction Unit

PB Prediction Block

MYV Motion Vector

GMP Geometric Motion Partitioning
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SBP Segmentation Based Partitioning

AMP Asymmetric Motion Partitioning

As used herein, a video signal or video sequence i1s a set
ol subsequent frames presenting a motion picture. In other
words, a video signal or video sequence consists of a
plurality of frames (also referred to as pictures or 1images).

As used herein, segmentation 1s the process of partition-
ing a picture or picture region, in particular a video coding
block, mto two or more segments or partitions.

As used herein, coding tree unit (C'TU) denotes the root
of a coding structure of the video sequence of a pre-defined
s1ze, containing a part of a frame (e.g. 64x64 pixels). ACTU
can be partitioned into several CUs.

As used herein, coding unit (CU) denotes a basic coding
structure of the video sequence of a pre-defined size, con-
taining a part of a frame, which 1s belonging toa CTU. ACU
can be partitioned into further CUSs.

As used herein, prediction unit (PU) denotes a coding
structure, which 1s the result of partitioming of a CU.

The devices and method described herein may be used for
representing motion information for segmentation based
block partitioning, used 1n conjunction with rectangular
block partitioning, which 1s useful for inter-prediction in
video coding applications.

The devices and methods described herein may be used
for inter-prediction between pictures to exploit the temporal
redundancy of natural video sequences. The change of
information observed between the current picture and a
reference picture can oiten be approximated by translational
movement, €.g. linecar movement within the image plane.
Block based motion compensation i1s the dominating reali-
sation of this paradigm, where a reference picture 1s parti-
tioned 1nto rectangular blocks and each pixel within a block
1s exhibiting the same motion. Thus, the movement of the
entire block, called the prediction block, can be described by
a single motion vector. The set of motion vectors over the
whole reference picture defined a vector field, which 1s
denoted as a motion vector field.

According to a first aspect the disclosure relates to a
decoding apparatus for decoding a video coding block of a
current frame of an encoded video signal, wherein the
encoded video signal comprises coding information (herein
also referred to as side information or coding parameters)
and a plurality of frames and wherein each frame 1s divid-
able into a plurality of video coding blocks. The decoding
apparatus comprises: a decoding unit configured to decode
the video coding block for providing a residual video coding,
block; a segmentation based partitioming unit configured to
partition the video coding block on the basis of the coding
information into two or more segments including a first
segment and a second segment, wherein the coding infor-
mation comprises a first segment motion vector associated
with the first segment of the video coding block and a second
segment motion vector associated with the second segment
of the video coding block; an 1nter prediction unit configured
to determine on the basis of the first segment motion vector
a co-located first segment 1n a first reference frame and on
the basis of the second segment motion vector a co-located
second segment 1n a second reference frame and to generate
a motion-compensated predicted video coding block on the
basis of the co-located first segment and the co-located
second segment and the first segment motion vector and the
second segment motion vector, wherein the predicted video
coding block comprises a predicted first segment and a
predicted second segment; a motion-dependent filtering unit
configured to determine a divergence measure on the basis
of the first segment motion vector and the second segment
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4

motion vector and to apply depending on the divergence
measure a first filter or a second filter to the predicted video
coding block; and a reconstruction unit configured to recon-
struct the video coding block on the basis of the filtered
predicted video coding block and the residual video coding
block.

Thus, a decoding apparatus 1s provided, which 1s based on
segmentation-based partitioning for inter prediction of a
video coding block and which provides an improved han-
dling of occlusions and disocclusions. In particular, the
decoding apparatus allows depending on a divergence mea-
sure, which indicates the divergence or the convergence of
the first and second segment motion vectors, to apply
different filters to the segments. Applying different motion-
dependent filters to the segments has the advantage of
allowing an improved handling of occlusions and disocclu-
sions during the inter prediction process and, therefore,
improves the coding efliciency of the decoding apparatus.

In a first possible implementation form of the decoding
apparatus according to the first aspect as such, the motion-
dependent filtering unit 1s configured to apply the first filter
to a boundary between the predicted first segment and the
predicted second segment of the predicted video coding
block, 1n case the divergence measure indicates that the first
segment motion vector and the second segment motion
vector are diverging, wherein the first filter comprises a
directional smoothing filter for smoothing across the bound-
ary between the predicted first segment and the predicted
second segment.

By providing a first filter in the form of a smoothing filter
the eflects of a disocclusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a second possible implementation form of the decoding
apparatus according to the first implementation form of the
first aspect, the motion-dependent filtering unit 1s configured
to adjust a filter property of the first filter on the basis of the
divergence measure, or on the basis of the first segment
motion vector and the second segment motion vector, or on
the basis of a diflerence between pixel values of pixels
located at the boundary between the predicted first segment
and the predicted second segment, wherein the filter prop-
erty of the first filter comprises a first filter strength or a first
filter si1ze of the first filter.

Thus, properties of the first filter, such as a first filter
strength, can be adapted to the strength of the divergence of
the segment motion vectors and 1n this way, first filters with
different strengths or sizes can be adapted to different
environments in which embodiments of the present disclo-
sure 1s applied, and the flexibility of selecting the first filter
can be achieved, thereby, the coding efliciency can be
improved.

In a third possible implementation form of the decoding
apparatus according to the first aspect as such or the first or
second implementation form thereot, the motion-dependent
filtering umt 1s configured to determine whether the pre-
dicted first segment or the predicted second segment 1s a
background segment on the basis of the coding information,
wherein the coding nformation comprises information
about whether the predicted first segment or the predicted
second segment 1s a background segment or information
about whether the predicted first segment or the predicted
second segment 1s a foreground segment.

In a fourth possible implementation form of the decoding
apparatus according to the third implementation form of the
first aspect, the motion-dependent filtering unit 1s further
configured to apply the second filter to the predicted video
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coding block, in case the divergence measure indicates that
the first segment motion vector and the second segment
motion vector are converging, wherein the second filter
comprises a feathering filter for feathering in the direction of
the background segment or 1n the opposite direction of the
foreground segment.

By providing a second {ilter in the form of a feathering
filter the effects of an occlusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a fifth possible implementation form of the decoding
apparatus according to the third or fourth implementation
form of the first aspect, the motion-dependent filtering unit
1s configured to adjust a filter property of the second filter on
the basis of the divergence measure, wherein the filter
property ol the second filter comprises a second filter
strength or a second {ilter size of the second filter.

Thus, properties of the second filter, such as a second filter
strength, can be adapted to the strength of the convergence
of the segment motion vectors and in this way, second filters
with different strengths or sizes can be adapted to diflerent
environments 1n which embodiments of the present disclo-
sure 1s applied, and the flexibility of selecting the second
filter can be achieved, thereby, the coding efliciency can be
improved.

In a sixth possible implementation form of the decoding
apparatus according to the first aspect as such or any one of
the first to fifth implementation form thereof, the first
segment motion vector and the second segment motion
vector define a vector field, wherein the motion-dependent
filtering unit 1s configured to determine the divergence
measure on the basis of the first segment motion vector and
the second segment motion vector as the divergence of the
vector field, and wherein the divergence of the vector field
being smaller than a first threshold value indicates that the
first segment motion vector and the second segment motion
vector are converging and wherein the divergence of the
vector field being larger than the first threshold value 1ndi-
cates that the first segment motion vector and the second
segment motion vector are diverging. In an implementation
form, the first threshold value may be zero.

The divergence of the motion vector field defined by the
first and second segment motion vectors provides an etli-
cient divergence measure of the first and second segment
motion vectors. In an implementation form, a discretized
version of the divergence operator based on finite differences
can be used to determine the divergence of the motion vector
field defined by the first and second segment motion vectors
in an eflicient manner.

According to a second aspect the disclosure relates to a
corresponding method of decoding a video coding block of
a current frame of an encoded video signal, wherein the
encoded video signal comprises coding information and a
plurality of frames, wherein each frame 1s dividable into a
plurality of video coding blocks. The decoding method
comprises the steps of: providing a residual video coding
block by decoding the video coding block; partitioning the
video coding block on the basis of the coding information
into two or more segments including a first segment and a
second segment, wherein the coding information comprises
a lirst segment motion vector associated with the {first
segment of the video coding block and a second segment
motion vector associated with the second segment of the
video coding block; determiming on the basis of the first
segment motion vector a co-located first segment 1n a first
reference frame and on the basis of the second segment
motion vector a co-located second segment 1 a second
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reference Irame; generating a motion-compensated pre-
dicted video coding block on the basis of the co-located first
segment and the co-located second segment, wherein the
predicted video coding block comprises a predicted first
segment and a predicted second segment; determining a
divergence measure on the basis of the first segment motion
vector and the second segment motion vector; applying
depending on the divergence measure a first filter or a
second filter to the predicted video coding block; and
reconstructing the video coding block on the basis of the
filtered predicted video coding block and the residual video
coding block.

Thus, a decoding method 1s provided, which 1s based on
segmentation-based partitioning for inter prediction of a
video coding block and which provides an improved han-
dling of occlusions and disocclusions. In particular, the
decoding method allows depending on a divergence mea-
sure, which indicates the divergence or the convergence of
the first and second segment motion vectors, to apply
different filters to the segments. Applying different motion-
dependent filters to the segments has the advantage of
allowing an improved handling of occlusions and disocclu-
sions during the inter prediction process and, therefore,
improves the coding efliciency of the decoding apparatus.

In a first possible implementation form of the decoding
method according to the second aspect as such, the step of
applying depending on the divergence measure a first filter
or a second filter to the predicted video coding block
comprises applying the first filter to a boundary between the
predicted first segment and the predicted second segment of
the predicted video coding block, 1n case the divergence
measure indicates that the first segment motion vector and
the second segment motion vector are diverging, wherein the
first filter comprises a directional smoothing filter for
smoothing across the boundary between the predicted first
segment and the predicted second segment.

By providing a first filter in the form of a smoothing filter
the negative eflects of a disocclusion can be mitigated and
the prediction error can be reduced, which, 1n turn, improves
the coding efliciency.

In a second possible implementation form of the decoding,
method according to the first implementation form of the
second aspect, the decoding method comprises the turther
step of adjusting a filter property of the first filter on the basis
of the divergence measure, or on the basis of the first
segment motion vector and the second segment motion
vector, or on the basis of a difference between pixel values
of pixels located at the boundary between the predicted first
segment and the predicted second segment, wherein the
filter property of the first filter comprises a first filter strength
or a first filter size of the first filter.

Thus, properties of the first filter, such as a first filter
strength or size, can be adapted to the strength of the
divergence. 1.e. the strength of a disocclusion, and in this
way the size and/or strength of the first filter can be adapted
to different video coding scenarios, thereby improving the
coding efhliciency.

In a third possible implementation form of the decoding
method according to the second aspect as such or the first or
second 1mplementation form thereof, the decoding method
comprises the further step of determining whether the pre-
dicted first segment or the predicted second segment 1s a
background segment on the basis of the coding information,
wherein the coding information comprises information
about whether the predicted first segment or the predicted
second segment 1s a background segment or information
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about whether the predicted first segment or the predicted
second segment 1s a foreground segment.

In a fourth possible implementation form of the decoding
method according to the third implementation form of the
second aspect, the step of applying depending on the diver-
gence measure a first filter or a second filter to the predicted
video coding block comprises applying the second filter to
the predicted video coding block, in case the divergence
measure indicates that the first segment motion vector and
the second segment motion vector are converging, wherein
the second filter comprises a feathering filter for feathering
in the direction of the background segment or in the opposite
direction of the foreground segment.

By providing a second filter in the form of a feathering
filter the eflects of an occlusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a fifth possible implementation form of the decoding
method according to the third or fourth implementation form
of the second aspect, the decoding method comprises the
turther step of adjusting a filter property of the second filter
on the basis of the divergence measure, wherein the filter
property of the second filter comprises a second filter
strength or a second filter size of the second filter.

Thus, properties of the second filter, such as a second filter
strength or size, can be adapted to the strength of the
divergence, 1.¢. the strength of an occlusion, and 1n this way
the size and/or strength of the second filter can be adapted
to different video coding scenarios, thereby improving the
coding efliciency.

In a sixth possible implementation form of the decoding
method according to the second aspect as such or any one of
the first to fifth implementation form thereof, the first
segment motion vector and the second segment motion
vector define a vector field, wherein the step of determining,
a divergence measure on the basis of the first segment
motion vector and the second segment motion vector com-
prises the step of determiming the divergence measure on the
basis of the first segment motion vector and the second
segment motion vector as the divergence of the vector field,
wherein the divergence of the vector field being smaller than
a first threshold value indicates that the first segment motion
vector and the second segment motion vector are converging,
and wherein the divergence of the vector field being larger
than the first threshold value indicates that the first segment
motion vector and the second segment motion vector are
diverging. In an implementation form, the first threshold
value 1s zero.

The divergence of the motion vector field defined by the
first and second segment motion vectors provides an efli-
cient divergence measure of the first and second segment
motion vectors. In an implementation form, a discretized
version of the divergence operator based on finite differences
can be used to determine the divergence of the motion vector
field defined by the first and second segment motion vectors
in an eflicient manner.

According to a third aspect the disclosure relates to an
encoding apparatus for encoding a video coding block of a
current frame of a video signal, wherein the video signal
comprises a plurality of frames and each frame 1s dividable
into a plurality of video coding blocks. The encoding
apparatus comprises: a segmentation based partitioning unit
configured to partition the video coding block 1nto two or
more segments including a first segment and a second
segment; an mter prediction unit configured to determine a
co-located first segment in a first reference frame of the
video signal and a co-located second segment 1n a second
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reference frame of the video signal, wherein the first seg-
ment and the co-located first segment define a first segment
motion vector and wherein the second segment and the
co-located second segment define a second segment motion
vector, and to generate a motion-compensated predicted
video coding block on the basis of the co-located first
segment and the co-located second segment and the first
segment motion vector and the second segment motion
vector, wherein the predicted video coding block comprises
a predicted first segment and a predicted second segment; a
motion-dependent filtering unit configured to determine a
divergence measure on the basis of the first segment motion
vector and the second segment motion vector and to apply
depending on the divergence measure a first filter or a
second filter to the predicted video coding block; and an
encoding unit configured to generate an encoded video
coding block on the basis of the filtered predicted video
coding block.

Thus, an encoding apparatus 1s provided, which 1s based
on segmentation-based partitioning for inter prediction of a
video coding block and which provides an improved han-
dling of occlusions and disocclusions. In particular, the
encoding apparatus allows depending on a divergence mea-
sure, which indicates the divergence or the convergence of
the first and second segment motion vectors, to apply
different filters to the segments. Applying different motion-
dependent filters to the segments has the advantage of
allowing an improved handling of occlusions and disocclu-
sions during the inter prediction process and, therefore,
improves the coding efliciency of the encoding apparatus.

In a first possible implementation form of the encoding
apparatus according to the third aspect as such, the motion-
dependent filtering unit 1s configured to apply the first filter
to a boundary between the predicted first segment and the
predicted second segment of the predicted video coding
block, 1n case the divergence measure indicates that the first
segment motion vector and the second segment motion
vector are diverging, wherein the first filter comprises a
directional smoothing filter for smoothing across the bound-
ary between the predicted first segment and the predicted
second segment.

By providing a first filter in the form of a smoothing filter
the effects of a disocclusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a second possible implementation form of the encoding
apparatus according to the first implementation form of the
third aspect, the motion-dependent filtering unit 1s config-
ured to adjust a filter property of the first filter on the basis
of the divergence measure, or on the basis of the first
segment motion vector and the second segment motion
vector, or on the basis of a difference between pixel values
of pixels located at the boundary between the predicted first
segment and the predicted second segment, wherein the
filter property of the first filter comprises a first filter strength
or a first filter size of the first filter.

Thus, properties of the first filter, such as a first filter
strength, can be adapted to the strength of the divergence of
the segment motion vectors and 1n this way, first filters with
different strengths or sizes can be adapted to different
environments in which embodiments of the present disclo-
sure are applied, and the flexibility of selecting the first filter
can be achieved, thereby, the coding efliciency can be
improved.

In a third possible implementation form of the encoding
apparatus according to the third aspect as such or the first or
the second implementation form thereotf, the motion-depen-
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dent filtering unit 1s configured to determine whether the
predicted first segment or the predicted second segment 1s a
background segment or to determine whether the predicted
first segment or the predicted second segment 1s a fore-
ground segment.

In a fourth possible implementation form of the encoding
apparatus according to the third implementation form of the
third aspect, the motion-dependent filtering umt 1s further
configured to apply the second filter to the predicted video
coding block, in case the divergence measure 1indicates that
the first segment motion vector and the second segment
motion vector are converging, wherein the second filter
comprises a feathering filter for feathering in the direction of
the background segment or 1n the opposite direction of the
foreground segment.

By providing a second filter in the form of a feathering
filter the effects of an occlusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a fifth possible implementation form of the encoding
apparatus according to the third or fourth implementation
form of the third aspect, the motion-dependent filtering unit
1s configured to adjust a filter property of the second filter on
the basis of the divergence measure, wherein the filter
property of the second filter comprises a second filter
strength or a second filter size of the second filter.

Thus, properties of the second filter, such as a second filter
strength, can be adapted to the strength of the convergence
of the segment motion vectors and in this way, second filters
with different strengths or sizes can be adapted to diflerent
environments 1n which embodiments of the present disclo-
sure are applied, and the flexibility of selecting the second
filter can be achieved, thereby, the coding efliciency can be
improved.

In a sixth possible implementation form of the encoding
apparatus according to the third aspect as such or any one of
the first to fifth implementation form thereof, the encoding
unit 1s further configured to encode nformation in an
encoded video signal about whether the predicted first
segment or the predicted second segment 1s the background
segment, or encode information 1 an encoded video signal
about whether the predicted first segment or the predicted
second segment 1s the foreground segment.

In a seventh possible implementation form of the encod-
ing apparatus according to the third aspect as such or any
one of the first to sixth implementation form thereot, the first
segment motion vector and the second segment motion
vector define a vector field and wherein the motion-depen-
dent filtering unit 1s configured to determine the divergence
measure on the basis of the first segment motion vector and
the second segment motion vector as the divergence of the
vector field, and wherein the divergence of the vector field
being smaller than a first threshold value indicates that the
first segment motion vector and the second segment motion
vector are converging and wherein the divergence of the
vector field being larger than the first threshold value indi-
cates that the first segment motion vector and the second
segment motion vector are diverging. In an implementation
form, the threshold value 1s zero.

The divergence of the motion vector field defined by the
first and second segment motion vectors provides an etli-
cient divergence measure of the first and second segment
motion vectors. In an implementation form, a discretized
version of the divergence operator based on finite differences
can be used to determine the divergence of the motion vector
field defined by the first and second segment motion vectors
in an eflicient manner.
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In an eighth possible implementation form of the encod-
ing apparatus according to the third aspect as such or any
one of the first to seventh implementation form thereol, the
inter prediction unit further comprises a segmentation
refinement unit configured to shift a boundary between the
predicted first segment and the predicted second segment on
the basis of a boundary shift vector associated with the
boundary, wherein the motion-dependent filtering unit 1s
configured to apply depending on the divergence measure
the first filter or the second filter to the shifted boundary
between the predicted first segment and the predicted second
segment.

Prediction artifacts can be mitigated by shifting the
boundary between the first segment and the second segment
and the prediction error can be reduced, therefore, the
coding efliciency can be improved.

In a ninth possible implementation form of the encoding
apparatus according to the eighth implementation form of
the third aspect, the segmentation refinement unit 1s config-
ured to determine the boundary shift vector on the basis of
a distortion measure between the video coding block and the
predicted video coding block.

In a tenth possible implementation form of the encoding
apparatus according to the eighth or ninth implementation
form of the third aspect, the segmentation refinement unit 1s
configured to determine the boundary shift vector from a set
ol candidate boundary shift vectors, wherein the candidate
boundary shift vectors are smaller than or equal to a differ-
ence vector between the first segment motion vector and the
second segment motion vector.

This implementation form has the advantage of optimiz-
ing the choice of the boundary shift vector and, therefore, of
optimizing the coding efliciency of the encoding apparatus.

According to a fourth aspect the disclosure relates to a
corresponding method for encoding a video coding block of
a current frame of a video signal, wherein the video signal
comprises a plurality of frames and each frame 1s dividable
into a plurality of video coding blocks. The encoding
method comprises the following steps: partitioning the video
coding block mto two or more segments including a first
segment and a second segment; determining a co-located
first segment 1n a first reference frame of the video signal
and a co-located second segment in a second reference
frame of the video signal, wherein the first segment and the
co-located first segment define a first segment motion vector
and wherein the second segment and the co-located second
segment define a second segment motion vector; generating,
a motion-compensated predicted video coding block on the
basis of the co-located first segment and the co-located
second segment and the first segment motion vector and the
second segment motion vector, wherein the predicted video
coding block comprises a predicted first segment and a
predicted second segment; determiming a divergence mea-
sure on the basis of the first segment motion vector and the
second segment motion vector; applying depending on the
divergence measure a first filter or a second filter to the
predicted video coding block; and generating an encoded
video coding block on the basis of the filtered predicted
video coding block.

Thus, an encoding method 1s provided, which 1s based on
segmentation-based partitioning for inter prediction of a
video coding block and which provides an improved han-
dling of occlusions and disocclusions. In particular, the
encoding method allows depending on a divergence mea-
sure, which indicates the divergence or the convergence of
the first and second segment motion vectors, to apply
different filters to the segments.
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Applying different motion-dependent filters to the seg-
ments has the advantage of allowing an improved handling
of occlusions and disocclusions during the inter prediction
process and, therefore, improves the coding efliciency of the
encoding method.

In a first possible implementation form of the encoding
method according to the fourth aspect as such, the step of
applying depending on the divergence measure a first filter
or a second filter to the predicted video coding block

comprises applying the first filter to a boundary between the
predicted first segment and the predicted second segment of
the predicted video coding block, 1in case the divergence
measure indicates that the first segment motion vector and
the second segment motion vector are diverging, wherein the
first filter comprises a directional smoothing filter for
smoothing across the boundary between the predicted first
segment and the predicted second segment.

By providing a first filter in the form of a smoothing filter
the negative eflects of a disocclusion can be mitigated and
the prediction error can be reduced, which, 1n turn, improves
the coding efliciency.

In a second possible implementation form of the encoding
method according to the first implementation form of the
fourth aspect, the encoding method comprises the further
step of adjusting a filter property of the first filter on the basis
of the divergence measure, or on the basis of the first
segment motion vector and the second segment motion
vector, or on the basis of a difference between pixel values
of pixels located at the boundary between the predicted first
segment and the predicted second segment, wherein the
filter property of the first filter comprises a first filter strength
or a first filter size of the first filter.

Thus, properties of the first filter, such as a first filter
strength or size, can be adapted to the strength of the
divergence, 1.e. the strength of a disocclusion, and 1n this
way the size and/or strength of the first filter can be adapted
to different video coding scenarios, thereby improving the
coding efliciency.

In a third possible implementation form of the encoding
method according to the fourth aspect as such or the first or
the second implementation form thereof, the encoding
method comprises the further step of determining whether
the predicted first segment or the predicted second segment
1s a background segment or the further step of determining
whether the predicted first segment or the predicted second
segment 1s a foreground segment.

In a fourth possible implementation form of the encoding
method according to the third implementation form of the
fourth aspect, the step of applying depending on the diver-
gence measure a first filter or a second filter to the predicted
video coding block comprises applying the second filter to
the predicted video coding block, in case the divergence
measure indicates that the first segment motion vector and
the second segment motion vector are converging, wherein
the second filter comprises a feathering filter for feathering
in the direction of the background segment or 1n the opposite
direction of the foreground segment.

By providing a second filter in the form of a feathering
filter the effects of an occlusion can be mitigated and the
prediction error can be reduced, therefore, the coding efli-
ciency can be improved.

In a fifth possible implementation form of the encoding
method according to the third or fourth implementation form
of the fourth aspect, the encoding method comprises the
turther step of adjusting a filter property of the second filter
on the basis of the divergence measure, wherein the filter
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property ol the second filter comprises a second filter
strength or a second filter size of the second filter.

Thus, properties of the second filter, such as a second filter
strength or size, can be adapted to the strength of the
divergence, 1.e. the strength of an occlusion, and 1n this way
the si1ze and/or strength of the second filter can be adapted
to different video coding scenarios, thereby improving the
coding efliciency.

In a sixth possible implementation form of the encoding
method according to the fourth aspect as such or any one of
the first to fifth implementation form thereof, the encoding
method comprises the further step of encoding information
in an encoded video signal about whether the predicted first
segment or the predicted second segment 1s the background
segment, or the further step of encoding information in an
encoded video signal about whether the predicted first
segment or the predicted second segment 1s the foreground
segment.

In a seventh possible implementation form of the encod-
ing method according to the fourth aspect as such or any one
of the first to sixth implementation form thereof, the first
segment motion vector and the second segment motion
vector define a vector field and the step of determining a
divergence measure on the basis of the first segment motion
vector and the second segment motion vector comprises the
step of determining the divergence measure on the basis of
the first segment motion vector and the second segment
motion vector as the divergence of the vector field, wherein
the divergence of the vector field being smaller than a first
threshold value indicates that the first segment motion vector
and the second segment motion vector are converging and
wherein the divergence of the vector field being larger than
the first threshold value indicates that the first segment
motion vector and the second segment motion vector are
diverging. In an implementation form, the threshold value 1s
Zero.

The divergence of the motion vector field defined by the
first and second segment motion vectors provides an eili-
cient divergence measure of the first and second segment
motion vectors. In an implementation form, a discretized
version of the divergence operator based on finite differences
can be used to determine the divergence of the motion vector
field defined by the first and second segment motion vectors
in an eflicient manner.

In an eighth possible implementation form of the encod-
ing method according to the fourth aspect as such or any one
of the first to seventh implementation form thereot, the
encoding method comprises the further step of shifting a
boundary between the predicted first segment and the pre-
dicted second segment on the basis of a boundary shiit
vector associated with the boundary, wherein the step of
applying depending on the divergence measure a first filter
or a second filter to the predicted video coding block
comprises applying depending on the divergence measure
the first filter or the second filter to the shifted boundary
between the predicted first segment and the predicted second
segment.

Prediction artifacts can be mitigated by shifting the
boundary between the first segment and the second segment
and the prediction error can be reduced, therefore, the
coding efliciency can be improved.

In a ninth possible implementation form of the encoding
method according to the eighth implementation form of the
fourth aspect, the step of shifting a boundary between the
predicted first segment and the predicted second segment on
the basis of a boundary shift vector associated with the
boundary comprises the step of determining the boundary
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shift vector on the basis of a distortion measure between the
video coding block and the predicted video coding block.

In a tenth possible implementation form of the encoding
method according to the eighth or ninth implementation
form of the fourth aspect, the step of shifting a boundary
between the predicted first segment and the predicted second
segment on the basis of a boundary shiit vector associated
with the boundary comprises the step of determining the
boundary shift vector from a set of candidate boundary shift
vectors, wherein the candidate boundary shift vectors are
smaller than or equal to a difference vector between the first
segment motion vector and the second segment motion
vector.

This implementation form has the advantage of optimiz-
ing the choice of the boundary shift vector and, therefore, of
optimizing the coding efliciency of the encoding method.

According to a fifth aspect the disclosure relates to a
computer program comprising program code for performing
the decoding method according to the second aspect or the
encoding method according to the fourth aspect when
executed on a computer.

Embodiments of the disclosure can be implemented in
hardware and/or software.

BRIEF DESCRIPTION OF THE DRAWINGS

Further embodiments of the disclosure will be described
with respect to the following figures, wherein:

FIG. 1A shows a schematic diagram illustrating an appa-
ratus for encoding a video signal according to an embodi-
ment;

FIG. 1B shows a schematic diagram illustrating a more
detailed view of specific components of the encoding appa-
ratus of FIG. 1a;

FIG. 2A shows a schematic diagram illustrating an appa-
ratus for decoding a video signal according to an embodi-
ment;

FIG. 2B shows a schematic diagram 1llustrating a more
detailed view of specific components of the decoding appa-
ratus of FIG. 2a;

FIG. 3 shows a schematic diagram illustrating a method
for encoding a video signal according to an embodiment;

FIG. 4 shows a schematic diagram 1llustrating a method
for decoding a video signal according to an embodiment;

FIG. 5 shows a schematic diagram illustrating different
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment;

FIG. 6 shows a schematic diagram 1llustrating diflerent
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment;

FIG. 7 shows a schematic diagram 1llustrating different
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment;

FIG. 8 shows a schematic diagram 1llustrating diflerent
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment;

FIG. 9 shows a schematic diagram 1llustrating different
aspects implemented 1n an encoding app

FIG. 10 shows a schematic diagram 1llustrating diflerent
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment; and

FIG. 11 shows a schematic diagram 1illustrating diflerent
aspects implemented 1n an encoding apparatus and a decod-
ing apparatus according to an embodiment.
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In the various figures, identical reference signs will be
used for identical or at least functionally equivalent features.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

In the following description, reference is made to the
accompanying drawings, which form part of the disclosure,
and 1 which are shown, by way of illustration, specific
aspects 1n which embodiments of the present disclosure may
be placed. It 1s understood that other aspects may be utilized
and structural or logical changes may be made without
departing from the scope of the present disclosure. The
following detailed description, therefore, 1s not to be taken
in a limiting sense, as the scope of the present disclosure 1s
defined be the appended claims.

For 1nstance, 1t 1s understood that a disclosure 1n connec-
tion with a described method may also hold true for a
corresponding device or system configured to perform the
method and vice versa. For example, if a specific method
step 1s described, a corresponding device may include a unit
to perform the described method step, even 11 such unit is not
explicitly described or 1llustrated 1n the figures. Further, it 1s
understood that the features of the various exemplary
aspects described herein may be combined with each other,
unless noted otherwise.

FIG. 1A shows a schematic diagram 1llustrating an appa-
ratus 100 for encoding a video coding block of a video signal
according to an embodiment. The encoding apparatus 100 1s
configured to encode a video coding block of a video signal
comprising a plurality of frames (also referred to as pictures
or 1images herein), wherein each frame 1s dividable nto a
plurality of video coding blocks and each video coding
block comprises a plurality of pixels. In an embodiment, the
video coding blocks could be macro blocks, coding tree
units, coding units, prediction units and/or prediction blocks.

In the embodiment shown 1 FIG. 1A, the encoding
apparatus 100 1s implemented 1n the form of a hybrid video
coding encoder. In hybrid video coding, an input frame 1s
normally divided into blocks for further processing. The
block partitioning 1s conveyed to the decoder, such as the
decoding apparatus 200 shown 1n FIGS. 2A and 2B. Usually,
the first frame of an 1put video sequence 1s an 1ntra frame,
which 1s encoded using only intra prediction. To this end, the
embodiment of the encoding apparatus 100 shown in FIG. 1
comprises an intra prediction umt 113 for intra prediction.
An 1ntra frame can be decoded without mnformation from
other frames. The video coding blocks of subsequent frames
tollowing the first intra frame can be coded using inter or
intra prediction.

In the embodiment shown 1n FIG. 1, the encoding appa-
ratus 100 further comprises a segmentation based partition-
ing unit 121 configured to partition the video coding block
into two or more segments including a first segment and a
second segment.

In a segmentation based partitioning scheme, the segmen-
tation 1s obtained through segmentation of reference pictures
or frames, which are available at both the encoding side and
the decoding side. In order to locate a segmentation match-
ing a currently processed block (which 1s to be encoded or
decoded) 1n the segmented reference picture, an additional
motion vector, called the boundary motion vector MV ; can
be used. The boundary motion vector MV can be determined
by the encoding apparatus 100 by searching for a segmen-
tation 1n the segmented reference picture, which most
closely resembles the segmentation of the currently pro-
cessed block. As the MV ; can be transmitted to the decoding
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apparatus 200, an additional cost factor limiting the size of
MV, 1s used. This process 1s exemplified 1n FIG. 5, where
it can be seen that the segmented reference block closely
resembles the segmented current video coding block.

Furthermore, the encoding apparatus 100 comprises an
inter prediction unit 115. A more detailed view of the inter
prediction unit 115 and 1ts environment according to an
embodiment 1s shown i FIG. 1B. Generally, the inter
prediction unit 115 can be configured to perform motion
estimation, motion compensation for choosing motion data
including a selected reference picture, motion vector, mode
decision and other information. In the embodiment shown 1n
FIGS. 1A and 1B, the signals mnput to the inter prediction
unit 115 include the mnput frame Sk and the decoded frame
S'""k—1 as output by a frame bufler 119. FIG. 1A shows an
embodiment, in which the decoded frame S"k-1 1s first
provided from the frame bufler 119 to the segmentation
based partitioming unit 121 and from the segmentation based
partitioning unit 121 to the inter prediction unit 115. Clearly,
this 1s only a possible configuration and 1n other embodi-
ments the decoded frame S™k—1 may also be provided from
the frame bufler 119 directly to the inter prediction unit 115.
In such an embodiment, a direct connection between the
frame bufler 119 and the 1nter prediction unit 115 would be
provided.

Further, the inter prediction unit 115 1s configured to
determine a co-located first segment in a first reference
frame of the video signal and a co-located second segment
in a second reference frame of the video signal, wherein the
first segment and the co-located first segment define a first
segment motion vector MV o, and wherein the second seg-
ment and the co-located second segment define a second
segment motion vector MV ,. In an embodiment, the first
reference frame and the second reference frame can be the
same reference frame. In an embodiment, these functions of
the inter prediction unit 115 can be provided by a segment
motion estimation unit 115¢a, a segmentation refinement unit
1156 and a segment motion compensation unit 115¢ which
will be described 1n more detail further below.

Moreover, the inter prediction unit 1135 1s further config-
ured to generate a predicted video coding block on the basis
of the co-located first segment and the co-located second
segment, wherein the predicted video coding block com-
prises a predicted first segment and a predicted second
segment.

For more details about segmentation based partitioning
and generating a predicted video coding block comprising a
predicted first segment and a predicted second segment on
the basis of a co-located first segment and a co-located
second segment reference 1s made to WO2008/150113A1,
which 1s herein fully incorporated by reference.

As can be taken from FIGS. 1A and 1B, the encoding
apparatus 100 further comprises a motion-dependent filter-
ing unit 116, which 1s located downstream of the inter
prediction umt 115. The motion-dependent filtering unit 116
1s configured to determine a divergence measure on the basis
of the first segment motion vector MV o, and the second
segment motion vector MV ¢, and to apply depending on the
divergence measure a first filter or a second filter to the
predicted video coding block. Further embodiments of the
motion-dependent filtering unit 116 will be described in
more detail further below.

Further, the encoding apparatus 100 comprises an encod-
ing unit, which in the embodiment shown i FIG. 1A 1s
provided by an encoding unit 103 and/or an entropy coding,
unit 105 and which 1s configured to generate an encoded
video coding block on the basis of the filtered predicted
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video coding block. Further, in the embodiment shown in
FIG. 1A the prediction error of the intra/inter picture pre-
diction, which 1s the difference between the original block
and 1ts prediction, 1s encoded by the encoding unit 103
including such processes as transform, transform skip, scal-
ing, quantization or others. The output of the encoding unit
103 as well as the coding or side information provided by the
intra prediction unit 113, the inter prediction unit 115 and a
deblocking filter/sample adaptive ofiset (SAQO)/adaptive
loop filtering (ALF) unit 117 are further encoded by the
entropy coding umt 105.

A hybnid video encoder usually duplicates the decoder
processing such that both will generate the same predictions.
Thus, 1n the embodiment shown 1n FIG. 1A a decoding unit
107 performs the inverse operations of the encoding unit 103
and duplicates the decoded approximation of the prediction
error/residual data. The decoded prediction error/residual
data 1s then added to the results of prediction. A reconstruc-
tion unit 109 obtains the results of adding the prediction and
the residuals. Then, the output of the reconstruction unit 109
might be further processed by one or more filters, summa-
rized by the deblocking filter/SAO/ALF unit 117 shown in
FIG. 1A, to smooth the coding artifacts. The final picture 1s
stored 1n the frame buffer 119 and can be used for the
prediction of subsequent frames. As already described
above, the segmentation based partitioning unit 121 can
perform all possible steps of object boundary based partition
including possible pre- and post-processing. The segmenta-
tion based partitioning unit 121 can adaptively generate a
segmentation for the current block on the basis of one or
more reference frames. Segmentation related parameters can
be encoded and transmitted as a part of coding or side
information to the decoding apparatus 200 shown 1in FIGS.
2A and 2B.

FIGS. 1A and 2B show respective schematic diagram
illustrating an apparatus for 200 decoding a video signal
according to an embodiment as well as some details thereof.
The decoding apparatus 200 1s configured to decode a video
coding block of a current frame of an encoded video signal,
wherein the encoded video signal, which 1n the embodiment
shown 1 FIG. 2A 1s provided in form of a bitstream,
comprises coding or side information and a plurality of
frames and wherein each frame 1s divided 1nto a plurality of
video coding blocks.

In the embodiment shown 1 FIG. 2A, the decoding
apparatus 200 1s implemented as a hybrid decoder. An
entropy decoding unit 203 performs entropy decoding of the
encoded bitstream, which generally can comprise prediction
errors (1.e. residual video coding blocks), motion data and
other side information, which are needed, 1n particular, for
an intra prediction unit 213 and an inter prediction unit 215
as well as other components of the decoding apparatus 200,
such as a deblocking filter, SAO and ALF unit 217. Gener-
ally, the 1ntra prediction unit 213 and the 1nter prediction unit
215 of the decoding apparatus 200 shown in FIG. 2A
perform in the same way as the intra prediction unit 113 and
the inter prediction unit 115 of the encoding apparatus 100
shown 1n FIG. 1A (with the exception that motion estimation
1s not performed by the decoding apparatus 200) such that
identical predictions can be generated by the encoding
apparatus 100 and the decoding apparatus 200. Also 1n case
of the decoding apparatus 200, the signals 1nput to the inter
prediction unit 215 include the decoded frame S'"k-1 as
output by the frame bufller 219. The schematic block dia-
gram 1llustrated 1n FIG. 2A shows a configuration 1n which
the decoded frame 1s first input from the frame butler 219 to
a segmentation based partitioning unit 221, which will be




US 10,735,726 B2

17

described in more detail further below, and from the seg-
mentation based partitioning unit 221 to the inter prediction
unit 215. Clearly, this 1s a possible configuration and 1n other
embodiments the decoded frame may also be input from the
frame bufler 219 directly to the inter prediction unit 215. In
this case a direct connection between the frame builer 219
and the inter prediction umt 2135 would be provided.

The segmentation based partitioning umt 221 of the
decoding apparatus 200 1s configured to partition the video
coding block on the basis of the coding or side information
into two or more segments including a first segment and a
second segment, wherein the coding information comprises
a first segment motion vector MV o, associated with the first
segment ol the video coding block and a second segment
motion vector MV ¢, associated with the second segment of
the video coding block.

The inter prediction unit 215 of the decoding apparatus
200 1s configured to determine on the basis of the first
segment motion vector MV o, a co-located first segment 1n a
first reference frame and on the basis of the second segment
motion vector MV, a co-located second segment in a
second reference frame and to generate a predicted video
coding block on the basis of the co-located first segment and
the co-located second segment, wherein the predicted video
coding block comprises a predicted first segment and a
predicted second segment. As shown i FIG. 2B, 1in an
embodiment this function of the inter prediction unit 215 or
a part thereof can be implemented 1n a segment motion
compensation unit 215¢. Further embodiments of the seg-
ment motion compensation unit 215¢ will be described in
more detail further below.

A motion-dependent filtering unit 216 of the decoding
apparatus 200 1s configured to determine a divergence
measure on the basis of the first segment motion vector
MV ., and the second segment motion vector MV ., and to
apply depending on the divergence measure a first filter or
a second filter to the predicted video coding block. Further
embodiments of the motion-dependent filtering unit 216 will
be described 1n more detail further below.

A reconstruction umt 209 of the decoding apparatus 200
1s configured to reconstruct the video coding block on the
basis of the filtered predicted video coding block and the
residual video coding block.

Thus, a decoding apparatus 1s provided, which 1s based on
segmentation-based partitioning for inter prediction of a
video coding block and which provides an improved han-
dling of occlusions and disocclusions. In particular, the
decoding apparatus allows depending on a divergence mea-
sure, which indicates the divergence or the convergence of
the first and second segment motion vectors, to apply
different filters to the segments.

FIG. 3 shows a schematic diagram 1llustrating a method
300 for encoding a video coding block of a current frame of
a video signal, wherein the video signal comprises a plural-
ity of frames and wherein each frame 1s dividable mto a
plurality of video coding blocks.

The encoding method 300 comprises the steps of: parti-
tioming 301 the wvideo coding block mto two or more
segments mncluding a first segment and a second segment;
determining 303 a co-located first segment 1n a first refer-
ence frame of the video signal and a co-located second
segment 1n a second reference frame of the video signal,
wherein the first segment and the co-located first segment
define a first segment motion vector and wherein the second
segment and the co-located second segment define a second
segment motion vector; generating 303 a predicted video
coding block on the basis of the co-located first segment and
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the co-located second segment, wherein the predicted video
coding block comprises a predicted first segment and a
predicted second segment; determining 307 a divergence
measure on the basis of the first segment motion vector and
the second segment motion vector; applying 309 depending
on the divergence measure a first filter or a second filter to
the predicted video coding block; and generating 311 an
encoded video coding block on the basis of the filtered
predicted video coding block.

FIG. 4 shows a schematic diagram illustrating an embodi-
ment of a method 400 of decoding a video coding block of
a current frame of an encoded video signal, wherein the
encoded video signal comprises coding information and a
plurality of frames and wherein each frame being divided
into a plurality of video coding blocks.

The decoding method 400 comprises the steps of: pro-
viding 401 a residual video coding block by decoding the
video coding block; partitioming 403 the video coding block
on the basis of the coding information into two or more
segments mcluding a first segment and a second segment,
wherein the coding mformation comprises a first segment
motion vector associated with the first segment of the video
coding block and a second segment motion vector associated
with the second segment of the video coding block; deter-
mining 405 on the basis of the first segment motion vector
a co-located first segment 1n a first reference frame and on
the basis of the second segment motion vector a co-located
second segment in a second reference frame; generating 407
a predicted video coding block on the basis of the co-located
first segment and the co-located second segment, wherein
the predicted video coding block comprises a predicted first
segment and a predicted second segment; determining 409 a
divergence measure on the basis of the first segment motion
vector and the second segment motion vector; applying 411
depending on the divergence measure a first filter or a
second filter to the predicted video coding block; and
reconstructing 413 the video coding block on the basis of the
filtered predicted video coding block and the residual video
coding block.

In the following, further embodiments of the disclosure
will be described 1n more detail. It 1s to be understood that,
unless explicitly stated to the contrary, the further embodi-
ments can be mmplemented 1n any one of the encoding
apparatus 100, the decoding apparatus 200, the encoding
method 300 and the decoding method 400.

In an embodiment, the segment motion estimation unit
1154 of the inter prediction unit 115 of the encoding appa-
ratus 100 1s configured to perform a two-step process.

In a first step, the segment motion estimation unit 1135a of
the inter prediction unit 115 1s configured to perform a
segmentation mask matching for the current video coding
block, where the best segmentation from a reference frame
1s chosen according to a cost criterion JB being minimized.
In an embodiment, the cost criterion J, can be based on the
following equation:

Jp=hDe pthoRymp,

wherein D¢, denotes the distortion measured by sum-
of-absolute-differences between the segmentation of the
current block and the segmentation of the reference block,
R, . denotes a rate estimate for the boundary motion vector
and A, A, denotes quality dependent Lagrangian multipliers.
The boundary motion vector and its associated information
can be signaled to the decoding apparatus 200.

In a second step, the segment motion estimation unit 1154
1s configured to compute on the basis of previously esti-
mated complementary segmentation masks MO, M1 &(0,1),
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the motion vectors for segments SO and S1 by segment-wise
motion estimation between the current block C and a refer-

ence block R, where

Diap = > 1CG, j) = RG. PIMi G, j)
y

denotes the segment distortion estimated by the sum-oi-
absolute-diflerences (SAD). Block-wise calculation of dii-
ferences and multiplication by a segmentation mask 1s a
possible implementation of pixel-exact motion estimation.
Thus, segment motion vectors can be chosen separately at
this point. e.g. mimimizing the residual of each segment
according to the minimum of the following cost function:

k_ i k
S =D p MRy

Once the segment motion vectors have been determined,
additional estimation steps may be performed, such as
quarter-pixel refinement, testing of bi-prediction, advanced
motion vector prediction and testing of motion vector merg-
ing. Further details about these further processing steps can
be found 1n other approaches.

After the segment motion estimation performed by the
segment motion estimation unit 115a of the inter prediction
unit 115, the motion compensated prediction signal gener-
ated from both segments might reveal visible errors, for
instance, 1n the case of a disocclusion, as illustrated 1n FIG.
6. By motion-compensating the background segment S,
parts of the foreground object from the reference picture
may be copied into the prediction signal, which would result
in a strong residual in this area. To address this 1ssue the inter
prediction unit 115 of the encoding apparatus 100 can
turther comprise the segmentation refinement unit 11556
shown 1 FIG. 1B. The purpose of the segmentation refine-
ment unit 1155 1s to optimize the segmentation mask such
that the overall residual block energy measured by D¢ -, 18
mimmized. This can be achieved by artificially shifting the
segmentation mask and thereby the boundary between the
predicted first segment and the predicted second segment in
the horizontal and vertical direction on the basis of an
optimized boundary shift vector. Thus, 1n an embodiment
the segmentation refinement unit 1155 1s configured to shift
the boundary between the predicted first segment and the
predicted second segment on the basis of such an optimized
boundary shift vector. The motion-dependent filtering unait
116 1s configured to apply the first filter or the second filter
to the shifted boundary between the predicted first segment
and the predicted second segment.

It must be noted, that the true object boundaries and the
segmentation mask boundaries do not necessarily need to
coincide anymore after this optimization step. Instead of the
SAD, the sum-of-absolute-transtorm-difference (SATD)
measure may be used, where H denotes a matrix of Had-
amard-transform basis functions:

R=H*(C-P_)*H' and

DSATDZEI'J R{i.7)].

Here, P_ denotes the modified prediction signal generated
by shifting or oflsetting the complementary masks in the
honizontal and vertical directions.

P, =Ri+ky, j+io ) My(i+kg j+ipg)+R(i+k  j+{ )M,
(i+kp,j+ip)

MV, =(k 1), n={0,1} are the segment motion vectors

which remain fixed and (k;, 15) 1s the shifted boundary
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motion vector, 1.e. the “real” boundary motion vector plus
the optimized boundary shift vector. Thus, 1n an embodi-
ment the segmentation refinement unit 1155 can be config-
ured to determine the optimized boundary shift vector and,
thus, an optimized boundary motion vector on the basis of
a distortion measure between the video coding block and the
predicted video coding block.

The optimization of the boundary shiit vector can be
performed within a search range that can be inferred from
the segment motion vector difference MV .

where the magnitude of the motion vector difference gives
an approximation of the size of, for istance, a disoccluded
region. Thus, 1n an embodiment the segmentation refinement
umt 11556 1s configured to determine the boundary shift
vector from a set of candidate boundary shift vectors,
wherein the candidate boundary shift vectors are smaller
than or equal to a difference vector MV ,, between the first
segment motion vector MV, and the second segment
motion vector MV .

The optimized boundary shift vector which minimizes the
overall distortion D¢ ., 1s finally chosen. Thus the opti-
mized boundary motion vector. 1.e. the “real” boundary
motion vector plus the optimized boundary shift vector
which minimizes the overall distortion D, 1s finally
chosen.

FIG. 7 shows an example illustrating the advantageous
ellect provided by the segmentation refinement unit 1155 1n
that FIG. 7 shows the refined prediction signal generated by
optimizing the boundary motion vector MV after motion
compensation. By optimizing the boundary motion vector,
the disocclusion error has been visibly reduced. Background
pixels, which have been included by the segmentation mask
of foreground object S, are copied into the newly uncovered
area.

As already described above, the filtering process imple-
mented 1n the motion-dependent filtering units 116, 216 1s
motion dependent and performed during and after the
motion compensation process implemented i the segment
motion compensation units 115¢, 215¢ at the encoder and
decoder side in order to further improve the prediction signal
by determining a divergence measure on the basis of the first
segment motion vector MV, and the second segment
motion vector MV ¢, and applying depending on the diver-
gence measure a first filter or a second filter to the predicted
video coding block.

In an embodiment, the motion-dependent filtering unit
116, 216 1s configured to apply the first filter to a boundary
between the predicted first segment and the predicted second
segment of the predicted video coding block, 1n case the
divergence measure indicates that the first segment motion
vector MV ., and the second segment motion vector MV .,
are diverging, wherein the first filter comprises a directional
smoothing filter for smoothing across the boundary between
the predicted first segment and the predicted second seg-
ment.

In an embodiment, the motion-dependent filtering unit
116, 216 1s further configured to apply the second filter to the
predicted video coding block, 1n case the divergence mea-
sure 1indicates that the first segment motion vector MV ., and
the second segment motion vector MV, are converging,
wherein the second filter comprises a feathering filter for
teathering 1n the direction of a background segment or 1n the
opposite direction of a foreground segment. In addition, the
motion-dependent filtering unit 116, 216 can be configured
to determine whether the predicted first segment or the
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predicted second segment 1s a background segment or to
determine whether the predicted first segment or the pre-
dicted second segment 1s a foreground segment.

In an embodiment, the first segment motion vector MV
and the second segment motion vector MV ., form a vector
field F and the motion-dependent filtering unit 116 1s con-
figured to determine the divergence measure on the basis of
the first segment motion vector MV ., and the second seg-
ment motion vector MV, as the divergence of the vector
field F, wherein the divergence of the vector field F being
smaller than a first threshold indicates that the first segment
motion vector MV ., and the second segment motion vector
MV ., are converging and wherein the divergence of the
vector field F being larger than the first threshold indicates
that the first segment motion vector MV o, and the second
segment motion vector MV ., are diverging. In an embodi-
ment, the first threshold can be zero or other value or range
which can be set according to different environments in
which embodiments of the present disclosure 1s applied.

Thus 1n an embodiment, the filtering decision 1s miterred
from the divergence of the vector field FE{MV ,, MV, }
according to the following criterion:

V-F<Q—occlusion, feathering (1.e. the first segment
motion vector and the second segment motion vector are
converging. )

V-F>0—disocclusion, directional smoothing filtering (1.¢.
the first segment motion vector and the second segment
motion vector are diverging.)

The vector divergence operator may be approximated by
a suitable discrete realization such as finite differences. As
two segment motion vectors per block are considered, in an
embodiment an approximation of the vector divergence F .,
(also referred to as the divergence of the vector field F) can
be obtained from:

FpiMVgo,MVe F(MVgo ,~MVg) J+HMVgo,—
MV ,).

Thus, no mformation controlling the type of filtering
needs to be transmitted. In particular, the divergence of the
vector field F may be a measure of how much the first and
second segment motion vector are converging or diverging.
Furthermore, the difference vector may be just the first
segment motion vector minus the second segment motion
vector.

For applying the feathering filter, which can also be
regarded as a kind of weighted prediction, in case of an
occlusion the binary segmentation mask taken from the
reference picture can be converted to a multilevel represen-
tation. The steep boundary separating the foreground seg-
ment and the background segment can be smoothed over a
certain distance, where values between 0 and 1 indicate the
weilghting factor of pixel values between the two segments.
By means of this operation parts of the foreground segment
can be blended into the background segment. This 1s exem-
plified 1n FIG. 8. The addition of the two prediction masks
M, and M, should be a matrix of all-ones.

The amount of feathering applied in the direction of the
background object can be measured by the distance d as
indicated in FIG. 9. For strong movements, more feathering
may be applied by increasing the value of d. In an embodi-
ment, the value of d can be coupled to the vector divergence

FDfF'
In the following, a weighting-matrix based feathering
filter 1s specified as a possible embodiment, which can be

implemented using integer arithmetic:
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QWmm:

| Sh
Porlx,y)= {_(Rc,D'MD +R. - M) + 5) , Sp =

Sh

wherein R_, and R_, denote the motion compensated
segments, M, and M, denote the complementary weighting
masks containing integer weights m,_ , depending on the
distance d to the boundary as specified 1n FIG. 9. Thus, a
scaling factor s, can be provided to scale down the weighted
sum accordingly, providing the final prediction block P, »
For an eflicient implementation it 1s desirable to choose
base-2 scaling such that division operations can be replaced
by bit-shifting.

As already described above, in case of a disocclusion, the
boundary pixels between the predicted first segment and the
predicted second segment can be smoothed or low-pass
filtered. This low-pass filter can be implemented as a direc-
tional or symmetric filter. To this end, a symmetric window
centered at each boundary pixel can be defined, indicating
the current region of interest. The low-pass filter may be
directional and adapt to the orientation of the boundary
within the symmetric window or may possess a symmetric
kernel (e.g. a 2D-Gaussian) of specified size (e.g. 3x3, 5x5,
7X7, etc. pixels). In an embodiment, the size of the kernel
can be inferred from the magnitude of the vector divergence.
Additionally, the low-pass filter size and strength may be
adaptable to the pixel-amplitude difference present along the
boundary, where a stronger edge measured by A, indicates
that more smoothing 1s needed. This can be realized by
comparison against a preset threshold v, . 1.e.:

Ap=Ipo—pI>Y,,—>strong filtering

FIG. 10 exemplifies the operation of a directional smooth-
ing/low-pass filter according to an embodiment, where {il-
tering 1s performed along the normal of the boundary
between the predicted first segment and the predicted second
segment. By measuring the difference in pixel intensities at
positions p, and p,, the filter strength can be adapted.

In an embodiment, the feathering filtering 1s performed
into the direction of the background segment, which can be
signalled to the decoding apparatus 200 via an additional
flag. As the segmentation process may result 1in an arbitrary
assignment of the foreground object to S, or S, this ambi-
guity can be solved by indicating whether S, or S, 1s actually
the foreground. FIG. 11 shows an exemplary implementa-
tion, where this indicator flag 1101a 1s passed along the
inter-prediction related coding information or side informa-
tion, icluding block-related information such as the seg-
ment motion vectors and the segmentation information. The
indicator tlag 1101a can therefore be part of the block-
related information 1101 and can be signalled at the coding-
unit level.

Furthermore, signaling of the indicator flag 1101 a can be
implemented by making use of context-adaption, €.g. choos-
ing a context for a context-adaptive arithmetic encoder,
which adapts to the shape of segment based partitioning.

While a particular feature or aspect of the disclosure may
have been disclosed with respect to only one of several
implementations or embodiments, such feature or aspect
may be combined with one or more other features or aspects
of the other implementations or embodiments as may be
desired and advantageous for any given or particular appli-
cation. Furthermore, to the extent that the terms “include”,
“have”, “with”, or other variants thereof are used 1n either
the detailed description or the claims, such terms are
intended to be inclusive 1n a manner similar to the term
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“comprise”. Also, the terms “exemplary”, “for example™ and
“e.g.” are merely meant as an example, rather than the best
or optimal. The terms “coupled” and “connected”, along
with derivatives may have been used. It should be under-
stood that these terms may have been used to indicate that
two elements cooperate or interact with each other regard-
less whether they are 1n direct physical or electrical contact,
or they are not 1n direct contact with each other.

Although specific aspects have been illustrated and
described herein, it will be appreciated by those of ordinary
skill 1n the art that a varniety of alternate and/or equivalent
implementations may be substituted for the specific aspects
shown and described without departing from the scope of
the present disclosure. This application 1s intended to cover
any adaptations or variations of the specific aspects dis-
cussed herein.

Although the elements 1n the following claims are recited
in a particular sequence with corresponding labeling, unless
the claim recitations otherwise imply a particular sequence
for implementing some or all of those elements, those
clements are not necessarily intended to be limited to being
implemented 1n that particular sequence.

Many alternatives, modifications, and variations will be
apparent to those skilled 1n the art in light of the above
teachings. Of course, those skilled in the art readily recog-
nize that there are numerous applications of the disclosure
beyond those described herein. While embodiments of the
present disclosure have been described with reference to one
or more particular embodiments, those skilled in the art
recognize that many changes may be made thereto without
departing from the scope of the present disclosure. It 1s
therefore to be understood that within the scope of the
appended claims and their equivalents, the disclosure may
be practiced otherwise than as described herein.

The 1nvention claimed 1s:

1. A decoding apparatus for decoding a video coding
block of an encoded video signal comprising coding infor-
mation and a plurality of frames wherein the decoding
apparatus comprises:

a memory configured to store mstructions; and

a processor coupled to the memory, wherein the instruc-

tions cause the processor to be configured to:

decode the video coding block of a current frame of the
plurality of frames to provide a residual video coding
block, wherein each of the plurality of frames 1is
dividable 1nto a plurality of video coding blocks;

partition the video coding block on the basis of the
coding information into two or more segments
including a first segment and a second segment,
wherein the coding information comprises a {first
segment motion vector and a second segment motion
vector, wherein the first segment motion vector 1s
associated with the first segment and the second
segment motion vector 1s associated with the second
segment;

determine a co-located first segment 1n a first reference
frame on the basis of the first segment motion vector;

determine a co-located second segment 1n a second
reference frame on the basis of the second segment
motion vector;

generate a predicted video coding block on the basis of
the co-located first segment and the co-located sec-
ond segment, wherein the predicted video coding
block comprises a predicted first segment and a
predicted second segment;

determine a divergence measure on the basis of the first
segment motion vector and the second segment
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motion vector, wherein the divergence measure 1ndi-

cates either a divergence of the first segment motion

vector and the second segment motion vector or a

convergence of the first segment motion vector and

the second segment motion vector;
apply either a first filter to the predicted video coding
block or a second filter to the predicted video coding
block based on the divergence measure to obtain a
filtered predicted video coding block; and
reconstruct the video coding block on the basis of the
filtered predicted video coding block and the residual
video coding block.

2. The decoding apparatus of claim 1, wherein the pro-
cessor 1s configured to apply the first filter to a boundary
between the predicted first segment and the predicted second
segment when the divergence measure indicates the first
segment motion vector 1s diverging and the second segment
motion vector 1s diverging, wherein the first filter comprises
a directional smoothing filter configured to smooth across
the boundary between the predicted first segment and the
predicted second segment.

3. The decoding apparatus of claim 2, wherein the pro-
cessor 1s configured to:

adjust a filter property of the first filter on the basis of the

divergence measure;

adjust the filter property of the first filter on the basis of

the first segment motion vector and the second segment
motion vector; or

adjust the filter property of the first filter on the basis of

a difference between pixel values of pixels located at
the boundary between the predicted first segment and
the predicted second segment, wherein the filter prop-
erty of the first filter comprises a first filter strength or
a first filter size of the first filter.

4. The decoding apparatus of claim 1, wherein the pro-
cessor 1s further configured to determine whether the pre-
dicted first segment or the predicted second segment 1s a
background segment on the basis of the coding information,
wherein the coding imnformation further comprises informa-
tion indicating whether the predicted first segment or the
predicted second segment 1s a background segment or a
foreground segment.

5. The decoding apparatus of claim 4, wherein the pro-
cessor 1s configured to apply the second filter to the pre-
dicted video coding block when the divergence measure
indicates the first segment motion vector 1s converging and
the second segment motion vector 1s converging, wherein
the second filter comprises a feathering filter configured to
either feather in a direction of the background segment or
feather 1n an opposite direction to the foreground segment.

6. The decoding apparatus of claim 4, wherein the pro-
cessor 1s further configured to adjust a filter property of the
second filter on the basis of the divergence measure, wherein
the filter property of the second filter comprises either a
second filter strength of the second filter or a second filter
s1ze of the second filter.

7. The decoding apparatus of claam 1, wherein the first
segment motion vector and the second segment motion
vector form a vector field, wherein the processor 1s config-
ured to determine the divergence measure as the divergence
of the vector field, wherein the divergence of the vector field
being smaller than a first threshold indicates the first seg-
ment motion vector and the second segment motion vector
are converging, and wherein the divergence of the vector
field being larger than the first threshold indicates the first
segment motion vector and the second segment motion
vector are diverging.
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8. A method for decoding a video coding block of an
encoded video signal comprising coding information and a
plurality of frames, wherein the method comprises:
decoding the video coding block of a current frame of the
plurality of frames to provide a residual video coding
block, wherein each of the plurality of frames 1s divid-
able into a plurality of video coding blocks;

partitioming the video coding block on the basis of the
coding information mto two or more segments includ-
ing a first segment and a second segment, wherein the
coding mformation comprises a first segment motion
vector and a second segment motion vector, wherein
the first segment motion vector 1s associated with the
first segment and the second segment motion vector 1s
associated with the second segment;
determining a co-located first segment 1n a first reference
frame on the basis of the first segment motion vector;

determining a co-located second segment 1 a second
reference frame on the basis of the second segment
motion vector;

generating a predicted video coding block on the basis of

the co-located first segment and the co-located second
segment, wherein the predicted video coding block
comprises a predicted first segment and a predicted
second segment;

determining a divergence measure on the basis of the first

segment motion vector and the second segment motion
vector, wherein the divergence measure indicates either
a divergence of the first segment motion vector and the
second segment motion vector or a convergence of the
first segment motion vector and the second segment
motion vector;

applying either a first filter to the predicted video coding
block or a second filter to the predicted video coding
block based the divergence measure to obtain a filtered

predicted video coding block; and

reconstructing the video coding block on the basis of the

filtered predicted video coding block and the residual
video coding block.

9. The decoding method of claim 8, wherein the applying
comprises applying the first filter to a boundary between the
predicted first segment and the predicted second segment of
the predicted video coding block when the divergence
measure indicates the first segment motion vector 1s diverg-
ing and the second segment motion vector 1s diverging,
wherein the first filter comprises a directional smoothing
filter for smoothing across the boundary between the pre-
dicted first segment and the predicted second segment.

10. The decoding method of claim 8, wherein the decod-
ing comprises determining, on the basis of the coding
information, whether the predicted first segment 1s a back-
ground segment or whether the predicted second segment 1s
a background segment, wherein the coding information
turther comprises information indicating whether the pre-
dicted first segment 1s a background segment or a fore-
ground segment or indicating whether the predicted second
segment 1s a background segment or a foreground segment.

11. The decoding method of claim 10, wherein the apply-
ing comprises applying the second filter to the predicted
video coding block when the divergence measure indicates
the first segment motion vector 1s converging and the second
segment motion vector 1s converging, wherein the second
filter comprises a feathering filter for either feathering in a
direction of the background segment or feathering in an
opposite direction to the foreground segment.

5

10

15

20

25

30

35

40

45

50

55

60

65

26

12. An encoding apparatus for encoding a video coding
block of a video signal comprising a plurality of frames,
wherein the encoding apparatus comprises:

a memory configured to store instructions; and

a processor coupled to the memory, wherein the instruc-

tions cause the processor to be configured to:

partition the video coding block mnto two or more
segments including a first segment and a second
segment;

determine a co-located first segment 1n a first reference
frame of the video signal;

determine a co-located second segment 1n a second
reference frame of the video signal, wherein each of
the first segment and the co-located first segment
comprise a first segment motion vector, wherein each
of the second segment and the co-located second
segment comprise a second segment motion vector;

generate a predicted video coding block on the basis of
the co-located first segment and the co-located sec-
ond segment, wherein the predicted video coding
block comprises a predicted first segment and a
predicted second segment;

determine a divergence measure on the basis of the first
segment motion vector and the second segment
motion vector, wherein the divergence measure indi-
cates either a divergence of the first segment motion
vector and the second segment motion vector or a
convergence of the first segment motion vector and
the second segment motion vector;

apply etther a first filter to the predicted video coding
block or a second filter to the predicted video coding
block based on the divergence measure; and

generate an encoded video coding block on the basis of

the filtered predicted video coding block.

13. The encoding apparatus of claim 12, wherein the
processor 1s further configured to apply the first filter to a
boundary between the predicted first segment and the pre-
dicted second segment of the predicted video coding block
when the divergence measure indicates the first segment
motion vector and the second segment motion vector are
diverging, wherein the first filter comprises a directional
smoothing filter configured to smooth across the boundary
between the predicted first segment and the predicted second
segment.

14. The encoding apparatus of claim 13, wherein the
processor 1s further configured to:

adjust a filter property of the first filter on the basis of the

divergence measure;

adjust the filter property of the first filter on the basis of

the first segment motion vector and the second segment
motion vector; or

adjust the filter property of the first filter on the basis of

a difference between pixel values of pixels located at
the boundary between the predicted first segment and
the predicted second segment, wherein the filter prop-
erty of the first filter comprises a first filter strength or
a first filter size of the first filter.

15. The encoding apparatus of claim 12, wherein the
processor 1s further configured to determine whether the
predicted first segment or the predicted second segment 1s
either a background segment or a foreground segment.

16. The encoding apparatus of claim 15, wherein the
processor 1s further configured to apply the second filter to
the predicted video coding block when the divergence
measure indicates the first segment motion vector and the
second segment motion vector are converging, wherein the
second {filter comprises a feathering filter configured to
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cither feather 1n a direction of the background segment or
feather 1n an opposite direction to the foreground segment.
17. The encoding apparatus of claim 135, wheremn the
processor 1s further configured to adjust a filter property of
the second filter on the basis of the divergence measure,
wherein the filter property of the second filter comprises
either a second filter strength or a second filter size of the
second filter.
18. The encoding apparatus of claim 12, wheremn the
processor 1s further configured to:
encode mformation 1n an encoded video signal indicating,
whether the predicted first segment or the predicted
second segment 1s the background segment; or

encode information in an encoded video signal indicating,
whether the predicted first segment or the predicted
second segment 1s the foreground segment.

19. The encoding apparatus of claim 12, wherein the first
segment motion vector and the second segment motion
vector form a vector field, wherein the processor 1s further
configured to determine the divergence measure as the
divergence of the vector field, wherein the divergence of the
vector field being smaller than a first threshold indicates the
first segment motion vector and the second segment motion
vector are converging, and wherein the divergence of the
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vector field being larger than the first threshold indicates the
first segment motion vector and the second segment motion
vector are diverging.
20. The encoding apparatus of claim 12, wherein the
processor 1s further configured to:
shift a boundary between the predicted first segment and
the predicted second segment on the basis of a bound-
ary shiit vector associated with the boundary; and
apply either the first filter or the second filter to the shifted
boundary between the predicted first segment and the
predicted second segment based on the divergence
measure.

21. The encoding apparatus of claim 20, wherein the
processor 1s further configured to determine the boundary
shift vector on the basis of a distortion measure between the
video coding block and the predicted video coding block.

22. The encoding apparatus of claim 20, wherein the
processor 1s further configured to determine the boundary
shift vector from a set of candidate boundary shift vectors,
wherein the candidate boundary shift vectors are smaller
than or equal to a diflerence vector between the first segment
motion vector and the second segment motion vector.
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