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IMAGE PROCESSING APPARATUS, IMAGL
PROCESSING METHOD AND STORAGE

MEDIUM

BACKGROUND OF THE INVENTION

Field of the Invention

The present mvention relates to an 1mage processing
apparatus and an image processing method to compare an
ispection target 1mage with a reference image.

Description of the Related Art

Japanese Patent Laid-Open No. 2013-185862 discloses an

algorithm to detect a defect of an 1nspection object based on
a human visual mechanism. The processing disclosed 1n
Japanese Patent Laid-Open No. 2013-185862 will be herein
referred to as a processing of peripheral vision and invol-
untary eye movement during fixation. The use of the pro-
cessing ol peripheral vision and involuntary eye movement
during fixation provides the eflective extraction or exposure
of the defect of the inspection object without the human
gaze.

On the other hand, “Performance Verification of
“KIZUKI” Processing via Real Industrial Parts” Vision
Engineering Workshop (VIEW2013), OS4-H4(1S2-A4), The
Japan Society For Precision Engineering (2013) (hereinafter
referred to as the above Nonpatent Document) discloses a
method by which, in order to detect a defective product from
a plurality of objects, inspection target regions are 1mage-
taken with regard to each of the plurality of objects to
connect the resultant 1mages to generate an aligned image
and the aligned 1mage 1s subjected to the above processing
of peripheral vision and mvoluntary eye movement during
fixation. The use of the above Nonpatent Document can
provide the extraction of an object having a singular portion
(defect) different from those of a plurality of objects 1n a
relatively-simple manner.

However, 1n a case where a plurality of objects continu-
ously carried i a manufacture line are sequentially
ispected using a fixed camera, 1mage-taking regions by the
camera are ievitably displaced at some level for the respec-
tive objects. If Japanese Patent Laid-Open No. 2013-185862
1s used while the displacement as described above 1s left,
then both of a flaw actually existing 1n the objects and the
displacement between 1mages as described above cause, 1n
the processing of peripheral vision and mvoluntary eye
movement during fixation, a singular portion to be extracted,
consequently disadvantageously causing a case where the
inspection accuracy 1s lowered.

SUMMARY OF THE INVENTION

The present invention has been made 1n order to solve the
above disadvantage. Thus, it 1s an objective of the invention
to provide an 1mage processing apparatus to suppress the
influence by the displacement of 1mage regions obtained by
image-taking objects so that the objects can be ispected
accurately.

According to a first aspect of the present invention, there
1s provided an 1mage processing apparatus, comprising: a
generation unit configured to generate an aligned 1mage by
arranging a plurality of candidate images extracted from a
reference 1mage around a work inspection 1mage extracted
from an inspection target image; a unit of configured to
subject the aligned image to similar region extraction pro-
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cessing to represent a similarity between regions in the
aligned 1mage; a determination unit configured to select a
candidate image and determine 1t as a work reference 1image
based on the aligned image after being subjected to the
similar region extraction processing; and a comparison unit
to compare the work 1nspection 1mage with the work refer-
ence 1image, wherein the similar region extraction processing
subjects each of a plurality of division regions obtained by
dividing the aligned image based on predetermined division
s1ze and phase, to averaging processing, and then adds the
results of the averaging processing that are obtained by
varying at least one of the division size and phase.

According to a second aspect of the present invention,
there 1s provided an 1image processing method, comprising;:
a generation step ol generating an aligned 1image by arrang-
ing a plurality of candidate images extracted from a refer-
ence 1mage around a work inspection 1mage extracted from
an mspection target 1mage; a step of subjecting the aligned
image to similar region extraction processing to represent a
similarity between regions in the aligned 1mage; a determi-
nation step of selecting a candidate image and determining
it as a work reference 1mage based on the aligned 1image after
being subjected to the similar region extraction processing;
and a comparison step of comparing the work 1nspection
image with the work reference 1mage, wherein the similar
region extraction processing subjects each of a plurality of
division regions obtained by dividing the aligned image
based on predetermined division size and phase, to averag-
ing processing, and then adds the results of the averaging
processing that are obtained by varying at least one of the
division size and phase.

According to a third aspect of the present invention, there
1s provided a non-transitory computer-readable storage
medium which stores a program for causing an image
processing method to be executed by a computer, the image
processing method comprising: a generation step of gener-
ating an aligned 1mage by arranging a plurality of candidate
images extracted from a reference image around a work
ispection image extracted from an nspection target image;
a step ol subjecting the aligned image to similar region
extraction processing to represent a similarity between
regions 1n the aligned image; a determination step of select-
ing a candidate image and determining it as a work reference
image based on the aligned image after being subjected to
the similar region extraction processing; and a comparison
step of comparing the work inspection 1mage with the work
reference 1mage, wherein the similar region extraction pro-
cessing subjects each of a plurality of division regions
obtained by dividing the aligned 1mage based on predeter-
mined division size and phase, to averaging processing, and
then adds the results of the averaging processing that are
obtained by varying at least one of the division size and
phase.

Further features of the present mmvention will become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagrammatic illustration of an 1nspection
system that can be used 1n the present invention;

FIGS. 2A and 2B are a flowchart of a singular portion
detection algorithm;

FIGS. 3A and 3B illustrate a work inspection image and
the extraction of a work candidate image;

FIG. 4 illustrates an aligned status of aligned images;
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FIG. 5 1s a flowchart for explaining the details of similar
region extraction processing;

FIGS. 6A and 6B illustrate a division example of a
processing target 1mage;

FIGS. 7A to 7E schematically illustrate a process of an
addition processing;

FIGS. 8A to 8C are a diagram to explain an expansion
processing;

FIGS. 9A and 9B show an aligned image and the result of
performing similar region extraction processing;

FIG. 10 shows the relative displacement between an
inspection target 1mage and a reference 1mage;

FIG. 11 shows a base pomnt of a plurality of work
candidate 1images extracted from a reference image;

FIGS. 12A and 12B 1illustrate the result of performing the

singular portion extraction processing; and
FIGS. 13A and 13B show another method to extract a

work candidate 1image.

DESCRIPTION OF TH.

L1

EMBODIMENTS

FIG. 1 1s a diagrammatic illustration of an inspection
system that can be used in the present invention. This system
1s mainly composed of an 1image processing apparatus 200,
a plurality of sheet-like mspection objects P, and a camera
101 to image-take the predetermined position of an indi-
vidual object P. The plurality of objects P are carried at a
fixed speed in the arrow direction. The 1mage processing
apparatus 200 extracts a defect (singular portion) of an
object P based on an 1image obtained by image-taking the
object P.

A CPU 201 controls the entire system while using a RAM
202 as a work area based on a program retained in an HDD
203. For example, the CPU 201 controls the camera 101
connected via a camera I/F (interface) 204 to image-take the
respective carried objects P to obtain images corresponding,
to the respective objects P. During this, the CPU 201 repeats
image-taking operations at a timing at which an inspection
target region 105 of the individual the object P 1s placed in
the 1mage-taking region of the camera 101 and a cycle
depending on the carrying speed to thereby store the resul-
tant 1image 1n the RAM 202 sequentially. In a case where a
carrying error for example causes an image-taking region to
be displaced from the individual inspection target region
105, a pattern functioning as reference point for example
may be printed on the object P mn advance so that an
image-taking operation 1s set at a timing at which the pattern
1s detected as a reference. The camera 101 can be connected
to the camera I'F by a CameralLink, USB, IEEE1394, or
LAN for example. Although the shown configuration uses
the camera 101, the camera 101 can be substituted with a
scanner mcluding a line sensor. In the shown case, a region
that can be 1image-taken by one image-taking operation by
the camera 101 1s similar to the mnspection target region 105
of the sheet P. However, when a region that can be taken 1n
one shot 1s smaller than the inspection target region 105,
then one sheet P may be subjected to a plurality of image-
taking operations to connect the resultant 1mages.

A keyboard/mouse I/'F 205 i1s an I'F to control an HID
(Human Interface Device) such as a not-shown keyboard or
mouse. An operator can input inspection-related information
via the information keyboard/mouse I'F 205. A display I/F
206 1s an I/F that controls the display on a not-shown
display. The operator can confirm the inspection status or
result for example via the display I/'F 206.

FIGS. 2A and 2B are a flowchart to explain the singular
portion detection algorithm of this embodiment executed by
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the CPU 201. This processing 1s composed of the first
processing to adjust the position of an 1mage-taken 1image
and the second processing to use the position-adjusted image
to perform the singular portion detection processing. The
following section will describe them sequentially,

FIG. 2A 1s a flowchart illustrating the first processing.
When this processing 1s started, the CPU 201 1 Step S101
acquires a reference 1mage 301. The reference image 301 1s
an 1mage that 1s compared with an mspection target image
to thereby determine whether or not the inspection target
image includes therein a singular portion. The reference
image 301 1s composed of a plurality of pixels having RGB
signal values and 1s stored 1n a ROM for example 1n the form
of PDF for example.

In Step S102, the CPU 201 acquires an inspection target
image 302. Specifically, an inspection target region 105 of
the object P as an inspection target 1s image-taken by a
camera 101 to set the resultant image as an ispection target
image 302. The inspection target 1image 302 of the embodi-
ment 1s composed of a plurality of pixels having brightness
signals of 256 gradations consisting of 3 components of red
R, green G, and blue B.

Next, 1n Step S103, the CPU 201 subjects the inspection
target image 302 to a pre-processing. Specifically, the RGB
signal 1s subjected to monochrome conversion processing
for the conversion to monochrome brightness signals or
edge extraction processing. The monochrome conversion
processing can use the following formula for example.

[=0.3xR+0.6xG+0.1xH

The edge extraction processing can use a Sobel filter or a
Laplacian filter for example.

In Step S104, the CPU 201 extracts from, based on a
predetermined work 1mage size, the inspection target image
302 corrected 1n Step S103 to thereby obtain a work 1nspec-
tion 1mage 303. In Step S105, the reference image 301
acquired 1n Step S101 1s extracted from based on the
predetermined work 1mage size to thereby obtain a work
candidate 1mage 304. During this, a plurality of the work
candidate 1mages 304 are extracted from the reference image
301.

FIGS. 3A and 3B show the extraction of the work
inspection 1mage 303 and the work candidate image 304.
FIG. 3A shows the extraction of the work inspection 1image
303 from the coordinate (x0, y0) of the mspection target
image 302. On the other hand, FIG. 3B shows the extraction
of a plurality of the work candidate images 304 from the
reference 1mage 301 based on the coordinate (x0, y0) of the
extracted work 1mspection 1image 303 as a reference. In this
example, a plurality of 1images having the same size as that
of the work 1spection 1image 303 are extracted from posi-
tions shifted by a predetermined amount from the coordinate
(x0, y0) of the reference image 301 as a center and these are
set as the work candidate 1mages. Specifically, the coordi-
nate of the work candidate image can be represented as
(x0+a, yO+p) using variables a and 3. Although the two
work candidate images 304a and 3046 are shown 1n FIG.
3B, Step S105 extracts work candidate images from 8
positions including (x0, y0).

Next, in Step S106, the respective plurality of work
candidate 1mages are subjected to the pre-processing as 1n
Step S103. This consequently prepares one work 1mspection
image 303 composed of monochrome brightness signals and
eight work candidate 1images 304a to 304/ having the same
size as that of the work inspection 1image 303 and being
composed of a monochrome brightness signals similar to the
ispection image 303. In Step S107, the CPU 201 causes the
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work 1nspection image 303 to be aligned with the work
candidate i1mages 304a to 3042 to thereby generate an
aligned image 401.

FIG. 4 shows the aligned status of the aligned image 401.
The aligned image 401 1s configured so that one work
ispection 1mage 303 1s surrounded by the eight work
candidate 1images 304a to 304/ for 8 directions that are
abutted to one another. The positions at which eight work
candidate 1mages 304a to 304/ are provided in the aligned
image 401 are not particularly limited so long as the position
(coordinate) 1n the reference 1image 301 corresponds to the
position 1n the aligned image 401 for each of the work
candidate 1mages 304a to 3044.

In Step S108, the CPU 201 subjects the aligned image 401
generated 1 Step S106 to the similar region extraction
processing using a processing ol peripheral vision and
involuntary eye movement during fixation. The detailed
method of this processing will be described 1n detail later.

In Step S109, a work reference image 303 1s determined
based on the result image of the similar region extraction
processing o Step S108. Specifically, the image subjected to
the similar region extraction processing ol Step S108 1s
ispected to select, from among the eight work candidate
images arranged 1 Step S107, one 1mage closest to the work
ispection 1mage to determine this as the work reference
image 303.

In Step S110, 1t 1s determined whether or not the 1nspec-
tion target 1mage 302 acquired 1n Step S102 still includes
therein a region from which a work mspection 1mage should
be extracted. In a case where the mspection target image 302
acquired 1n Step S102 still includes therein such a region,
then the processing returns to Step S104 to extract the next
work 1spection image. In a case where the inspection target
image 302 acquired 1 Step S102 does not include therein
such a region on the other hand, then the processing pro-
ceeds to the second processing.

FIG. 5 1s a flowchart for explamning the details of the
similar region extraction processing executed i S108.
When this processing 1s started, the CPU 201 1 Step S10
firstly subjects the aligned image 401 generated 1n Step S107
to an expansion processing so that the entire area of the
aligned image 401 can be correctly subjected to the pro-
cessing of peripheral vision and involuntary eye movement
during fixation, thereby generating the processing target
image 1001. The expansion processing will be described 1n
detail later.

Next, in Step S11, the CPU 201 sets one division size
from among a plurality of division sizes prepared 1n
advance. In Step S12, one phase 1s set from among a
plurality of phases prepared in advance to correspond to the
division sizes set 1n Step S11. The plurality of division sizes
and the plurality of phases corresponding to the plurality of
division sizes are prepared 1n advance based on a size of the
work 1mspection image extracted in Step S104. In the case of
this embodiment, due to the characteristic of the processing,
the division size 1s set to a size similar to the work image size
or a size larger or smaller by 10% than the work image size.

FIGS. 6A and 6B illustrate the division example of a
processing target image 1001 based on the division size and
phases. FIG. 6 A shows a case where the division size 1s 2x2
pixels and FIG. 6B shows a case where the division size 1s
3x2 pixels, respectively. In a case where the division size
1000 1s 2x2 pixels as shown 1n FIG. 6A, the processing
target 1mage 1001 1s divided based on 2x2 pixels as a umit
and can be divided in four ways as shown 1n 1002 to 1005.
in a case where the division size 1005 1s set to 3x2 pixels as
shown 1n FIG. 6B, the processing target image 1001 can be
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divided 1n s1x ways as shown 1n 1006 to 1011 having six
phases. Generally, 1n the case of a division region having Sx
pixels in the X direction and Sy pixels 1n the Y direction, the
phase number 1s SxxSy. In the processing ol peripheral
vision and involuntary eye movement during fixation, for
cach of the division regions, averaging, quantizing, and
adding are performed while sequentially changing the phase.

Returning to FIG. 5, in Step S13, based on the division
s1ze set 1 Step S11 and the phase set 1n Step S12, the
processing target image 1001 generated i Step S10 1s
divided as shown in FIGS. 6A and 6B and each division
region 1s subjected to an averaging processing. Specifically,
the average value of the monochrome brightness signals T'
owned by the individual pixels 1s calculated for a plurality
of pixels included 1n each divided region.

In Step S14, the average value of the respective division
regions calculated in Step S13 1s quantized for each pixel.
Specifically, the median value of the brightness of the entire
processing target image 1001 1s used as a threshold value.
The threshold value 1s compared with the individual average
value to output a value of 1 or 0. Although the binarization
processing 1s used in this embodiment, a quantization pro-
cessing such as ternarization or more also can be used.

In Step S15, the quantization value obtained 1n Step S14
1s added to an addition image data. The addition 1image data
1s 1mage data showing the result of adding quantization
values of the case where the division sizes and the phase are
varied, respectively and having an initial value of 0. When
the quantization value obtained in Step S14 has the first
phase of the first division size, then the addition image data
obtained 1 Step S15 i1s equal to the quantization data
obtained in Step S14.

Next, mn Step S16, the CPU 201 determines whether all
phases for the currently-set division size are completely
subjected to the processing or not. If it 1s determined that
there 1s still a phase to be processed, then the processing
returns to Step S12 to set the next phase. If 1t 1s determined
that all phases are completely processed on the other hand,
then the processing proceeds to S17.

FIGS. 7A to 7E shows a process of sequentially subject-
ing, 1n a case where the division size set 1n Step S11 1s 2x2
pixels shown 1n FIG. 6A, to the addition processing of Step
S15 for all phases. In a case where the division size 1s 2x2
pixels, there are four phases as described 1n FIG. 6A. The
numbers shown 1n FIGS. 7A to 7D show, 1n the process of
sequentially changing these four phases, the addition num-
ber for using binary data of the peripheral pixels for the
addition processing ol the target pixel Px. As shown 1n
FIGS. 7A to 7E, since the target pixel Px 1itself 1s used for all
phases included 1n the division region, the target pixel Px has
the highest addition number, thus having the highest con-
tribution to the addition result. A pixel farther away from the
target pixel Px has a lower addition number, thus having
smaller contribution to the addition result.

Returning to the tlowchart of FIG. §, 1n Step S17, the CPU
201 determines whether all of division sizes prepared 1n
advance are completely processed or not. If 1t 1s determined
that there 1s still a division size to be processed, then the
processing returns to Step S11 to set the next division size.
If 1t 1s determined that all of the division sizes are completely
processed on the other hand, then this processing is com-
pleted and returns to the flowchart of FIG. 2A.

The following section will describe the expansion pro-
cessing executed 1 Step S10. As described 1n FIGS. 7A to
7E, 1n the processing of peripheral vision and involuntary
eye movement during fixation of this embodiment, the
addition data 1s calculated based on the average value of all
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pixels included 1n a division region moving around the target
pixel Px as a center. Thus, with regard to a target pixel
positioned at an end of the processing target image 1001, a
division region includes a region not including data, which
undesirably prevents a correct processing.

However, in Step S109 of this embodiment, the result of
the processing of the work mnspection image 303 may be
compared with the result of the processing of the work
candidate 1mages 304 surrounding the work inspection
image 303. In order to realize this, the processing of periph-
eral vision and involuntary eye movement during fixation of
Steps S12 to S17 should be correctly carried out on the entire
areca of the aligned image 401. Specifically, in the expansion
processing S10 of this embodiment, the aligned 1mage 401
1s further added with a region required for correctly sub-
jecting the entire area of the aligned image 401 to the
processing of peripheral vision and mmvoluntary eye move-
ment during fixation.

FIGS. 8A to 8C illustrate the expansion processing per-
formed 1n Step 10. In the drawings, a region corresponding
to the aligned 1image 401 1s shown by the diagonal lines. As
shown 1n FIG. 8A, in a case where the target pixel Px 1s
positioned at a corner of the mspection target region, then a
division region around the target pixel Px as a center (solid
line) and a division region having a phase dislocated there-
from (dotted line) undesirably include a region not including
data (white region). To solve this, 1n the expansion process-
ing of Step S10, dummy data 1s added around the pixel Px
positioned at the corner so that even 1n a case the pixel Px
in a division region having the maximum division size and
the maximum phase, the region can include reasonable data.

FIG. 8B illustrates a method of generating the dummy
data. Four images are generated by imnverting the aligned
image 1n a point-symmetric manner with respect to the
respective vertexes A, B, C, and D and four images are
generated by inverting the aligned image 1n a line-symmetric
manner with respect to the respective sides AB, BC, CD, and
DA. These eight images surround the aligned image. In this
embodiment, a region surrounded by A', B', C', and D' thus
prepared also can be used as the processing target image
1001. From the viewpoint of the load reduction however, the
processing target image preferably has a smaller size. For
example, when assuming that the maximum division size 1n
the processing of peripheral vision and mvoluntary eye
movement during fixation 1s (Sx, Sy) and the maximum
travel distance 1s (Kx, Ky), such dummy data should be
suflicient that 1s generated to have a size expanded to
Fp=(5x/2)+Kx 1n the X direction and to Fg=(Sy/2)+Ky 1n
the Y direction. FIG. 8C shows the processing target image
1001 to which the dummy data i1s added in the manner as
described above.

FIGS. 9A and 9B specifically show the processing 1n a
case where the first processing described in FIG. 2A 1s
executed. FIG. 9A shows one example of the aligned image
401 generated 1n Step S107. FIG. 9B shows the image
obtained by subjecting this aligned image 401 to the similar
region extraction processing in Step S108.

In the aligned image 401 shown in FIG. 9A the work
ispection 1mage 303 1s surrounded by a plurality of the
work candidate images 304a to 304/2. Here, a state 1s shown
where the work candidate image 3045 provided just above
the work ispection image 303 1s most similar to the work
ispection 1mage 303. Subjecting such an image to the
similar region extraction processing in Step S108 provides
the result as shown 1n FIG. 9B. In the case of this processing,
higher lightness (higher brightness) expresses that an 1image
of an individual work region 1s similar to an 1image of a work
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inspection region (or has the same feature). In the aligned
image 401 of F1G. 9A, the center portion including the work
inspection 1mage 303 has the highest and umiform lightness
and a position including the work candidate 1mage 3045 has
the next highest and uniform lightness. In Step S109, the
CPU 201 closely examines such an image result expressing
similarity among regions 1n aligned image 401 to select,
from among the work candidate images 304a to 304/, the
work candidate image 3045 most similar to the work 1nspec-
tion 1mage 303 to set this as the work reference 1mage 305.

FIG. 10 shows the relative displacement between the
ispection target 1mage 302 acquired in Step S102 and the
reference 1mage 301 acquired in Step S101. The drawing
shows the mspection target image 302 and the work 1inspec-
tion 1mage 303 extracted from the inspection target image
302 by the solid line. The regions 1n the reference 1image 301
corresponding to the respective work mspection images 303
are shown by the dotted line.

In FIG. 10, the coordinate 501 in the inspection target
image 302 1s at the same position as that of the coordinate
501 1in the reference image 301. Thus, substantially no
displacement exists between the work inspection image
having the coordinate 501 as a base point and the work
candidate 1image extracted based on the coordinate 501 as a
base poimnt. However, a slight displacement i1s caused
between the work inspection image having the coordinate
502 as a base point and the work candidate image extracted
based on the coordinate 508 as a base point. Within the range
shown 1 FIG. 10, the largest displacement 1s caused
between the work 1nspection image 303 having the coordi-
nate 506 as a base pomnt and a work candidate 1mage
extracted based on the coordinate 512 as a base point.

FIG. 11 shows the respective base points of a plurality of
work candidate images extracted from the reference image
301 1n Step S105 1n a case where such a displacement 1s
being caused. The drawing shows a state where a displace-
ment 1s caused between the base point p of the work
ispection image 303 1n the mspection target image 302 and
the base point q of the work candidate image 304a in the
reference 1mage 301. Even 1n such a situation, by preparing
the plurality of base points around the base point q as shown
in the drawing, some base points thereamong are closer to
the base point p of the work ispection image 303.

According to this embodiment, a plurality of regions
translated based on the plurality of base points are extracted
as work candidate images and are arranged to surround the
work 1nspection i1mage as described i FIG. 4, thereby
generating the aligned image 401. By subjecting the image
to the above-described similar region extraction processing,
such an 1mage 1s obtained that has the highest and uniform
lightness at a position at which the work candidate image
most similar to the work inspection image 303 (or corre-
sponding to the work mspection image).

By performing the processings of S102 to S110 as
described above on the respective work inspection 1images
arranged 1n the predetermined direction as shown 1n FIG. 10,
the respective work 1nspection 1mages 303 can be caused to
correspond to appropriate work reference images 305. The
CPU 201 stores, with regard to each of the plurality of the
work inspection images 303, the coordinate at which the
work reference 1mmage 3035 should be extracted from the
reference 1mage 301 to subsequently proceed to the second
processing.

The following section will describe the second processing,
of this embodiment with reference to FIG. 2B. When this
processing 1s started, the CPU 201 1n Step S111 extracts the
work mspection 1mage 303 again {from among the inspection
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target 1mages 302 acquired in Step S102. The work 1nspec-
tion 1mage 303 extracted at this stage has the same coordi-
nate in the mspection target image 302 as that of the work
inspection 1image 303 extracted 1n Step S104. However, the
work 1nspection 1mage extracted in this time has color
information unlike with the work inspection image 303
extracted i Step S104.

In Step S112, the CPU 201 extracts the work reference
image 303 corresponding to the work mspection 1image 303
extracted m Step S111. Specifically, the CPU 201 refers to
the coordinate information stored 1 Step S109 of the first
processing to extract, from the reference image 301, a region
based on a coordinate corresponding to the work 1nspection
image 303 extracted i Step S112 to set this as the work
reference 1mage 305.

Next, mn Step S113, the CPU 201 subjects the work
reference 1mage 305 to a predetermined correction process-
ing. This processing 1s a processing to provide the matching
with the singular portion extraction processing subsequently
carried out 1 Step S115. For example, when a color dis-
placement 1s desired to be detected 1n the singular portion
extraction processing, a lightness correction or color match-
ing processing 1s performed to adjust the current color to
have a color expected in the reference 1mage. If an accept-
able color difference range i1s defined in advance, then a
plurality of correction 1mages having the maximum color
difference may be generated.

In Step S114, the CPU 201 causes the work inspection
image 303 obtained 1 Step S111 to be aligned with the work
reference 1mage 305 corrected in Step S113 to thereby
generate a for-inspection aligned image 307. The for-inspec-
tion aligned image 307 1s generated by arranging the same
work reference 1mages 305 abutted to one work 1nspection
image 303 1n eight directions. In Step S115, the CPU 201
subjects the for-inspection aligned 1mage 307 generated 1n
Step S114 to the singular portion extraction processing using
the processing of peripheral vision and voluntary eye
movement during fixation. In a case where a plurality of
correction 1images are generated in Step S113, the singular
portion extraction processing ol Step S114 and S1135 also
may be performed for the respective images. Alternatively,
a plurality of correction 1images may be mixed to generate a
for-inspection aligned image and the for-inspection aligned

image can be subjected to the singular portion extraction
processing.

FIGS. 12A and 12B 1illustrate one example of the for-
ispection aligned 1image 307 and the result of subjecting the
image to the singular portion extraction processing. As
shown in FIG. 12A, in the for-inspection aligned image 307,
the work reference images 305 provided around the work
ispection image 303 1n the eight directions are an 1mage
that 1s obtained in the first processing as an 1mage most
similar to the work mspection image from among a plurality
of work candidate images. In the drawing, a status 1s shown
in which the work 1nspection 1image 303 includes therein a
flaw 120.

In a case where the work inspection image 303 does not
include theremn a flaw for example, the work inspection
image 303 1s similar to the work reference 1image 305 and a
uniform 1mage 1s obtained after the singular portion extrac-
tion processing. However, 11 the work 1nspection image 303
includes therein the flaw 120 as shown in FIG. 12A, the
similarity 1s reduced between the work inspection image 303
and the work reference image 305. Thus, the image obtained
after the singular portion extraction processing 1s config-
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ured, as shown 1n FIG. 12B, so that a region corresponding
to the work 1nspection image 303 includes a singular por-
tion.

Returning to FIG. 2B, 1n a case where the singular portion
extraction processing 1s completed in Step S1135, then the
CPU 201 proceeds to Step S116 to determine whether or not
the 1nspection target 1mage 302 includes a work 1nspection
image not yet processed. In a case where the CPU 201
determines that the inspection target image 302 still includes
a work inspection 1image not yet processed, then the pro-
cessing returns to Step S111 to process the next work
inspection image. In a case where the CPU 201 determines
that the inspection target image 302 does not include a work
ispection 1mage not yet processed on the other hand, the
CPU 201 determines that the singular portion extraction
processing 1s completed for the entire area of the inspection
target 1mage 302 to proceed to Step S117.

In Step S117, CPU 201 performs an aiter-inspection
processing based on the result of the singular portion extrac-
tion processing for a plurality of work inspection images.
The details of the after-inspection processing are not par-
ticularly limited. For example, the singular portion can be
displayed 1n a popped-up manner to attract the attention of
the operator. In this case, the operator can confirm the
singular portion based on the popped-up image to determine
the cause of the singular portion. In a case, the singular
portion 1s a defect portion, this can be repaired or can be
excluded as a defective product. In Step S117, a further-
detailed 1nvestigation also can be automatically carried out
without requiring the intervention by the operator. For
example, with regard to an object for which a singular
portion 1s detected, the angle of view and the focus of the
camera 101 can be changed so that the singular portion can
be 1mage-taken with a higher resolution. In this case, the
resultant 1image can be pattern-matched with an 1mage of a
normal component prepared in advance so that the size or
level of the flaw can be investigated. In a case where the
object 1s a printed matter, 1t 1s also possible to mvestigate
whether the singular portion 1s caused by paper dust, a
defective printing head, or a defective conveying {for
example. The after-inspection processing of Step S117 also
can stop the manufacture line depending on the determina-
tion result.

When the after-inspection processing to the inspection
target 1mage 302 1s completed 1n Step S117, then the CPU
201 proceeds to Step S118 to determine whether or not there
1s an object to be 1nspected next. In a case where there 1s an
object to be inspected next, then processing returns to Step
S102 of FIG. 2A to perform the image-taking operation for
the next object. In a case where 1t 1s determined that there no
object to be mspected next on the other hand, this processing
1s completed.

According to this embodiment described above, a dis-
placement between an inspection target 1mage obtained by
image-taking an object and a reference i1mage can be
adjusted to subsequently subject the mnspection target image
to the singular portion extraction processing. This can con-
sequently reduce the influence by the displacement of the
inspection target 1mage on the reference image, thus realiz-
ing the accurate inspection to the mspection target image.

According to the embodiment described above, the first
processing performs the processing of peripheral vision and
involuntary eye movement during fixation on an image
converted to monochrome brightness signals. The second
processing subjects an 1mage having a color signal to the
processing of peripheral vision and involuntary eye move-
ment during fixation. This 1s to exclude, 1n the first process-
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ing having a purpose of position adjustment, color informa-
tion origmally having high variation to carry out
determination based on monochrome brightness signals
taithfully reflecting the structure of the image. However, the
present invention 1s not limited to such an embodiment.
Thus, the first processing and the second processing may be
carried out together with a processing using color informa-
tion or the first processing and the second processing may be
both determined based on the monochrome brightness infor-
mation.

The work 1mage size 1s not limited to a particular size. For

example, 1n the case of the inspection system shown in FIG.
1, the carrying error of the object P 1s desirably considered.
Specifically, 11 an error of 1 mm 1s caused at a maximum,
then a 2 mmx2 mm region twice as big as the error 1s
desirably set as a work 1nspection 1mage or a work reference
image. If a work image having a 10 mmx10 mm si1ze much
larger than the 1 mmx1 mm error is set, then the deteriorated
uniformity 1s caused in the entire areca of the processed
image shown in FIG. 9B, which makes it difficult to select
a work reference image.
In the above section, an embodiment was used as shown
in FIG. 11 in which a plurality of translated work candidate
images were generated. However, a method of generating
work candidate 1mages 1s not limited to this. An mspection
target 1mage may include therein an error that cannot be
solved by the translation due to the relative angle or relative
distance between the camera and the object during the 1mage
taking or a change of the magnification for example. In such
a case, a plurality of work candidate images can be extracted
while using a different rate at which the reference image 1s
enlarged or reduced as shown in FIG. 13A for example.
Alternatively, a plurality of work candidate images may be
extracted while using a diflerent rotation angle to the refer-
ence 1mage 301 as shown 1n FIG. 13B.

An embodiment has been described above in which a
plurality of work candidate 1mages are extracted for one
work inspection 1image extracted from an inspection target
image. However, in the first processing of the present
invention, a plurality of work candidate images also can be
extracted from the inspection target image with regard to one
work reference 1mage extracted from a reference image.
Further, the above embodiment has been described 1n which
all work 1nspection 1mages are subjected to the first pro-
cessing. However, the present imnvention 1s not limited to
such an embodiment. For example, 11 the tendency 1n which
a reference 1image 1s displaced from an inspection target
image 1s clear as shown 1 FIG. 10, by setting the coordinate
of the work reference image for some work inspection
images, the coordinate of the work reference 1mage corre-
sponding to other work mmspection 1images can be calculated
using an 1interpolation equation. In any of the cases, a
combination of 1mages similar to each other can be selected
as a work reference image and a work 1nspection 1image from
the reference 1mages and the inspection target images so as
to have a one-to-one correspondence, thereby realizing the

first processing of the present imnvention.

An embodiment has been described above in which a
plurality of the work mspection images 303 are generated
from one 1mspection target image 302 and a plurality of the
work reference images 305 are generated from one reference
image 301. However, this embodiment 1s not limited to such
an embodiment. Another embodiment also may be used 1n
which one work inspection image 303 1s generated from one
ispection target image 302 and one work reference image
305 1s generated from one reference image 301. A plurality
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of the work inspection images 303 generated from one
ispection target image 302 also may include mutually-

superposed regions.

In the above description, an embodiment has been
described 1n which a reference 1mage 1s stored in the image
processing apparatus 200 1n advance. However, the present
invention 1s not limited to such an embodiment. For
example, an object for which it 1s confirmed that no flaw or
image displacement exists therein 1s prepared in advance. A
step of 1mage-taking the object 1in order to use this as a
reference 1mage may be provided.

Further, in the above description, the similar region
extraction processing of the first processing and the singular
portion extraction processing of the second processing both
used the processing of peripheral vision and involuntary eye
movement during fixation. However, the second processing
to extract a singular portion in the present invention does not
always require the use of the processing of peripheral vision
and involuntary eye movement during fixation. For example,
in the singular portion extraction processing of Step S1135, 1f
it 1s possible to extract a diflerence between the reference
image and the inspection target image, other inspection
algorithms such as the pattern matching also can be used.
Additionally, the position adjustment in the first processing
does not always have to have an objective of the inspection
as 1n the second processing. For example, by executing the
first processing between frames of a moving image, a
tracking movement of a point can be carried out clearly
without a background slur. In any of the cases, the invention
can eflectively function so long as the situation requires the
position adjustment of two 1mages for a certain purpose.

Other Embodiments

Embodiment(s) of the present invention can also be
realized by a computer of a system or apparatus that reads
out and executes computer executable mstructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific mtegrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from a network or the storage
medium. The storage medium may include, for example, one
or more of a hard disk, a random-access memory (RAM), a
read only memory (ROM), a storage of distributed comput-
ing systems, an optical disk (such as a compact disc (CD),
digital versatile disc (DVD), or Blu-ray Disc (BD)™), a
flash memory device, a memory card, and the like.

While the present invention has been described with
reference to exemplary embodiments, 1t 1s to be understood
that the imvention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
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accorded the broadest mterpretation so as to encompass all
such modifications and equivalent structures and functions.
This application claims the benefit of Japanese Patent

Application No. 2016-089942 filed Apr. 27, 2016, which 1s
hereby incorporated by reference herein in its entirety.

What 1s claimed 1s:

1. An 1mage processing apparatus, comprising one or
more processors serving as:

a generation umt configured to generate an aligned image
by arranging a plurality of candidate images that are
extracted from a reference image around a work 1nspec-
tion 1mage that 1s extracted from an inspection target
1mage;

a processing unit configured to subject the aligned image
to similar region extraction processing to express a
similarity between regions in the aligned image,

wherein the similar region extraction processing

(1) divides the aligned image nto a plurality of division
regions each including a plurality of pixels, based on a
first predetermined division size and a first phase which
defines a dividing position 1n the aligned image,

(2) for each of the plurality of division regions, (a)
calculates an average value of the plurality of pixels
and (b) quantizes the average value to obtain a quan-
tization value,

(3) performs the dividing, the calculating, and the obtain-
ing multiple times by varying at least one of the first
division size and the first phase, thereby obtaining
multiple quantization values corresponding to each
pixel included 1n the aligned image, and then

(4) for each of the pixels included 1n the aligned 1mage,
adds the multiple quantization values corresponding to
cach pixel to obtain addition 1mage data regarding the
aligned 1mage representing a result of adding quanti-
zation values;

a determination umt configured to select a candidate
image and to determine the selected candidate 1image as
a work reference 1image based on the obtained addition
image data regarding the aligned image; and

a comparison unit configured to compare the work 1nspec-
tion 1mage with the work reference image.

2. The 1mage processing apparatus according to claim 1,
wherein the generation unit subjects the work inspection
image and the work reference image to at least one of
monochrome conversion processing for converting color
information to monochrome brightness signals and edge
extraction processing for extracting an edge of an 1image to
subsequently generate the aligned image.

3. The 1mage processing apparatus according to claim 1,
wherein the generation umt extracts a plurality of 1mages
existing at different positions 1n the reference image to set
these 1mages as the plurality of candidate images.

4. The 1mage processing apparatus according to claim 1,
wherein the generation unit expands or reduces an 1mage
extracted from the reference image at a different rate to
thereby generate the plurality of candidate images.

5. The 1mage processing apparatus according to claim 1,
wherein the generation unit sets a plurality of 1mages
extracted while rotating the reference image at a different
angle as the plurality of candidate images.

6. The 1mage processing apparatus according to claim 1,
wherein the comparison unmt compares the work nspection
image with the work reference image based on color infor-
mation.

7. The 1image processing apparatus according to claim 1,
wherein the comparison unit performs:
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(1) generating a for-inspection aligned image by arrang-
ing the work reference images determined by the
determination umt around the work inspection image;

(2) subjecting the for-inspection aligned image to singular
portion extraction processing; and

(3) determining whether the work 1inspection i1mage
includes a singular portion or not based on the for-
inspection aligned image after being subjected to the
singular portion extraction processing, and

wherein the singular portion extraction processing:

(1) divides the for-inspection aligned image into a plu-
rality of for-inspection division regions each including
a plurality of pixels, based on a second predetermined
division size and a second phase which defines a
dividing position 1n the for-inspection aligned image,

(2) for each of the plurality of for-inspection division
regions, (a) calculates an average value of the plurality
of pixels and (b) quantizes the average value to obtain
a quantization value,

(3) performs the dividing, the calculating, and the obtain-
ing multiple times by varying at least one of the second
division size and the second phase, thereby obtaining
multiple quantization values corresponding to each
pixel included in the for-inspection aligned 1mage, and
then

(4) for each of the pixels included in the for-inspection
aligned 1mage, adds the multiple quantization values
corresponding to each pixel to obtain addition 1image
data regarding the aligned image representing the result
of adding quantization values.

8. The 1mage processing apparatus according to claim 1,

wherein the comparison umt compares the work inspection

image with the work reference image using pattern matching
method.

9. The 1mage processing apparatus according to claim 1,
wherein the determination unit determines, as the work
reference 1image, a candidate 1mage among the plurality of
candidate images that 1s most similar to the work inspection
image.

10. The image processing apparatus according to claim 1,
wherein the one or more processors further serve as a
reading control unit configured to control reading of an
object to thereby acquire the mspection target image.

11. An 1mage processing method, comprising:

a generation step of generating an aligned image by
arranging a plurality of candidate images that are
extracted from a reference image around a work 1nspec-
tion 1mage that 1s extracted from an 1nspection target
1mage;

a step of subjecting the aligned image to similar region
extraction processing to express a similarity between
regions 1n the aligned image,

wherein the similar region extraction processing

(1) divides the aligned image mto a plurality of division
regions each including a plurality of pixels, based on a
first predetermined division size and a first phase which
defines a dividing position 1n the aligned image,

(2) for each of the plurality of division regions, (a)
calculates an average value of the plurality of pixels
and (b) quantizes the average value to obtain a quan-
tization value,

(3) performs the dividing, the calculating, and the obtain-
ing multiple times by varying at least one of the first
division size and the first phase, thereby obtaining
multiple quantization values corresponding to each
pixel included 1n the aligned 1image, and then
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(4) for each of the pixels included in the aligned 1mage,
adds the multiple quantization values corresponding to
cach pixel to obtain addition 1mage data regarding the
aligned 1mage representing a result of adding quanti-
zation values,

a determination step of selecting a candidate image and of
determining the selected candidate 1mage as a work
reference 1mage based on the obtained addition 1mage
data regarding the aligned image; and

a comparison step of comparing the work inspection
image with the work reference image.

12. The image processing method according to claim 11,
wherein the generation step subjects the work inspection
image and the work reference image to at least one of
monochrome conversion processing for converting color
information to monochrome brightness signals and edge
extraction processing for extracting an edge of an 1mage to
subsequently generate the aligned image.

13. The image processing method according to claim 11,
wherein the generation step extracts a plurality of 1mages
existing at different positions 1n the reference image to set
these 1mages as the plurality of candidate images.

14. The image processing method according to claim 11,
wherein the generation step expands or reduces an 1mage
extracted from the reference image at a different rate to
thereby generate the plurality of candidate images.

15. The image processing method according to claim 11,
wherein the generation step sets a plurality of i1mages
extracted while rotating the reference image at a different
angle as the plurality of candidate images.

16. The image processing method according to claim 11,
wherein the comparison step compares the work nspection
image with the work reference 1image based on color infor-
mation.

17. The image processing method according to claim 11,
wherein the comparison step performs:

(1) generating a for-inspection aligned 1mage by arrang-
ing the work reference images determined by the
determination step around the work 1nspection 1image;

(2) subjecting the for-inspection aligned 1mage to singular
portion extraction processing; and

(3) determining whether the work inspection i1mage
includes a singular portion or not based on the for-
ispection aligned image after being subjected to the
singular portion extraction processing, and

wherein the singular portion extraction processing:

(1) divides the for-inspection aligned image nto a plu-
rality of for-inspection division regions each including
a plurality of pixels, based on a second predetermined
division size and a second phase which defines a
dividing position in the for-inspection aligned image,

(2) for each of the plurality of for-inspection division
regions, (a) calculates an average value of the plurality
of pixels and (b) quantizes the average value to obtain
a quantization value,
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(3) performs the dividing, the calculating, and the obtain-
ing multiple times by varying at least one of the second
division size and the second phase, thereby obtaining
multiple quantization values corresponding to each
pixel included 1n the for-inspection aligned 1mage, and
then (4) for each of the pixels included in the for-
ispection aligned image, adds the multiple quantiza-
tion values corresponding to each pixel.

18. The image processing method according to claim 11,
wherein the determination step determines, as the work
reference 1image, a candidate 1mage among the plurality of
candidate images that 1s most similar to the work inspection
1mage.

19. The image processing method according to claim 11,
further comprising reading step of reading an object to
thereby acquire the 1spection target image.

20. A non-transitory computer-readable storage medium
which stores a program for causing an image processing
method to be executed by a computer, the 1mage processing
method comprising:

a generation step of generating an aligned image by
arranging a plurality of candidate images that are
extracted from a reference image around a work 1nspec-
tion 1mage extracted that 1s from an 1nspection target
1mage;

a step of subjecting the aligned image to similar region
extraction processing to represent a similarity between
regions 1n the aligned image,

wherein the similar region extraction processing

(1) divides the aligned image nto a plurality of division
regions each including a plurality of pixels, based on a
predetermined division size and a phase which defines
a dividing position 1n the aligned 1mage,

(2) for each of the plurality of division regions, (a)
calculates an average value of the plurality of pixels
and (b) quantizes the average value to obtain a quan-
tization value,

(3) performs the dividing, the calculating, and the obtain-
ing multiple times by varying at least one of the
division size and the phase, thereby obtaining multiple
quantization values corresponding to each pixel
included 1n the aligned image, and then

(4) for each of the pixels included 1n the aligned 1mage,
adds the multiple quantization values corresponding to
cach pixel to obtain addition 1mage data regarding the
aligned 1mage representing a result of adding quanti-
zation values;

a determination step of selecting a candidate image and of
determining it as a work reference 1image based on the
obtained addition image data regarding the aligned
image; and

a comparison step of comparing the work inspection
image with the work reference image.
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