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VIRTUAL REALITY ENVIRONMENT
RESPONSIVE TO PREDICTIVE ROUTE
NAVIGATION

FIELD

The following disclosure relates to generating virtual
reality environments, and more particularly, to the creation
of an 1n-vehicle virtual reality environment responsive to
predictive route navigation, surroundings of the vehicle, and
state of the vehicle.

BACKGROUND

A need exists to make travelling by vehicle more engag-
ing for passengers. As semi-automated and autonomous
vehicles are developed, passengers—including the driver—
now have more opportunities for leisure, entertainment, and
experiences while 1n transit. Frequently repeated trips such
as commutes and longer trips provide an opportunity for
passengers to be entertained.

Virtual reality entertainment provides an array ol games
and entertainment. Conventional virtual reality entertain-
ment 1s based on creating an experience or game that may
incorporate the user’s mput to a controller, such as a first
person gaming environment. Other conventional virtual
reality entertainment includes application of virtual reality
components while the user 1s 1n motion, such as using virtual
reality 1n tandem with an amusement park ride. Amusement
park virtual reality experiences enhance a user’s experience
while the user 1s moved through a known path with known
timing. Still other conventional virtual reality entertainment
1s focused on augmented reality, applying a virtual reality
visual layer to the user’s field of view. Some conventional
virtual reality games allow a user wear a virtual reality
device to create a gaming environment for users walking
through real environments, overlaying virtual reality ele-
ments 1n the real world view and overlaying virtual reality
clements over other users to create a gaming environment.
Such conventional games exploit real time kinematics
(RTK) 1n conjunction with global positioming system (GPS)
information to track the user’s current location. Still other
virtual reality games provide a cockpit or other simulated
environment for a user to interact with such as flight
simulators, that simulate physical sensations such as turbu-
lence and changing orientation and position of the aircrait
while the user navigates through the simulation using replica
controls of the aircrafit.

SUMMARY

In one embodiment, a method for creating virtual reality
clements using predictive vehicle navigation provides
receiving a vehicle state sensor data record associated with
a current state of a vehicle and receiving a predictive vehicle
navigation data record based on map data, the map data
associated with a current location of the vehicle. The method
also provides adapting a first element of a virtual reality
environment based on the recerved vehicle state sensor data
record, and generating a second element of the virtual reality
environment based on the received predictive vehicle navi-
gation data record.

In one embodiment, a system for creating virtual reality
clements using predictive vehicle navigation 1s provided.
The system 1ncludes at least one processor and at least one
memory including computer program code for one or more
programs. The at least one memory and the computer

10

15

20

25

30

35

40

45

50

55

60

65

2

program code configured to, with the at least one processor,
cause the system to at least receive a vehicle state sensor
data record associated with a current state of a vehicle
receive a predictive vehicle navigation data record based on
map data. The map data 1s associated with a current location
of the vehicle. The system 1s may also receive a vehicle
environment sensor data record associated with current
surroundings of the vehicle, adapt a first element of a virtual
reality environment based on the received vehicle state
sensor data records, and generate a second element of the
virtual reality environment based on the received predictive
vehicle navigation data record, and generate a third element

of the wvirtual reality environment based on the received
vehicle environment sensor data record associated with the
current surroundings of the vehicle.

In one embodiment, a system for creating virtual reality
clements using predictive vehicle navigation 1s provided.
The system 1ncludes at least one vehicle sensor, at least one

map database, at least one processor, and at least one
memory including computer program code for one or more
programs. The at least one memory and the computer
program code configured to, with the at least one processor,
cause the system to at least receive a vehicle state sensor
data record associated with a current state of a vehicle
receive a predictive vehicle navigation data record based on
map data. The map data 1s associated with a current location
of the vehicle. The system may also receive a vehicle
environment sensor data record associated with current
surroundings of the vehicle, adapt a first element of a virtual
reality environment based on the received vehicle state
sensor data records, and generate a second element of the
virtual reality environment based on the received predictive
vehicle navigation data record, and generate a third element
of the virtual reality environment based on the received
vehicle environment sensor data record associated with the
current surroundings of the vehicle. The system further
configured to display the virtual reality environment via the
virtual reality output device.

In yet another embodiment, a non-transitory computer
readable medium for creating virtual reality elements 1s
provided including instructions that when executed are
operable to receive a vehicle state sensor data record asso-
ciated with a current state of a vehicle. Instructions may also
be mcluded to recerve a predictive vehicle navigation data

record based on map data, the map data associated with a
current location of the vehicle, receive a vehicle environ-
ment sensor data record associated with current surround-
ings of the vehicle, and receive an externally generated
vehicle sensor data record from at least one other vehicle.
The non-transitory computer readable medium may also
include instructions that when executed are operable to
adapt a first element of a virtual reality environment based
on the received vehicle state sensor data records, generate a
second element of the virtual reality environment based on
the received predictive vehicle navigation data record, and
generate a third element of the virtual reality environment
based on the received vehicle environment sensor data
record associated with the current surroundings of the
vehicle. The non-transitory computer readable medium may
turther include instructions that when executed are operable
to adapt a fourth element of the virtual reality environment
based on the received externally generated vehicle sensor
data record.

BRIEF DESCRIPTION OF THE DRAWINGS

Exemplary embodiments of the disclosure are described
herein with reference to the following drawings.
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FIG. 1 1s a flow diagram 1n accordance with the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 2 1llustrates the current location of a vehicle and its
predicted route from a top down view 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation.

FI1G. 3 1llustrates the current location of the vehicle and its
predicted route from a perspective view 1n accordance with
the subject technology for creating virtual reality elements
using predictive vehicle navigation.

FIG. 4A 1llustrates an exemplary virtual reality environ-
ment based on FIGS. 2 and 3 1n accordance with the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FI1G. 4B 1llustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation.

FIG. 4C 1llustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation.

FI1G. 4D illustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation.

FIG. § illustrates an example system of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 6 1illustrates an example system of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 7A 1illustrates an example system of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 7B illustrates an example system of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 7C illustrates an example system of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 8 1llustrates an example client device of the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation.

FIG. 9 illustrates an example server of the subject tech-

nology for creating virtual reality elements using predictive
vehicle navigation.

DETAILED DESCRIPTION

Passengers 1n a vehicle experience many sensations while
in-transit. The movement of the vehicle such as direction,
speed, acceleration, sound and sensory information impacts
the passenger’s experience. The route of the vehicle further
contributes to the experience as the passenger will experi-
ence sensory changes through turns, straightaways, stops,
traflic, speed limit changes and other changes. The view of
cach passenger further changes as the vehicle moves through
space. Other vehicles, traflic lights, geographic and man-
made features of the motorist’s environment further aflect
the travel experience. Navigation systems provide route
details and contextual information. Predictive navigation
systems provide anticipatory map data and contextual infor-
mation, alternate route information sensitive to trathc, and
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provides the vehicle with the ability to maximize mechanical
elliciency of the vehicle based data associated with the road
ahead.

In-vehicle wvirtual reality provides an opportunity to
change the visual experience of a trip, while retaining the
sensory experience associated with the ride. Virtual reality
content that 1s complimentary, anticipatory, reactive, and
responsive to sensory information associated with the nide
provides a more realistic virtual reality experience. That 1s,
physical sensations associated with the ride may be inte-
grated into the virtual reality experience through the use of
sensor mputs from the vehicle. Anticipatory data can further
be used to create richer virtual reality content and enables
the virtual reality experience to be responsive to events and
conditions beyond what the passenger can anticipate through
his current field of view.

The term “vehicle” as used herein encompasses 1ts plain
and ordinary meaning including, but not limited to a car, bus,
train, plane, boat, bicycle, tramway, pedestrian locomotion.
The term “vehicle” includes any motorized or unmotorized
form of transportation and/or locomotion. The virtual reality
system may be used 1in tandem with an autonomous or
semi-autonomous vehicle. One or multiple passengers 1n the
vehicle may use the virtual reality system. The driver may be
included as one of the passengers using the virtual reality
system. “Passenger” may refer to any one or more passen-
gers of the vehicle including the driver. Driver use of the
virtual reality system may be particularly applicable to
applications associated with semi-autonomous or autono-
mous vehicles. The passengers may each have a separate
virtual reality device. The passengers may all share the same
virtual reality experience/environment, or one or more pas-
sengers may have similar experiences. One or more passen-
gers may have a different experience/environment. Passen-
gers sharing similar or the same experiences may see and/or
communicate with other passengers within the virtual reality
environment. In some game environments, passengers may
work together, or play against one another. Passengers
and/or other vehicles using the virtual reality system, may
also see and/or communicate with passengers in another
vehicle via the network or via communication between
virtual reality devices and/or vehicles. Shared experiences/
environments may reduce processing demands by receiving
and computing data at a common location and provided to
participating client devices.

A goal of the disclosure i1s to provide a virtual reality
device combined with vehicle sensor data and predictive
navigation data that corresponds to and is reflective of a
dynamic environment of the vehicle. Vehicle travel may be
made more engaging for passengers. The dynamic environ-
ment may include recognition of a recurring route, such as
commuting home or to work and further includes routes with
destinations that are unknown to the virtual reality system.
A further goal of the disclosure 1s to generate a virtual reality
environment using elements corresponding to sensations
that the passenger will feel 1n the vehicle. A goal of the
disclosure 1s to provide a smooth transition between the
virtual environment and the physical world. Indications
and/or messages may be provided to the passenger indicat-
ing that the virtual reality environment will end. The subject
disclosure departs from conventional solutions in that the
virtual reality environment 1s based on an unknown route.
The subject disclosure presents an environment that is
reflective of the vehicle’s surroundings in a dynamic way.
Unlike other virtual reality technology, the virtual reality
system 1s not complete before commencing a trip. Thus, the
virtual reality experience 1s not based on a static, repeating
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scenar1o. In contrast, the virtual reality environment of the
subject disclosure adapts to the actual dniving experience.

Elements of a virtual reality environment include, but are
not limited to brightness, color, contrast, content, sound
cllects, dialog, music, white noise, foreground visual ele-
ments, background visual elements, speed of virtual motion,
and perspective view elements. Elements of the wvirtual
reality environment may Ifurther include components of
stories, games, characters, and locations. Flements of the
virtual reality may further include scenarios including one or
more other elements of a virtual reality environment.

FIG. 1 1s a flow chart of a method of the subject tech-
nology for creating virtual reality elements using predictive
vehicle navigation that may be performed by server 125 to
generate and/or enhance a virtual reality environment. Some
or all of the acts may be performed by processor 300 of
server 125. Alternately, some or all of the acts may be
performed by a processor 200 of a client device such as
mobile device 122, vehicle 129, or virtual reality device 133.
Different acts of the method may be performed by multiple
processors. Portions of the method may be performed by
processors 200 of clhient devices 122, 129, and/or 133.
Portions of the method may be performed by processors 200
of client devices 122, 129, and/or 133 only when server 125
1s unavailable via network 127 (e.g., when the vehicle 1s 1n
a remote area, underground, 1 a tunnel, n an enclosed
structure such as a parking garage). Processors 200 of client
devices 122, 129, and/or 133 may alternatively periform
portions of the method based on processing requirements, 11
a route 1s known before commencing the route, if a trip 1s
known, 1f a trip 1s known to be of a short duration, 1f a
connection to network 127 1s lost, or the like. Acts of FIG.
1 are described with reference to the system and components
depicted in FIGS. 5-9. Additional, different, or fewer acts
may be performed. Acts may be performed in orders other
than those presented herein or may be performed simulta-
neously or substantially simultaneously. The term “substan-
tially simultaneously” as used herein refers to timing of
events temporally so close together as to be considered or
perceived as being simultaneously occurring, for example,
the time of receipt or transmission of data that 1s too close
to measure or otherwise discriminate among.

In act S101, server 125 rece1ves a vehicle state sensor data
record associated with a current state of a vehicle. Vehicle
state sensor data records may include or comprise speed,
acceleration or deceleration, engine pressure, engine tems-
perature, gear shifting, tire pressure, wheel speed and vibra-
tion, windshield wiper setting, turn signal setting, gear
selection, headlight and interior light settings, window sen-
sors, mn-vehicle climate settings, obstacle detection, Adap-
tive Cruise Control (ACC), autopilot steering control, safety
features, autonomous driving systems and/or navigation
system of the vehicle. Vehicle state sensor data records may
additionally include any other sensors 126 associated with
mechanical and electrical components of vehicle 129. For
example, when the driver (or an autonomous vehicle)
brakes, the vehicle 129 will decelerate and the vehicle 129
will be 1n a state of deceleration.

In act S103, server 125 receives a predictive vehicle
navigation data record based on map data, the map data
associated with a current location of the vehicle. Predictive
vehicle navigation data records may provide data associated
with road conditions and elements that are within a range of
several kilometers/miles around the current location of
vehicle 129. Predictive vehicle navigation data may include
data obtained via sensors 126 of vehicle 129 1n addition to
data from sources physically separate from vehicle 129. Map
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data, including, but not limited to, high definition (HD) map
data may be stored in databases 123a-r associated with
clectronic horizon generator 131. HD map data may include
imagery obtained using Light Detection And Ranging tech-
nology (L1iDAR). Predictive vehicle navigation data may
further include data originating from other vehicles 129,
data originating or stored on networking devices 133, and/or
data orniginating from traflic devices 137. Predictive vehicle
navigation data may be associated with tratlic, accidents,
and/or geographic areas that are at a distance beyond what
can be seen by passengers 1n vehicle 129.

In one example, audio 1s captured by vehicles ahead of
vehicle 129. Construction noises, trailic, emergency vehicle
sirens, or other audio. In some examples a decibel level may
be 1dentified to determine how loud or quiet the upcoming
road 1s compared to the current location of the vehicle.

In act S105, server 125 receives a vehicle environment
sensor data record associated with current surroundings of
the vehicle. Vehicle environment sensor data may be
obtained by short range sensors 126 integrated or coupled
with vehicle 129, providing data associated a range up to
several hundred meters/feet. Short range sensors 126 may
include radar data. The vehicle environment may be 1den-
tified as whether the vehicle 1s on a slope. The slope
detection may be comprised of combinations of sensor data,
such as acceleration and braking indicating that the vehicle
1s on a downward slope. The vehicle 129 sensors may
identify nearby vehicles and detect the current speed of
those vehicles. The vehicle environment may further i1den-
tify changing light conditions, such as night fall, or the
vehicle’s entry mnto a tunnel or parking garage.

In act S107, the server 125 receives an infrastructure data
record from roadway inirastructure. Roadway infrastructure
communication may include data between vehicles and
roadway infrastructure. Roadway infrastructure communi-
cation may also include communication with traflic devices
137 including traflic signal phase data and timing 1informa-
tion. Based on the tratlic signal phase information, 1t may be
determined whether the vehicle 129 will have to stop or not
at a tratlic light. Roadway infrastructure data may further
identily whether bridges are open or closed, tolling stations,
parking lot information (including open space information),
accident data, weather or road conditions, and the like.
Receipt of roadway infrastructure data may provide accident
or traflic data before such information i1s available through
the vehicle’s sensors.

The server 125 receives an externally generated vehicle
state sensor data record from at least one other vehicle 1 act
S109. Other vehicles proximate to the current location of
vehicle 129 may additionally provide information that may
be used 1n the virtual reality environment. Current vehicle
state information gathered by other vehicles 129 may be
provided to vehicle 129 such as braking and acceleration
information, turn signals, or other vehicle mstrument sen-
sors. Passengers 1n nearby vehicles also using the virtual
reality environment may share an experience or may be
interactive within a threshold distance. External vehicle
information such as turn single indications may be used to
anticipate whether another vehicle 1s entering the lane.
Emergency information, such as a nearby vehicle sliding or
hydroplaning on the road may be detected or provided.
Precomputed information associated with electronic horizon
generator 131 may be passed to vehicle 129 from other
vehicles.

In act S111, server 125 adapts a first element of a virtual
reality environment based on the received vehicle state
sensor data record. The first element of the virtual reality
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environment 1s adapted to provide a complementary expe-
rience to the current state of the vehicle. Multiple received
vehicle state sensor data records may be interpreted in
combination to deduce the current vehicle state.

For example, deceleration of the vehicle may constitute
the received vehicle state sensor data record and the corre-
sponding rate at which the wvirtual reality environment
changes may be reduced in proportion with the degree of
deceleration. The deceleration of the vehicle may be
detected by an accelerometer or via sensors associated with
the braking system of vehicle 129. The adaptation of the
virtual reality element of rate may correspond such that the
background of the virtual reality environment progresses at
what appears to be the same rate as 1mages would appear
through the windshield of vehicle 129. In an example of a
virtual city tour, virtual travel through the city scene may
appear to decelerate at the same rate as vehicle 129. Addi-
tional virtual reality elements, such as the level of detail or
sharpness of focus the virtual reality environment may be
increased corresponding to deceleration. In the virtual city
tour example, informational text may appear identifying
landmarks, providing trivia, history, and the like. More, or
more detailed informational text may appear as a result of
the received vehicle state of deceleration of vehicle 129.

It the vehicle state sensor data record indicates that the
vehicle 1s 1n low speed trailic or has stopped moving, the
virtual reality elements may be adapted accordingly. In an
example of a historical or tourism theme, additional textual
or audio mformation may be provided based on the nearby
landmarks. The environment theme may change to a quieter
environment, such as a placid lake or pastoral scene. The
amount of visual information or the resolution of the virtual
environment may be adjusted. The first person perspective
may change to a third person view or birds eye view while
the vehicle 129 1s 1dling.

It the vehicle state sensor data record may indicate
whether ACC has been engaged. Once engaged, the vehicle
state sensor data record may further include sensor data
associated with the current and/or future speed of the vehicle
129 based on maintaining a threshold distance from other
vehicles. Virtual reality elements may then be based on the
ACC data records to provide an advanced indication of
changes in the speed of vehicle 129. For example, the
generated virtual reality elements provide changes in the
speed of play 1 the wvirtual world to correspond with
anticipated speeds of the vehicle received via ACC data
records. The resolution of the virtual environment elements
may increase based on anticipated reductions 1n speed, or
new scenarios, change in theme, or addition of plot points
adapting the speed of play in the virtual world may be
provided. Gear shifting sensor data may be combined with
steering sensor data to determine whether the vehicle 1s, or
1s about to change gear, reverse direction, or make a u-turn.
The vehicle information may be used to determine virtual
reality elements such as field of view. Other virtual reality
clements, providing virtual reality elements corresponding
to the sensation of moving backwards (e.g., a gust of wind)
and/or centripetal force (e.g., a merry-go-round), may be
provided upon indication of different vehicle maneuvers.

Data associated with windows opening, or climate control
changes, such as turning on the air-conditioner imtiated by
passengers within vehicle 129, may be used to generate
virtual reality elements, such as a window breaking in a
space shuttle environment, a snow storm, gusts of wind or
other generated events and objects.

In act S113, server 125 generates a second element of the
virtual reality environment based on the received predictive
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vehicle navigation data record. A predicted route associated
with the predictive vehicle navigation data records may
correspond to a path i the wvirtual reality environment.
Predictive vehicle navigation data records may be created or
processed by electronic horizon generator 131 and provided
to virtual reality generator 121.

Electronic horizon information may include topographi-
cal information such as skyline or building outline informa-
tion associated with HD maps. Such imnformation obtained
and processed by the virtual reality generator 121 such that
the virtual reality content 1s generated having a similar
profile, outline, or appearance of the physical objects and
background encountered by the vehicle 129. Obtaining such
predictive vehicle navigation data provides a dynamic vir-
tual environment based on the actual course of the vehicle,
even when driver’s intended route and/or destination 1s
unknown by the virtual reality generator 121 and/or elec-
tronic horizon generator 131.

Electronic horizon information may include number of
lanes, slope, type of road (such as dirt, gravel, paved, or
brick), type of surface, curvature, possible intersections,
possible traflic ahead, traflic lights. Electronic horizon infor-
mation may be able to predict speed changes (acceleration or
deceleration), lane changes, route, or other elements that
may be implemented with corresponding elements in the
virtual reality environment. Predictive navigation data may
include anticipation of tratlic conditions ahead such as traflic
jams, a transition from interstate driving to city driving,
construction, accidents and other traflic conditions that will
allect the length of the trip.

The receipt of road environment information at further
distances may improve the available resolution, level of
detail 1n the virtual reality environment. Data processing
may begin 1n advance of the arrival of the vehicle to the
location corresponding to virtual reality environment com-
ponents, preventing gaps in the virtual reality experience
without advance knowledge of the route.

Predictive vehicle navigation data may include audio
information, audio elements of the virtual reality environ-
ment may be generated, augmented, or enhanced. The
virtual reality audio level may be augmented by increasing
or decreasing a volume of the virtual reality audio level
when the current location of the vehicle 129 reaches the
location at which the audio information was collected by the
vehicles ahead of vehicle 129. Visual virtual reality content
may additionally be alternatively or additionally generated
based on the predictive audio. If it 1s known that loud
construction noises will likely be encountered by vehicle
129, the computed virtual world may include background
visuals such as explosions or heavy machinery calculated to
appear as the vehicle physically encounters the construction
area. Virtual reality events may be also be generated to
complement the sound. Virtual reality elements may be
generated to have an inversely proportional relationship to
the predictive audio information. That 1s, white noise levels
may be increased through the virtual reality device 133 to
reduce the eflect of loud noises outside the vehicle, or the
sound eflects and/or music playing in the virtual reality
environment may be increased or decreased so that the audio
level of the virtual reality environment appears to remain
constant or remains audible regardless of the sounds outside
of vehicle 129. The virtual reality environment may mitigate
extreme changes 1n sound level encountered by the passen-
gers. That 1s, the virtual reality volume may be augmented
to gradually increase and decrease (or decrease and 1increase)
as the vehicle approaches and exits the physical environment
with loud noise. Audio portions of the virtual reality envi-
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ronment may be played through the virtual reality device
133, mobile device 122, and/or vehicle 129.

The electronic horizon generator 131 may receive nfor-
mation from vehicle 129 regarding the location and speeds
of other vehicles that are nearby. The electronic horizon
generator 131 may predictively determine whether vehicle
129 will overtake or pass any of the nearby vehicles and
predict increases 1n speed and lane changes based on the
information. These predictive indications may be translated
into side to side movement and increases or decreases 1n
speed within the virtual environment as well. Objects may
be created in the virtual reality environment that approxi-
mate the location and size of the nearby vehicles in the
virtual environment. In a game-type virtual reality environ-
ment, the events 1n the game may be generated to correspond
or compliment the current surroundings of the vehicle 129.
Predictive navigation data indicating that the speed of the
vehicle will be reduced through traflic congestion ahead, the
generated virtual reality elements may include a new sce-
nario such as an attack of monsters 1n a gaming environ-
ment, change 1n theme, or addition of plot points to justify
the speed of play in the virtual world.

In act S115, the server 125 generates a third element of the

virtual reality environment based on the received vehicle
environment sensor data record associated with the current
surroundings of the vehicle. Upon detection of environment
sensor data record of the current speed of vehicles nearby,
clements 1n similar spatial relation to those external vehicles
129 may be created and displayed in the virtual environ-
ment. The detection of objects, such as other vehicles, and
the state of those objects may dictate the movement or
spatial relation of objects in the virtual reality environment.
For example, other vehicles may be represented as animals,
landscape objects, game characters, or other objects that
may move 1n correspondence with the current surroundings
of vehicle 129. Changing light conditions of the environ-
ment of vehicle 129 may have a darkening or lightening
ellect in the virtual reality environment, or may result 1n
changing the virtual reality environment, such as entry into
a cave corresponding with entry into a tunnel by vehicle 129.
The generated virtual reality environment may include
changing the opacity of a portion or all of the display of the
virtual reality device, such that elements in the physical
environment are unobstructed from the passenger’s view.
For example, 1f police vehicle 1s identified (e.g., via image
recognition associated with the vehicle’s camera or other
sensor) and the gaming environment includes a bank rob-
bery scene, portions of the virtual reality display device 133
may become see-through, such that the view of the physical
police vehicle 1s incorporated into the virtual reality envi-
ronment. Opacity of the virtual reality device 133 may be
controlled as a mask layer, segmenting the desired visual
element from the entire field of view, while the i1dentified
object (e.g., the police vehicle) 1s detected by the sensors
126 of vehicle 129 and within the field of view.

The server 125 adapts a fourth element of the virtual
reality environment based on the received externally gener-
ated vehicle sensor data record 1n step S117. The vehicle 129
may receive externally generated data transmitted from
other vehicles 129 nearby. The state of external vehicles may
also provide anticipatory information, such as data indicat-
ing that a vehicle ahead has turned on its left turn signal
indicating that the vehicle ahead will turn left. This antici-
patory data may be used to pre-process virtual reality
clements, such as the movement, appearance, and size of a
corresponding virtual reality element.
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The server 125 adapts a fifth element of the virtual reality
environment based on the recerved infrastructure data record
in act S119. Roadway infrastructure imnformation may pro-
vide information such as whether the vehicle 129 will be
stopped by the tratlic signal ahead, relating to the speed of
play, or movement of content in the virtual reality environ-
ment. Information such as the condition of bridges or
parking lot information may relate to the size, shape, and
layout of objects within the virtual reality environment.
Weather information may relate to filters applied to the
virtual reality environment creating brighter or darker envi-
ronments or may result in weather based objects or back-
ground elements in the virtual environment.

In act S121, the server sends an instruction to adjust an
instrument of the vehicle based on the virtual reality envi-
ronment. The virtual reality environment may further intlu-
ence the physical area around the passenger. There may be
haptic sensors 1n the seat. The seat position, climate, position
of sunroof, or other instruments of the vehicle may be
altered to enhance the virtual experience. For example, a
seat warmer may be activated or deactivated or the position
of the seat may be changed based on the virtual reality
environment. The virtual reality system may further request
passenger input to impact the virtual reality system and/or
the car’s motion itself. Small changes 1n vehicle speed or
braking of the vehicle may be controlled based on events in
the virtual reality environment, if such changes can be safely

made based on the vehicle’s current position, state, and
environment.

The server 125 sends instructions to client devices 122,
129, and/or 133 to display the virtual reality environment via
the virtual reality output device i act S123. The virtual
reality environment output device may include displays on
mobile device 122, virtual reality device 133, and or vehicle
129, or a combination thereof.

Vehicle state data, predictive navigation data, vehicle
environment may individually or collectively provide an
indication that of the end of the trip. At the end of the trip,
clements of the virtual reality environment may provide
visual, physical, or aural signal to the passenger. In semi-
autonomous or autonomous vehicle applications, elements
of the virtual reality environment of the dnver may provide
advance indication that the driver will need to take control
of the vehicle. A countdown may be provided. For example,
a countdown of one minute prior to returning control to the
driver may be provided. The virtual reality environment may
provide another indication that the virtual reality environ-
ment 1s ending. For example, 1n an autonomous or semi-
autonomous car, the video feed of the virtual reality envi-
ronment may indicate to the passenger that the passenger
needs to take control of the vehicle. Elements of the envi-
ronment may be adjusted, such as the ending of a game,
completion of a level, end of tour, pause, opacity of the
virtual 1images may decrease, or other virtual end may be
generated. The virtual reality environment may automati-
cally end upon detection of an impact (such as being struck
by another car), proximity of an emergency vehicle within a
threshold distance. Emergency messages not necessitating
the end of the virtual reality environment may be overlaid or
provided within the virtual environment. An option may be
provided under some circumstances asking the passenger
whether she would like to end the virtual environment based
on events or sensor data. These transition elements provide
the passenger with a smooth transition out of the virtual
reality environment and prepare the passenger to exit the
simulation and/or to take control of the vehicle.
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Additional transition elements may provide the passenger
with the ability to interact with other passengers 1n vehicle
129 or messages/calls received via the passenger’s mobile
device 122. A passenger in vehicle 129 may interact with
vehicle 129 to provide an input indicating that communica-
tion 1s desired. A notification may be provided via the virtual
reality device 133. The notification, such as a sound or visual
indication may be timed based on events 1n the virtual reality
system, such as at the end of a game battle, end of level, or
other suitable time for an interruption within the wvirtual
environment. A notification may also be provided to pas-
sengers 1n the vehicle (via vehicle 129 or virtual reality
device 133) once the notification has been provided 1n the
virtual reality environment, or once the an appropriate time
for interruption has been determined.

FIG. 2 1llustrates the current location of a vehicle and its
predicted route from a top down view 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation. The current location of
vehicle 129 in a simplified birds eye view may be repre-
sented by black circle 129. The vehicle’s location may be
determined relative to map data such as map 2350. Through
predictive navigation/electronic horizon information, a pre-
dicted route 252 may be determined by electronic horizon

generator 131. Features of the area, such as buildings 254,
256, 258, and 260 and roads 262, 264, and 266 are 1llustrated

in FIG. 2. Vehicle 129 1s located on road 264, with building
258 1n the direct line of sight of the passengers.

FI1G. 3 1llustrates the current location of the vehicle and its
predicted route from a perspective view 1n accordance with
the subject technology for creating virtual reality elements
using predictive vehicle navigation. FIG. 3 corresponds to
the first person perspective view of the passengers of vehicle
129 as located in FIG. 2. As with first person perspective,
movement 1s represented from this perspective via changes
in the background, mid ground, and foreground elements
maintaining a similar perspective as the passenger traverses
through the environment. None or some of the passenger
may be visible within the frame. As a vehicle 129 proceeds,
the vehicle may move along the predicted route 252 or
depart from the predicted route, the perspective remains
constant and the passengers and immediate surroundings
may remain 1illustrated from the first person perspective.
Some virtual reality environments may use some or all of the
physical environment adding virtual reality elements as
layers. For example, a virtual reality environment may be
generated based on HD map data stored and electronic
horizon generator 131. Street images may be obtained from
the databases 123a-» of the electronic horizon generator 131
and combined to form a realistic or semi-realistic 1mage of
the vehicle’s physical environment. Virtual reality elements
may be added, or the virtual reality environment may be
skewed to provide a different experience based on the state
and/or environment of the vehicle and predictive navigation
data acquired by vehicle 129. In one example, the environ-
ment may generally correspond with the current physical
environment of vehicle 129; however, the perspective of the
passenger may be raised in the virtual reality environment
such that the virtual environment appears as 11 the passenger
1s flying, rather than grounded. In this flying example, speed.,
incline, decline, acceleration, and deceleration of vehicle
129 may change the perspective height of the virtual flight
and speed of the virtual reality environment.

Some or all of the actual, physical view of the passenger
may be unobstructed. Virtual reality device 133 may include
portions of clear or variable opacity displays that provide the
passenger with a partial (or total) view of the physical
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environment with virtual reality elements projected onto the
display. The virtual reality device 133 may not cover the
entire field of view of the passenger.

FIG. 4A 1llustrates an exemplary virtual reality environ-
ment based on FIGS. 2 and 3 1n accordance with the subject
technology for creating virtual reality elements using pre-
dictive vehicle navigation. The illustrated environment 1is
representative of a rural landscape. The rural landscape may
correspond to a geographical area that has features approxi-
mately corresponding to the features of the current location
of vehicle 129. Features such as barn 254, windmaill 256, hay
bales 258, and trees 260 correspond to the buildings 254,
256, 258, and 260 surrounding the vehicle 129 in the
physical world (as illustrated 1n FIG. 3). Dirt roads 262, 264,
and 266 correspond to the roads 262, 264, and 266 i1mme-
diately surrounding vehicle 129. The virtual reality back-
ground may be based on 1image data associated with a rural
landscape with only some corresponding features. For
example, LiDAR imagery of a small farm may correspond
to dirt roads 262, 264, and 266 and barn 254. As used herein,
the term “roughly corresponds” and “generally corresponds™
encompass their plain and ordinary meaning including the
paths that share a majority of the same turns, straightaways
and layout. “Roughly corresponds” and “generally corre-
sponds” may also mean that less than all turns are repre-
sented 1 one path but not 1n another with correspondence
between a majority of the illustrated paths. The width, angle
between two connected paths, number of lanes, traflic sig-
nals, and other details between paths may differ and still
maintain a “rough correspondence” or “general correspon-
dence.” These 1mage elements may be combined with gen-
crated virtual reality elements for correspondence to the
physical environment of the vehicle. That 1s, the virtual
reality environment may include components taken from
map 1magery stored 1n electronic horizon generator 131 and
combined with generated virtual reality elements 1n order to
correspond with the vehicle’s current location. Alternatively,
some or all of the virtual reality environment and maybe
rendered or stylized based on existing images in map
databases and enhanced through virtual reality by virtual
reality generator 121.

The presented virtual reality environment may include
areas or cities remote from the vehicle’s current location.
For example, a selection of cities may be provided, with
rough correspondence between the current path of the
vehicle and the perspective view of the cityscape. For
example, as the vehicle turns 1n physical space, the virtual
reality environment may also turn onto the next available or
path that roughly corresponds with the path taken by the
vehicle 1n physical space.

FIG. 4B 1llustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation. The illustrated environment
depicts a space theme 1n which planets 254, 256, 238, and
260 correspond to the similarly numbered buildings of
FIGS. 2 and 3. The paths between the planets correspond to
the generally paths of roads 262, 264, and 266 and are
similarly labeled 1n FIG. 4B. The space environment may be
selected by virtual reality generator 121 based on the current
speed of the vehicle or based on predictive navigation. For
example, if the current state of vehicle 129 1s a speed
indicating vehicle 129 1s on a highway, interstate, or Auto-
bahn (relative high speed travel for vehicle 129), the virtual
reality environment may be selected as the space environ-
ment because the vehicle 1s at a relative high speed. When
virtual reality generator 121 determines via electronic hori-
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zon generator 131 that the vehicle will accelerate from the
relative low speed (city driving or traflic jam) to the relative
high speed of interstate driving with no traflic, the current
scene 1n the virtual reality environment may change from
one environment, such as the rural landscape (which may be
used as an environment associated with lower relative
speeds of vehicle 129) to the space scene depicted FIG. 4B.

FI1G. 4C 1llustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 1n accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation. An underground cave explo-
ration virtual reality environment 1s illustrated in FIG. 4C.
Path 264, tunnel 266, and river 262 of the virtual reality
environment may roughly correspond with roads 262, 264,
and 266 of FIGS. 2 and 3. The general topography of the
physical environment of FIG. 3 1s generally repeated 1n the
underground cave exploration environment; however, the
structures present in the physical world are replaced with
rock formations such as rock walls 256 and 260, stalagmites
254, and stalactites 158. Elements in the virtual reality
environment may be generated based on predictive naviga-
tion data determined by electric electronic horizon generator
131. For example, the predictive navigation data may antici-
pate that the vehicle will accelerate from the current vehicle
state upon turning on road 262 of predicted route 252. Based
on the anticipated change in state the virtual reality envi-
ronment e¢lements, paths 264 and 262 may be generated
accordingly. For example, at relative low speeds, path 264
may appear as a dirt tunnel and relative high speed up travel
on path 262 may be rendered as an underground river with
strong currents. Predictive navigation data may also include
anticipated travel speed data for alternate or available paths
for vehicle 129 1n addition to the predicted path 252. This
predictive alternative path data may be used to generate
clements in the wvirtual reality environment that will be
illustrated within the frame even 1f the passenger and the
vehicle 129 continue along the predicted path 252 in the
physical world. Virtual reality elements for alternative paths
outside of the current field of view of the passenger may be
generated and stored by virtual reality generator. If vehicle
129 departs from the predicted path 252, virtual reality
environment elements pre-generated and stored alternative
path virtual reality may be used. If vehicle 129 departs from
the predicted route 2352, electronic horizon generator 131
may determine a new predicted route based on the current
position of vehicle 129. Electronic horizon generator 131
may continually update predicted route mformation based
on the current location of the vehicle. Virtual reality ele-
ments for predicted routes may be generated before the
vehicle 129 physically encounters those portions of the path
such that the virtual reality environment and/or elements
may be generated and transmitted over network 127 from
virtual reality generator 121 to mobile device 122, virtual
reality device 133, and/or vehicle 129 before the data 1s
needed to render the display for the passenger’s experience.
Accordingly, a robust virtual reality experience 1s created
because unanticipated losses of network 127 may not aflect
the virtual reality environment displayed on virtual reality
device 133, because one or more of the client devices may
be capable of processing and/or rendering and displaying
virtual reality elements and environments previously
received over network 127. Preprocessing and sending of
virtual reality elements and/or environments may prevent
gaps 1n the virtual reality experience due to network con-
nectivity. Because predictive vehicle navigation may iden-
tify areas in which network connectivity will be lost well in
advance of the vehicle physically approaching an area, the
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virtual reality environment elements may be regenerated for
the length of the anticipated outage and transmitted over
network 127 to client devices betfore the outage will occur,
providing a beneflt of the disclosure.

FIG. 4D 1llustrates another exemplary virtual reality envi-
ronment based on FIGS. 2 and 3 in accordance with the
subject technology for creating virtual reality elements using
predictive vehicle navigation. FIG. 4D 1s representative of a
virtual reality gaming environment that may be generated
for interactive virtual reality experiences. The passenger
may interact with the virtual reality device 133, mobile
device 122, and/or vehicle 129 to provide mputs to the
virtual reality game. Game environment elements 254, 256,
2358, and 260 generally correspond to the buildings of FIGS.

2 and 3. Similarly, paths 262, 264, and 266 correspond to the

paths that are similarly numbered roads of FIGS. 2 and 3.
Foreground element rainbow 2354, waterfall 258, lollypop
256, and brick wall 260 may change 1n visual appearance

based on detected or anticipated changes in the environment
of vehicle 129.

Additional themes may be presented in virtual reality
environments of the subject disclosure. The virtual reality
experience may enhance the existing view of the physical
world by providing historical or tourism information asso-
ciated with landmarks 1n the vicmity of the vehicle. Other
gaming environments and applications are also contem-
plated. The virtual environment may be a jungle, waterway,
safari, desert, or any other scenario that compliments the
sensations of the vehicle. One theme may be used through-
out the virtual reality experience, or themes may be selected
based on the vehicle’s physical trip. For example, the theme
may switch from a space theme to a jungle based when the
car goes from a relative high speed to a relative low speed.

FIGS. 5-9 illustrates various example systems 120 its
components for creating virtual reality elements using pre-
dictive vehicle navigation. As illustrated in FIGS. 5-7C,
multiple variations of system architectures possible without
departing from the scope of the disclosure. In FIG. 5, system
120 may include a virtual reality generator system 121, one
or more client devices (such as mobile device 122, vehicle
129, or virtual reality device 133), one or more workstations
128, and a network 127. Additional, different, or fewer
components may be provided. For example, many client
devices 122, 129, 133 and/or workstations 128 may be
connected with the network 127. The virtual reality genera-
tor system 121 includes a server 125 and one or more
databases. The server 125 may maintain multiple databases
123a, 1236 . . . 123n. The term database and refers to a set
ol data stored in a storage medium and may not necessarily
reflect specific any requirements as to the relational organi-
zation of the data. The term “server” 1s used herein to
collectively include the computing devices at the virtual
reality generator system 121 for creating, maintaining, and
updating the multiple databases 123a-n. Any computing
device may be substituted for the client device 122, 139, and
133. The computing device may be a host for a website or
web service such as a virtual reality service, mapping
service, a navigation service, or a predictive vehicle navi-
gation service. A mapping service may provide maps gen-
erated from the databases 123a-» using geographic data, and
the navigation service may calculate routing or other direc-
tions from the geographic data. A predictive mapping ser-
vice may include or access a mapping service and/or navi-
gation service to provide anticipatory mapping information.
A virtual reality service may provide virtual reality elements
and/or environments based on information received from
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client devices, mapping services, navigation services, and/or
predictive vehicle navigation services of the databases 123a-
n.

Client devices such as mobile device 122, virtual reality
device 133, and/or vehicle 129 may include processors and
databases providing some or all of the services provided by
virtual reality generator 121 and/or electronic horizon gen-
erator 131. Local virtual reality generator 121 and/or elec-
tronic horizon generator 131 of the client devices may
operate 1n tandem with remote virtual reality generator 121
and/or electronic horizon generator 131 via network 127. As
described herein, processing of virtual reality environment
and elements as described with reference to virtual reality
generator 121 additionally, alternatively, or jointly may be
performed by virtual reality generators disposed 1n or inte-
gral with mobile device 122, virtual reality device 133,
and/or vehicle 129.

Passengers may further provide information such as navi-
gation information, destination, start, length of trip or other
information via client devices. This information may be used
by electronic horizon generator 131 and/or virtual reality
generator 121 to reduce processing needs. Trips with user
entered route information, such as a destination, may result
in reduced computational requirements on electronic hori-
zon generator 131 and virtual reality generator 121, because
clements of the trip are known and the necessary predictive
navigation data may be reduced. The virtual reality genera-
tor 121 and electronic horizon generator 131 may further
employ adaptive learning techniques to determine ire-
quently repeated routes, destinations, and tendencies asso-
ciated with drnivers and other passengers. One example of a
repeated route 1s a commute to the driver’s workplace. The
virtual reality generator 121 and/or electronic horizon gen-
erator 131 may identify this repeated route and store or
pre-compute elements of the virtual reality environment in
association with the route and/or time of travel. Repeated
routes or portions of repeated routes may be stored locally
on client devices, requiring reduced or no interaction with
virtual reality generator 121 and/or electronic horizon gen-
crator 131 via network 127. If vehicle 129 begins a repeated
route and departs from the repeated route, new virtual reality
information may be generated based on the changing route.
A repeated route or a virtual reality experienced that 1s
tavored by the passenger may be i1dentified by the passenger
or automatically i1dentified via the virtual reality generator
121 and may be stored on databases of the mobile device
122, virtual reality device 133, or vehicle 129 for ease of
access.

The use of the electronic horizon generator 131 and
virtual reality generator 121 over network 127 may provide
the ability to identify location and conditions of the vehicle
and vehicle’s surrounding within a range of several kilome-
ters/miles from the current location of vehicle 129. Based on
this advance knowledge of possible vehicle information, the
virtual reality environment may be generated and cached in
a client device 122, 133, or 129, avoiding connectivity 1ssues
with network 127, and providing additional processing time
to create more elaborate or detailed environments reflective
of the location of vehicle 129 by anticipating the vehicle’s
future movements and location 1n advance. Hybrid experi-
ences may be provided where portions of the virtual reality
environment are computed and cached and other informa-
tion 1s generated as 1t becomes available, either locally by a
client device or remotely by virtual reality generator 121 and
clectronic horizon generator 131 via network 127.

The databases 123a-» may include a virtual reality 1mag-
ery database including multiple virtual environments and
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virtual elements. The databases 123a-» may include map
databases, predictive navigation databases, a road imagery
database including street level images, point cloud data,
and/or existing map data. As shown 1n FIG. 9, a master copy
of part or all of database 123 may be stored at the virtual
reality generator system 121 and/or electronic horizon gen-
crator 131. The databases 1235-r» may include alternative
versions or past versions ol virtual reality elements and/or
environments using sensor information from vehicle 129
and/or predictive vehicle navigation information associated
with navigation maps. The master copy of the database 123
may be the most current or up to date copy of the database.
In addition, the client devices such as mobile device 122,
vehicle 129, or virtual reality device 133 may store a local
copy of the database 123. In one example, the local copy of
the database 123 1s a full copy of the database, and 1n another
example, the local copy of the database 123 may be a cached
or partial portion of one or more of databases 123a-n.

The local copy of the database 123 may include data from
various versions of the database 123a-n. The cached portion
may be defined based on a geographic location of mobile
devices 122, vehicles 129, or virtual reality devices 133 or
a user selection made at the client devices 122, 129, or 133.
The servers 125 may send virtual reality data and/or pre-
dictive navigation data to the client devices 122, 129, or 133.

The mobile device 122 may be a personal navigation
device (PND), a portable navigation device, smart phone, a
mobile phone, a personal digital assistant (PDA), a car, a
tablet computer, a notebook computer, and/or any other
known or later developed connected device or personal
computer. Non-limiting embodiments of navigation devices
may also include relational database service devices, mobile
phone devices, or car navigation devices. Mobile device 122
may be coupled with or mounted on virtual reality device
133, such that a display of the mobile device 122 constitutes
the display of virtual reality device 133. Mobile device 122
may include one or more database 124. The content of
database 124 may include some or all portions of data stored
in databases 123a-n.

Vehicle 129 may be coupled with a client device or may
include one or more mobile devices 122, one or more virtual
reality devices 133, and one or more sensors 126. Vehicle
129 may have a mobile device 122 and/or virtual reality
device 133 associated with one or more passengers. Vehicle
129 may be an autonomous driving vehicle, a data acquisi-
tion vehicle, or a vehicle equipped with navigation or other
communication capabilities. Sensors 126 may include short
range sensors capable of collecting data at a range of up to
a few hundred meters/feet. Non limiting examples of short
range sensors include both active and passive detectors
including, but not limited to, infrared detectors, ultrasonic
detectors, microwave detectors, acoustic detectors, piezo-
clectric, photoelectric, wideband spread-spectrum, inductive
loop, position, velocity, acceleration detectors. Some sen-
sors may acquire information about the current state of the
vehicle including engine pressure, temperature, tire pres-
sure, wheel speed and vibration. Some sensors 126 may
detect data used by the predictive navigation system 1nclud-
ing but not limited to, battery charge level, gas level, turn
signal setting, steer angle, gear selection, windshield wiper
setting, headlight and 1nterior light settings, obstacle detec-
tion, and a navigation system. Some sensor data may be
acquired by other vehicles on the roadway used to determine
anticipated road conditions for vehicles behind it.

The virtual reality device 133 may include virtual reality
headsets, helmets, glasses, screens, controllers, remotes, or
joysticks. Virtual reality device may further include one or
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more processor, memory, nput device, communication
interface, position circuitry and/or display. The virtual real-
ity device 133 may be integrated with or coupled with a
mobile device 122.

The virtual reality generator system 121, electronic hori-
zon generator system 131, the workstation 128, mobile

device 122, vehicle 129, virtual reality device 133, network-
ing device 135 and tratlic device 137 are coupled with the
network 127. The phrase “coupled with™ 1s defined to mean
directly connected to or indirectly connected through one or
more intermediate components. Such mntermediate compo-
nents may include hardware and/or soitware-based compo-
nents.

The network 127 may include wired networks, wireless
networks, or combinations thereof. The wireless network
may be a cellular telephone network, an 802.11, 802.16,
802.20, or WiMax network. Further, the network 127 may be
a public network, such as the Internet, a private network,
such as an intranet, or combinations thereof, and may utilize
a variety of networking protocols now available or later
developed including, but not limited to TCP/IP based net-
working protocols.

As 1llustrated 1 FIG. 6, the system 120 of FIG. 5 may
include additional devices and components communicating
with the network and/or virtual reality generator 121 and/or
clectronic horizon generator 131. These additional devices
and components may include additional vehicles 129, net-
working device 135, and traflic device 137. Vehicles 129
may provide information to virtual reality generator 121 and
clectronic horizon generator 131 that may be used to gen-
crate virtual reality content for passengers in other vehicles
129.

Networking devices 135 may include base transceiver
stations (BTS) routers, switches, access devices, multiplex-
ers, and servers. Networking devices 135, such as a BTS
may store data collected by passing vehicles via Edge
computing. Vehicle data stored by networking devices 1335
may later be accessed or received via network 127 to
generate virtual reality content for later passing vehicles.
Tratlic device 137 include data sources providing data
associated with traflic signals and patterns including tratlic
lights, pedestrian crosswalk lights, railroad crossing arms,
traflic cameras, radar sensors, traflic signal preemption
devices, or any other traflic or transportation related device.
Trathc device 137 may provide data associated with road-
way 1nfrastructure. Data stored locally on networking
devices 135 may include pre-defined or pre-computed mod-
cls for the virtual reality system to reduce latency in the
system. Topography, local traflic conditions, infrastructure
information, or other data may be stored 1n a networking
device 135 such as a base station. The storage and prepa-
ration of such data may provide flexibility for the system,
climinating the need for some information to be passed
through portions of network 127 to virtual reality generator
121 or electronic horizon generator 131. Locally stored
information may be received directly by the client devices
122, 129, and/or 133 and processed locally on one or more
of these devices to produce or enhance virtual reality ele-
ments and environments of the system.

Vehicle 129 may communicate with one or more addi-
tional vehicles 129 near the current location of vehicle 129.
Alternatively or additionally, data originating from addi-
tional vehicles 129 received or acquired by virtual reality
generator 121 and/or electronic horizon generator 131 over
network 127 and may be used to generate predictive navi-
gation.
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FIG. 7A illustrates an embodiment of system 120 in which
mobile device 133 serves as the primary connection to
virtual reality generator 121 and electronic horizon genera-
tor 131. The virtual reality device 133 and vehicle 129 may
transmit and receive data to mobile device 122. Mobile
device 122 may receive virtual reality data from virtual
reality generator 121 and/or electronic horizon generator
131 and transmuit the received data to virtual reality device
133 and/or vehicle 129. Mobile device 122 may receive or
access data from sensor 126 and, in turn, transmit the
received sensor data to the electronic horizon generator 131
and/or virtual reality generator 121 via network 127.

In some embodiments of system 120 as 1llustrated i FIG.
7B, the virtual reality device 133 may be connected to the
clectronic horizon generator 131 and the virtual reality
generator 121 via network 127. The virtual reality device
133 may be connected both the vehicle 129 and a mobile
device 122 via a wired or wireless personal area network
(PAN) such as Bluetooth or Universal Serial Bus (USB),
Wi-F1, sim card, cellular network, or other wired or short
range connection. The virtual reality device 133 may receive
or retrieve sensor related mformation directly from vehicle
129, or may receive or retrieve sensor related imnformation
associated with vehicle 129 via network 127. Virtual reality
device 133, mobile device 122, and vehicle 129 may be
connected to other virtual reality devices 133 and/or mobile
devices 122 of passengers in the same vehicle 129. Client
devices 122, 133, and 129 may further connect with client

devices associated with other vehicles proximate to vehicle
129.

As 1llustrated 1n FIG. 7C, system 120, vehicle 129 may be
connected to the electronic horizon generator 131 and virtual
reality generator 121 via network 127. Mobile device 122
and virtual reality device 133 may be connected to vehicle
129. In some cases and/or during some periods of time,
mobile device 122 and/or virtual reality device 133 may not
be directly connected to network 127 and may send and
receive miformation associated with virtual electronic hori-
zon generator 131 and virtual reality generator 121 only
through vehicle 129. Unlike FIG. 7B, virtual reality device
133 may not directly access network 127, electronic horizon
generator 131, or virtual reality generator 121. Instead,
vehicle 129 may provide virtual reality content to virtual
reality device 133.

FIG. 8 illustrates an exemplary client device such as
mobile device 122, vehicle 129, and virtual reality device
133 of the system of the preceding figures. The client
devices 122, 129, and/or 133 include a processor 200, a
memory 204, an mput device 203, a communication inter-
tace 205, position circuitry 207, and a display 211. Addi-
tional, different, or fewer components are possible for the
client devices 122, 129, and/or 133.

The positioning circuitry 207 may include a Global Posi-
tioning System (GPS), Global Navigation Satellite System
(GLONASS), or a cellular or similar position sensor for
providing location data. The positioning system may utilize
GPS-type technology, a dead reckoning-type system, cellu-
lar location, or combinations of these or other systems. The
positioning circuitry 207 may 1include suitable sensing
devices that measure the traveling distance, speed, direction,
and so on, of client devices 122, 129, and/or 133. The
positioning system may also include a recerver and corre-
lation chip to obtain a GPS signal. Alternatively or addi-
tionally, the one or more detectors or sensors may include an
accelerometer built or embedded into or within the interior
of the client devices 122, 129, and/or 133. The accelerom-

eter 1s operable to detect, recognize, or measure the rate of
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change of translational and/or rotational movement of the
client devices 122, 129, and/or 133. client devices 122, 129,
and/or 133 receive location data from the positioning sys-
tem. The location data indicates the location of client
devices 122, 129, and/or 133.

The mput device 203 may be one or more buttons,
keypad, keyboard, mouse, stylist pen, trackball, rocker
switch, touch pad, voice recognition circuit, or other device
or component for inputting data to the mobile device 100.
The mput device 203 and the display 211 may be combined
as a touch screen, which may be capacitive or resistive. The
display 211 may be a liquid crystal display (LCD) panel,
light emitting diode (LED) screen, thin film transistor
screen, or another type of display.

The processor 200 and/or processor 300 may include a
general processor, digital signal processor, an application
specific mtegrated circuit (ASIC), field programmable gate
array (FPGA), analog circuit, digital circuit, combinations
thereol, or other now known or later developed processor.
The processor 200 and/or processor 300 may be a single
device or combinations of devices, such as associated with
a network, distributed processing, or cloud computing.

The memory 204 and/or memory 301 may be a volatile
memory or a non-volatile memory. The memory 204 and/or
memory 301 may include one or more of a read only
memory (ROM), random access memory (RAM), a tlash
memory, an electronic erasable program read only memory
(EEPROM), or other type of memory. The memory 204
and/or memory 301 may be removable from client devices
122, 129, and/or 133, such as a secure digital (SD) memory
card.

The communication interface 205 and/or communication
interface 305 may include any operable connection. An
operable connection may be one 1n which signals, physical
communications, and/or logical communications may be
sent and/or received. An operable connection may include a
physical interface, an electrical interface, and/or a data
interface. The communication interface 205 and/or commu-
nication intertace 305 provides for wireless and/or wired
communications in any now known or later developed
format.

Client devices 122, 129, and/or 133 are configured to
execute algorithms to for generating, enhancing, rendering,
and/or displaying virtual reality elements and/or virtual
reality environments. Virtual reality elements may be depen-
dent on information acquired by sensors of vehicle 129,
using predictive vehicle navigation associated with mapping,
databases, and may also be dependent on 1information origi-
nating from other sources such as networking devices 135,
traflic signals 137, emergency services and the like. Client
devices 122, 129, and/or 133 may be configured to acquire
sensor information from one or more vehicles 129 including
geolocation, short range sensors of vehicles 129, and/or
navigation information and/or predictive vehicle navigation
information from electronic horizon generator 131. Using
acquired information, the client devices 122, 129, and/or
133 independent of, or in conjunction with, servers 125
generate, enhance, render, and/or display wvirtual reality
clements and/or virtual reality environments.

Using mput from the end user, client devices 122, 129
and/or 133, the client devices and/or electronic horizon
generator 131 may examine potential routes between an
origin location and a destination location to determine an
optimum route. Client devices 122, 129 and/or 133, the
client devices and/or electronic horizon generator 131 may
then provide the end user with information about the opti-
mum route 1 the form of guidance that identifies the
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maneuvers required to be taken by the end user to travel
from the origin to the destination location. Some client
devices 122, 129 and/or 133, may additionally display
detailed maps on displays outlining the route, the types of
maneuvers to be taken at various locations along the route,
locations of certain types of features, and so on.

FIG. 9 illustrates example servers such as the servers 125
of virtual reality generator 121 and/or electronic horizon
generator 131. The server 125 includes a processor 300, a
communication interface 305, and a memory 301. The
server 125 may be coupled to one or more databases 123 and
a workstation 128. The workstation 128 may be used to enter
data regarding sensor information, 1mages, map data, virtual
reality elements, virtual reality environments, navigation
information, and predictive navigation information. The
databases 123 may include information entered from work-
station 128, sensor mformation, images, map data, virtual
reality elements, virtual reality environments, navigation
information, and predictive navigation information. Addi-
tional, different, or fewer components may be provided in
the server 125. FIG. 1 1llustrates an example flow diagram
for the operation of server 125. Additional, different, or
fewer acts may be provided.

The processor 300 and/or processor 200 may include a
general processor, digital signal processor, an application
specific integrated circuit (ASIC), field programmable gate
array (FPGA), analog circuit, digital circuit, combinations
thereof, or other now known or later developed processor.
The processor 200 and/or processor 300 may be a single
device or combinations of devices, such as associated with
a network, distributed processing, or cloud computing.

The memory 301 and/or memory 204 may be a volatile
memory or a non-volatile memory. The memory 301 and/or
memory 204 may include one or more of a read only
memory (ROM), random access memory (RAM), a flash
memory, an electronic erasable program read only memory
(EEPROM), or other type of memory. The memory 301
and/or memory 204 may be removable from client devices
122, 129, and/or 133, such as a secure digital (SD) memory
card.

The commumnication interface 305 and/or communication
interface 205 may include any operable connection. An
operable connection may be one 1n which signals, physical
communications, and/or logical communications may be
sent and/or received. An operable connection may include a
physical interface, an electrical interface, and/or a data
interface. The communication interface 205 and/or commu-
nication interface 305 provides for wireless and/or wired
communications 1 any now known or later developed
format.

The term “computer-readable medium”™ includes a single
medium or multiple media, such as a centralized or distrib-
uted database, and/or associated caches and servers that
store one or more sets of instructions. The term “computer-
readable medium” shall also include any medium that 1s
capable of storing, encoding or carrying a set of instructions
for execution by a processor or that cause a computer system
to perform any one or more of the methods or operations
disclosed herein.

In a particular non-limiting, exemplary embodiment, the
computer-readable medium can include a solid-state
memory such as a memory card or other package that houses
one or more non-volatile read-only memories. Further, the
computer-readable medium can be a random access memory
or other volatile re-writable memory. Additionally, the com-
puter-readable medium can include a magneto-optical or
optical medium, such as a disk or tapes or other storage
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device to capture carrier wave signals such as a signal
communicated over a transmission medium. A digital file
attachment to an e-mail or other selif-contained imnformation
archive or set of archives may be considered a distribution
medium that 1s a tangible storage medium. Accordingly, the
disclosure 1s considered to include any one or more of a
computer-readable medium or a distribution medium and
other equivalents and successor media, 1n which data or
instructions may be stored. These examples may be collec-
tively referred to as a non-transitory computer readable
medium.

In an alternative embodiment, dedicated hardware imple-
mentations, such as application specific integrated circuits,
programmable logic arrays, and other hardware devices can
be constructed to implement one or more of the methods
described herein. Applications that may include the appara-
tus and systems of various embodiments can broadly include
a variety of electronic and computer systems. One or more
embodiments described herein may implement functions
using two or more specific interconnected hardware modules
or devices with related control and data signals that can be
communicated between and through the modules, or as
portions of an application-specific integrated circuit.
Accordingly, the present system encompasses soltware,
firmware, and hardware implementations.

In accordance with various embodiments of the present
disclosure, the methods described herein may be imple-
mented by solftware programs executable by a computer
system. Further, in an exemplary, non-limited embodiment,
implementations can include distributed processing, com-
ponent/object distributed processing, and parallel process-
ing. Alternatively, virtual computer system processing can
be constructed to implement one or more of the methods or
functionality as described herein.

Although the present specification describes components
and functions that may be mmplemented in particular
embodiments with reference to particular standards and
protocols, the invention 1s not limited to such standards and
protocols. For example, standards for Internet and other
packet switched network transmission (e.g., TCP/IP, UDP/
IP, HTML, HTTP, HTTPS) represent examples of the state
of the art. Such standards are periodically superseded by
faster or more efficient equivalents having essentially the
same functions. Accordingly, replacement standards and
protocols having the same or similar functions as those
disclosed herein are considered equivalents thereof.

A computer program (also known as a program, software,
soltware application, script, or code) can be written 1n any
form of programming language, including compiled or
interpreted languages, and 1t can be deployed in any form,
including as a standalone program or as a module, compo-
nent, subroutine, or other unit suitable for use 1n a computing,
environment. A computer program does not necessarily
correspond to a file 1n a file system. A program can be stored
in a portion of a file that holds other programs or data (e.g.,
one or more scripts stored 1n a markup language document),
in a single file dedicated to the program in question, or 1n
multiple coordinated files (e.g., files that store one or more
modules, sub programs, or portions of code). A computer
program can be deployed to be executed on one computer or
on multiple computers that are located at one site or dis-
tributed across multiple sites and interconnected by a com-
munication network.

The processes and logic flows described in this specifi-
cation can be performed by one or more programmable
processors executing one or more computer programs to
perform functions by operating on input data and generating,
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output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
purpose logic circuitry, e.g., a field programmable gate array
(FPGA) or an application specific integrated circuit (ASIC).

As used 1n this application, the term ‘circuitry’ or ‘circuit’
refers to all of the following: (a) hardware-only circuit
implementations (such as implementations in only analog
and/or digital circuitry) and (b) to combinations of circuits
and software (and/or firmware), such as (as applicable): (1)
to a combination of processor(s) or (11) to portions of
processor(s)/software (including digital signal processor(s)),
software, and memory(ies) that work together to cause an
apparatus, such as a mobile phone or server, to perform
various functions) and (c¢) to circuits, such as a micropro-
cessor(s) or a portion of a microprocessor(s), that require
soltware or firmware for operation, even if the software or
firmware 1s not physically present.

This definition of ‘circuitry’ applies to all uses of this term
in this application, including 1n any claims. As a further
example, as used 1n this application, the term “circuitry”
would also cover an implementation of merely a processor
(or multiple processors) or portion of a processor and 1ts (or
their) accompanying soitware and/or firmware. The term
“circuitry” would also cover, for example and 1f applicable
to the particular claim element, a baseband integrated circuit
or applications processor integrated circuit for a mobile
phone or a similar integrated circuit 1n server, a cellular
network device, or other network device.

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor receives
instructions and data from a read only memory or a random
access memory or both. The essential elements of a com-
puter are a processor for performing instructions and one or
more memory devices for storing instructions and data.
Generally, a computer also includes, or i1s operatively
coupled to receive data from or transier data to, or both, one
or more mass storage devices for storing data, e.g., mag-
netic, magneto optical disks, or optical disks. However, a
computer need not have such devices. Moreover, a computer
can be embedded 1n another device, e.g., a mobile telephone,
a personal digital assistant (PDA), a mobile audio playver, a
Global Positioning System (GPS) receiver, to name just a
tew. Computer readable media suitable for storing computer
program 1nstructions and data include all forms ol non-
volatile memory, media and memory devices, including by
way ol example semiconductor memory devices, e.g.,
EPROM, EEPROM, and flash memory devices; magnetic
disks, e.g., internal hard disks or removable dlsks, magneto
optical disks; and CD ROM and DVD-ROM disks. The
processor and the memory can be supplemented by, or
incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described 1n this specification can be imple-
mented on a device having a display, e.g., a cathode ray tube
(CRT) or liqud crystal display (LCD) monitor, for display-
ing information to the user and a keyboard and a pointing
device, e.g., a mouse or a trackball, by which the user can
provide mput to the computer. Other kinds of devices can be
used to provide for interaction with a user as well; for
example, feedback provided to the user can be any form of
sensory feedback, e.g., visual feedback, auditory feedback,
or tactile feedback; and mnput from the user can be received
in any form, including acoustic, speech, or tactile mput.

Embodiments of the subject matter described in this
specification can be implemented in a computing system that
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includes a back end component, e.g., as a data server, or that
includes a middleware component, e.g., an application
server, or that includes a front end component, e.g., a client
computer having a graphical user interface or a Web browser
through which a user can interact with an implementation of 3
the subject matter described in this specification, or any
combination of one or more such back end, middleware, or
front end components. The components of the system can be
interconnected by any form or medium of digital data
communication, €.g., a commumnication network. Examples 10
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN™), e.g., the
Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and 15
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

The illustrations of the embodiments described herein are 20
intended to provide a general understanding of the structure
of the wvarious embodiments. The illustrations are not
intended to serve as a complete description of all of the
clements and features of apparatus and systems that utilize
the structures or methods described herein. Many other 25
embodiments may be apparent to those of skill in the art
upon reviewing the disclosure. Other embodiments may be
utilized and derived from the disclosure, such that structural
and logical substitutions and changes may be made without
departing from the scope of the disclosure. Additionally, the 30
illustrations are merely representational and may not be
drawn to scale. Certain proportions within the illustrations
may be exaggerated, while other proportions may be mini-
mized. Accordingly, the disclosure and the figures are to be
regarded as 1llustrative rather than restrictive. 35

While this specification contains many specifics, these
should not be construed as limitations on the scope of the
invention or of what may be claimed, but rather as descrip-
tions of features specific to particular embodiments of the
invention. Certain features that are described 1n this speci- 40
fication 1n the context of separate embodiments can also be
implemented 1n combination 1n a single embodiment. Con-
versely, various features that are described 1n the context of
a single embodiment can also be implemented 1n multiple
embodiments separately or in any suitable sub-combination. 45
Moreover, although features may be described above as
acting 1n certain combinations and even 1nitially claimed as
such, one or more features from a claimed combination can
in some cases be excised from the combination, and the
claimed combination may be directed to a sub-combination 50
or variation of a sub-combination.

Similarly, while operations are depicted in the drawings
and described herein 1n a particular order, this should not be
understood as requiring that such operations be performed in
the particular order shown or 1n sequential order, or that all 55
illustrated operations be performed, to achieve desirable
results. In certain circumstances, multitasking and parallel
processing may be advantageous. Moreover, the separation
of various system components in the embodiments described
above should not be understood as requiring such separation 60
in all embodiments, and i1t should be understood that the
described program components and systems can generally
be 1ntegrated together 1n a single software product or pack-
aged 1to multiple software products.

One or more embodiments of the disclosure may be 65
referred to herein, individually and/or collectively, by the
term “‘invention” merely for convenience and without
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intending to voluntarily limit the scope of this application to
any particular invention or inventive concept. Moreover,
although specific embodiments have been 1llustrated and
described herein, 1t should be appreciated that any subse-
quent arrangement designed to achieve the same or similar
purpose may be substituted for the specific embodiments
shown. This disclosure i1s intended to cover any and all
subsequent adaptations or variations ol various embodi-
ments. Combinations of the above embodiments, and other
embodiments not specifically described herein, will be
apparent to those of skill in the art upon reviewing the
description.

The Abstract of the Disclosure 1s provided to comply with
37 C.FR. § 1.72(b) and 1s submitted with the understanding
that 1t will not be used to interpret or limit the scope or
meaning of the claims. In addition, 1n the foregoing Detailed
Description, various features may be grouped together or
described 1n a single embodiment for the purpose of stream-
lining the disclosure. This disclosure 1s not to be interpreted
as reflecting an intention that the claamed embodiments
require more features than are expressly recited in each
claim. Rather, as the following claims reflect, inventive
subject matter may be directed to less than all of the features
of any of the disclosed embodiments. Thus, the following
claims are incorporated into the Detailed Description, with
cach claim standing on 1ts own as defining separately
claimed subject matter.

It 1s intended that the foregoing detailed description be
regarded as 1illustrative rather than limiting and that it 1s
understood that the following claims including all equiva-
lents are intended to define the scope of the invention. The
claims should not be read as limited to the described order
or elements unless stated to that eflect. Therefore, all
embodiments that come within the scope and spirit of the
following claims and equivalents thereto are claimed as the
invention.

I claim:

1. A method of generating a virtual reality environment
for a wearable virtual reality device for a passenger of a
vehicle, the method comprising: receiving a vehicle state
sensor data record associated with a current state of the
vehicle;

receiving, from map data associated with a current loca-

tion of the vehicle, a predictive vehicle navigation data
record including an electronic horizon of the vehicle
including a relative speed of the vehicle relative to an
environment or relative to another vehicle;

adapting a first element of the virtual reality environment

for the wearable virtual reality device based on the
recerved vehicle state sensor data record;

generating a second element of the virtual reality envi-

ronment for the wearable virtual reality device based on
the received predictive vehicle navigation data record
and the electronic horizon of the vehicle including the
relative speed of the vehicle for an increase or decrease
of speed of the vehicle within the virtual reality envi-
ronment;

combining the first element of the virtual reality environ-

ment based on the received vehicle state sensor data
record and the second element of the virtual reality
environment based on the received predictive vehicle
navigation data record and the electronic horizon of the
vehicle including the relative speed of the vehicle; and
providing, to the wearable virtual reality device, the first
clement of the virtual reality environment based on the
received vehicle state sensor data record and the second
clement of the virtual reality environment based on the
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received predictive vehicle navigation data record and
the electronic horizon of the vehicle including the
relative speed of the vehicle.
2. The method of claim 1, the method further comprising;:
receiving a vehicle environment sensor data record asso-
ciated with current surroundings of the vehicle; and

generating a third element of the virtual reality environ-
ment based on the received vehicle environment sensor
data record associated with the current surroundings of
the vehicle.

3. The method of claim 1, the method further comprising:

sending an 1instruction to adjust an mstrument of the

vehicle based on the virtual reality environment.

4. The method of claim 1, the method further comprising:

receiving an externally generated vehicle state sensor data

record from at least one other vehicle; and

adapting a fourth element of the virtual reality environ-

ment based on the recerved externally generated
vehicle sensor data record.

5. The method of claim 1, the method further comprising:

receiving an inirastructure data record from roadway

infrastructure; and

adapting a fifth element of the virtual reality environment

based on the received infrastructure data record.

6. The method of claim 1, wherein the received vehicle
state sensor data record mcludes a current state of accelera-
tion or deceleration of the vehicle.

7. The method of claim 1, wherein the virtual reality
environment includes a path corresponding to a predicted
route of the vehicle.

8. An apparatus for generating a virtual reality environ-
ment for a wearable virtual reality device for a passenger of
a vehicle, comprising;

at least one processor; and

at least one memory mncluding computer program code for

one or more programs; the at least one memory and the

computer program code configured to, with the at least

one processor, cause the system to at least perform:

receive a vehicle state sensor data record associated
with a current state of the vehicle;

receive a predictive vehicle navigation data record
including an electronic horizon of the vehicle includ-
ing a relative speed of the vehicle relative to an
environment or relative to another vehicle;

receive a vehicle environment sensor data record asso-
ciated with current surroundings of the vehicle;

adapt a first element of a virtual reality environment for
the wearable virtual reality device based on the
received vehicle state sensor data records;

generate a second element of the virtual reality envi-
ronment for the wearable virtual reality device based
on the received predictive vehicle navigation data
record, the second element providing an increase or
decrease of speed of the vehicle within the virtual
reality environment; and

generate a third element of the virtual reality environ-
ment for the wearable virtual reality device based on
the received vehicle environment sensor data record
associated with the current surroundings of the

vehicle; and

combine the first element of the virtual reality envi-
ronment, the second element of the virtual reality
environment, and the third element of the wvirtual
reality environment for the wearable virtual reality
device.
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9. The system of claim 8, the at least one memory and the
computer program code configured to, with the at least one
processor, cause the system to at least perform:

send an instruction to adjust an mstrument of the vehicle

based on the virtual reality environment.

10. The system of claim 8, the at least one memory and
the computer program code configured to, with the at least
one processor, cause the system to at least perform:

recerve an externally generated vehicle state sensor data

record from at least one other vehicle; and

adapt a fourth element of the virtual reality environment

based on the received externally generated vehicle
sensor data record.

11. The system of claim 8, the at least one memory and the
computer program code configured to, with the at least one
processor, cause the system to at least perform:

recerve an inirastructure data record from roadway infra-

structure; and

adapt a fifth element of the virtual reality environment

based on the received infrastructure data record.
12. The system of claim 8, wherein the recerved vehicle
state sensor data record includes a current state of accelera-
tion or deceleration of the vehicle.
13. The system of claim 8, wherein the virtual reality
environment includes a path corresponding to a predicted
route of the vehicle.
14. A non-transitory computer readable medium including
instructions that when executed are operable to:
receive a vehicle state sensor data record associated with
a current state of a vehicle;

recerve a predictive vehicle navigation data record includ-
ing electronic horizon of the vehicle including a rela-
tive speed of the vehicle relative to an environment or
relative to another vehicle:
receive a vehicle environment sensor data record associ-
ated with current surroundings of the vehicle; and

provide a display for a wearable virtual reality device with
the current state of the vehicle, the predictive vehicle
navigation record including the electronic horizon of
the vehicle and the current surroundings of the vehicle
to provide an increase or decrease of speed of the
vehicle within the virtual reality environment.

15. The non-transitory computer readable medium of
claam 14, including instructions that when executed are
operable to:

send an 1nstruction to adjust an mstrument of the vehicle

based on the virtual reality environment.

16. The non-transitory computer readable medium of
claam 14, including instructions that when executed are
operable to:

recerve an externally generated vehicle sensor data record

from at least one other vehicle; and

adapt a fourth element of the virtual reality environment

based on the received externally generated vehicle
sensor data record.

17. The non-transitory computer readable medium of
claiam 14, including instructions that when executed are
operable to:

recerve an inirastructure data record from roadway infra-

structure; and

adapt a {ifth element of the virtual reality environment

based on the recerved mirastructure data record.

18. The non-transitory computer readable medium of
claim 14, wherein the received vehicle state sensor data
record includes a current state of acceleration or deceleration
of the vehicle.



US 10,724,874 B2
27

19. The non-transitory computer readable medium of
claim 14, wherein the generated the virtual reality environ-
ment includes a path corresponding to a predicted route of
the vehicle.

20. The non-transitory computer readable medium of 5
claam 14, including instructions that when executed are
operable to:

receive an autonomous driving vehicle data record asso-

ciated with driver control: and

generate a sixth element of the virtual reality environment 10

based on the received autonomous driving vehicle data
record.
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