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FIG. 3
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FIG. 4
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SECURE COMPUTATION DATA
UTILIZATION SYSTEM, METHOD,
APPARATUS AND NON-TRANSITORY
MEDIUM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a National Stage of International
Application No. PCT/JP2015/063226, filed on May 7, 2015,

the contents of all of which are incorporated herein by
reference in their entirety.

FIELD

The present invention relates to a secure computation data
utilization system, method, apparatus and non-transitory

medium.

BACKGROUND

The related art will be described below.

Inventors including part of the present inventors have
already proposed a database system to cope with informa-
tion leakage (see, for example, Patent Literature 1). FIG. 1
1s an explanatory diagram newly created by the present
inventors 1n order to exemplily an outline of one aspect of
the disclosure of Patent Literature 1. The {following
describes the outline. Note that in FIG. 1, names and
reference numerals of constituent elements are not the same
as those 1n the drawings of Patent Literature 1.

An application apparatus 110 on which an application
soltware (program) runs 1ssues a request to perform a certain
process on data stored (stored with being encrypted) in a
database system 130 and send back to the application
apparatus 110. An intermediate apparatus (corresponds to a
user system 1n Patent Literature 1) 120 changes this request
adapted to a method for applying a cryptographic protocol 1n
the database and an application result of the method (query
sentence 1) and sends the query sentence 1 to the database
system 130. The result of this request 1s, for example, a
ciphertext. There are cases 1n which simple decryption of the
ciphertext does not provide processed data requested by the
application apparatus 110.

In response to the request from the intermediate apparatus
120, the database control means 131 processes the data 1n
ciphertext by using the encryption protocol 133 and sends
the processed result to the intermediate apparatus 120. The
intermediate apparatus 120 decrypts received data, applies
turther processing (corresponding to a query sentence 2) as
necessary, and then sends the data to the application appa-
ratus 110.

Since a cyphertext 1s processed using the cryptographic
protocol 133 1n the database system 130, the ciphertext of
data requested by the application apparatus 110 cannot
always be generated promptly. Further, there are sometimes
such cases wherein the database control means 131 can
reduce data amount (transifer amount) to be returned to the
intermediate apparatus 120, by filtering data in ciphertext as
it 1s or by calculating statistical values 1n ciphertext as 1t 1s.
Furthermore, when the intermediate apparatus 120 1s
adapted to process a plaintext obtained by decrypting the
encrypted data using a secret key 121, the intermediate
apparatus 120 can perform such data processing that could
not be performed on data 1n ciphertext as 1t 1s. As a result,
data desired by the application apparatus 110 can be sent to
the application apparatus 110.
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With such a technique, when the application apparatus
110 1ssues a request for data to the database system 130, as
though the data 1s not encrypted, the database system 130
can deliver desired data to the application apparatus 110,
even when the data that has been encrypted 1s stored and the
database 130 has not an encryption key. In addition, the
amount of data transferred from the database system 130 to
the intermediate apparatus 120 can be reduced as compared
with a case of passing all ciphertexts related to the request.

Secret sharing schemes are widely known as information
security technologies (reference may be made to Non-Patent
Literatures 1 and 2). For example, it 1s possible to implement
a system that distributes information to a plurality of data-
bases or memory systems by using secret sharing scheme to
reduce possibility of occurrence of loss of original informa-
tion, due to possibility of information leakage and data
corruption eftc.

A (k, n) threshold secret sharing scheme by polynomial
interpolation includes the following distribution and recon-
struction processing (reference may be done to Non-Patent

Literatures 1 and 2, etc.).
<Distribution>

A random k-1 order polynomial with a secret s as a
constant term a,

Fx)y=ag+a;x+a>,x"(k-1)

(a, to a,_, are integers, 1s a power operator). An owner of
the secret s sends F(1) as a share W1 to a share holder
(apparatus) with an 1dentifier 1. It 1s assumed that 1dentifiers
1 to n are allocated to n share holders.

<Reconstruction=>

The secret s (=a,) can be obtained by collecting (1, Wi) of
k share holders.

When realizing the (k, n) threshold scheme on finite prime
field Z/qZ with q as a prime, the coeflicients a, to a,_, of the
polynomial are also an element on Z/qZ and addition,
subtraction, and multiplication, are performed on Z/qZ. The
secret s (=F (0)) 1s also an element on Z/qZ. The share of the
share holder 1 1s F(1) mod q. The secret s (=F(0) mod q),
obtained by selecting a set S={i,,...,1.}<={1,2,...,n},
using Lagrangian interpolation. F (0) 1s given by:

F(0) = )" F(inA,s(0)modg

ires

.y
_ g Fip | | - ——modg
J

I.]JES IJ,'ES"UIJ

In realizing the (k, n) threshold secret sharing scheme on
the finite prime field Z/qZ, even 1f k-1 shares are collected,
information on secret s cannot be obtained at all.

There 1s known a (K, L, n) threshold ramp type secret
sharing scheme using three parameter that allows some
information of secret s to be obtained from 1 share (k—L+
l1=1<k-1), but 1t 1s possible to obtain mnformation of the
secret s from k shares (k 1s a threshold) and information on
the secret s cannot be obtained at all from k-L shares (for
example, reference may be made to Non-Patent Literature
2).

That data A 1s secrete-shared means that each of a
plurality of shares obtained by secret sharing of the data A
1s held in each of the apparatus sets.

In a secure multiparty computation, secret-shares of data
are sent to a plurality of apparatuses which repeatedly
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perform partial calculation of secret shares, so that various
calculations can be performed with the data being kept
concealed.

For example, 1n the multi- party protocol, each apparatus
i (i=1 to n) distributes shares w', , W, ..., W’ obtained
by secret sharing of the Secret 51 of the apparatus to each
apparatus. Each apparatus 1 (1=1 to n) holds the shares
W, ..., W, _, W, ., ...,w, distributed to the apparatus
1 from other apparatuses | (] 1 to n, where j=1) 1n addition
to the share w1 and calculates the function h (w',,

W, L, WL WL, WSV, L L,V L L, V), where
vi, ..., VI, . . . V' are shares of function Values V=g
(S, Sss . . ., 8, )of the secret information s,, S,, . .., s, (see

Non-Non-Patent Literature 3). Non-Non-Patent Literature 3
proposes an arrangement that enables execution of relational
algebra operations using multi-party protocols and enables
all structural operations without decrypting data on a data-
base distributed by a secret sharing scheme.

To generate secret shared data B by performing secure
computation on secret shared data A, means that the secure
computation starts from a state where the data A 1s secret
shared and ends with a state wherein the data B 1s secret
shared. In the multi-party protocol, each participant has
secret information, and a function of the secret information
1s calculated with the secret information kept concealed.

As mentioned above, when certain data 1s secret-shared,
the original data can be reconstructed by collecting a certain
number of shares. Or, even 11 the same share as the share that
can be obtained by secret sharing of certain data 1s generated
1n some way, it 1s possible to reconstruct the corresponding
data by collecting a certain number of these shares.

Patent Literature 1

Japanese Patent No. 5344109

Non-Patent Literature 1

Shamir, Adi (1979), “How to share a secret”, Communica-
tions of the ACM 22 (11): 612-613

NON-PATENT LITERATURE 2

Do1 Hiroshi, Secret sharing method and 1ts application,
Information Security Comprehensive Science, Vol. 4,

November 2012

NON-PATENT LITERATURE 3

Shimura Masanori, Miyazaki Kunihiko, Nishide Takashi,
Yoshiura Hiroshi, Relational Algebra in Multi-party Pro-
tocol to Enable Structural Operation 1 Secret Shared

Databases, Transactions of Information Processing Soci-
ety, Vol. 51, No. 9, pp. 1563-1578, 2010

SUMMARY

The analysis of related technologies 1s given below.

When attempting to integrate a database system and a
secret computing system, a computation amount in the
secret computing process 1s large, and 1ts practical applica-
tion 1s not easy.

The present invention has been made 1n view of the above
problems, and an object of the present mmvention 1s to
provide a system, a method, an apparatus, and a non-
transitory medium storing a program, each of which can
suppress or reduce an 1increase 1 a computation amount, and
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4

a transfer information amount when integrating a database
system and a secret computing system.

According to one aspect of the present invention, there 1s
provided an information processing apparatus comprising:

an application apparatus on which an application runs;

a plurality of secure computation apparatuses; and

an intermediate apparatus that upon reception of a request
from the application apparatus, instructs the plurality of
secure computation apparatuses to perform operation in
accordance with the request,

wherein each of the secure computation apparatuses com-
Prises

a unit that transmits, to the intermediate apparatus, a share
ol a result of processing the operation by secure computation
on a share obtained by secrete sharing of data, the operation
being instructed from the intermediate apparatus, and

wherein the mtermediate apparatus comprises

a unit that reconstructs data from the plurality of shares
transmitted from the plurality of secure computation appa-
ratuses; and

a unit that performs a part of the operation indicated by
the request from the application apparatus, on

the reconstructed data, or

the reconstructed data and at least a part of data included
in the

According to another aspect of the present invention,
there 1s provided a method comprising:

an intermediate apparatus, upon reception of a request
from an application apparatus on which an application runs,
istructing a plurality of secure computation apparatuses to
perform operation in accordance with the request,

the plurality of the secure computation apparatuses each
processing the operation by secure computation on shares
obtained by secrete sharing of data, the operation being
instructed from the intermediate apparatus to transmit, to the
intermediate apparatus, shares of results of processing the
operation by secure computation;

the intermediate apparatus reconstructing data from a
plurality of the shares recerved from the plurality of secure
computation apparatuses; and

the intermediate apparatus performing a part of the opera-
tion 1ndicated by the request from the application apparatus,
on

the reconstructed data, or

the reconstructed data and at least a part of data included
in the request.

According to still another aspect of the present invention,
there 1s provided an intermediate apparatus arranged
between an application apparatus on which an application
runs, and a plurality of secure computation apparatuses that
process operation mstructed from the intermediate apparatus
by secure computation on shares obtained by secrete sharing
of data to transmit, to the intermediate apparatus, shares of
results of processing the operation by secure computation,
the intermediate apparatus comprising:

a first unit that receives a request from the application
apparatus to mstruct the plurality of secure computation
apparatuses to perform operation in accordance with the
request;

a second unit that reconstructs data from the plurality of
shares transmitted from the plurality of secure computation
apparatuses; and

a third unit that performs a part of the operation indicated
by the request from the application apparatus, on

the reconstructed data, or

the reconstructed data and at least a part of data included
in the request.
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According to still another aspect of the present invention,
there 1s provided a non-transitory computer readable record-
ing medium storing therein a program causing a computer
constituting an intermediate apparatus arranged between an
application apparatus on which an application runs, and a
plurality of secure computation apparatuses that process
operation instructed from the intermediate apparatus by
secure computation on shares obtained by secrete sharing of
data to transmit, to the intermediate apparatus, shares of
results of processing the operation by secure computation, to
execute processing comprising:

receiving a request from the application apparatus to
instruct the plurality of secure computation apparatuses to
perform operation 1n accordance with the request;

reconstructing data from the plurality of shares transmit-
ted from the plurality of secure computation apparatuses;
and

performing a part of the operation indicated by the request
from the application apparatus, on
the reconstructed data, or
the reconstructed data and at least a part of data included
in the request. The non-transitory computer readable record-
ing medium may be such as a semiconductor memory or a
magnetic/optical recording medium.

According to still another aspect of the present invention,
there 1s provided a secure computation apparatus connected
to an intermediate apparatus that upon reception of a request
from an application apparatus on which an application runs,
instructs a plurality of secure computation apparatuses to
perform secure computation processing in accordance with
the request, the secure computation apparatus comprising:

a unit that receives a part of operation of the request
indicated by the intermediate apparatus;

a umt that performs secure computation for the part of the
operation, using shared held among the plurality of secure
computation apparatuses; and

a umit that returns, to the intermediate apparatus, a share
which 1s a result of the secure computation,

wherein the intermediate apparatus 1s set to execute
remaining operation out of the operation of the request on
data reconstructed from the shares.

According to still another aspect of the present invention,
there 1s provided a non-transitory computer readable record-
ing medium storing therein a program causing a computer
constituting a secure computation apparatus connected to an
intermediate apparatus that upon reception of a request from
an application apparatus on which an application runs,
istructs a plurality of secure computation apparatuses to
perform secure computation processing in accordance with
the request, to execute processing comprising:

receiving a part of operation of the request indicated by
the intermediate apparatus;

performing secure computation for the part of the opera-
tion, using shared held among the plurality of secure com-
putation apparatuses; and

returning, to the intermediate apparatus, a share which 1s
a result of the secure computation.

According to the present invention, it 1s possible to
suppress or reduce an increase 1 a computation amount, a
communication amount and a transfer information amount
when a database and a secure computation system are
integrated.

Still other features and advantages of the present inven-
tion will become readily apparent to those skilled in this art
from the following detailed description 1n conjunction with
the accompanying drawings wherein only exemplary
embodiments of the invention are shown and described,
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6

simply by way of illustration of the best mode contemplated
of carrying out this invention. As will be realized, the
invention 1s capable of other and different embodiments, and
its several details are capable of modifications 1n various
obvious respects, all without departing from the mvention.

Accordingly, the drawing and description are to be regarded
as 1llustrative 1n nature, and not as restrictive.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram for explaining a related art (Patent
Literature 1).

FIG. 2 1s a diagram 1illustrating an example embodiment
of the present invention.

FIG. 3 15 a diagram 1illustrating an intermediate apparatus
of an example embodiment of the present invention.

FIG. 4 1s a diagram 1illustrating a secure computation
apparatus according to an example embodiment of the
present invention.

DETAILED DESCRIPTION

A related mvention which 1s a premise of the present
invention will be described. Let consider a system wherein
the database system of FIG. 1 are composed by a plurality
ol secure computation apparatuses, wherein data to be stored
in the database 1s secret-shared and held 1n a plurality of
secure computation apparatuses, and wherein a query to the
database system from the application apparatus 110 1s 1ssued
to the intermediate apparatus. In this case, the intermediate
apparatus 120 of FIG. 1 performs processing ol secretly
distributing to a plurality of secure computation apparatuses,
shares generated by distributing data, and processing of
collecting the shares of the calculation results secretly
computed by the plurality of secure computation apparatuses
and reconstructing the data.

Upon reception of a request to the database from the
application apparatus, the intermediate apparatus 1ssues a
request to a set of the secure computation apparatuses to
perform secure computation of the secret shares of data that
1s processed according to the request, from the data (shares)
that are secret shared in the set of secure computation
apparatuses. For example, assuming that each secure com-
putation apparatus i1s given shares of a plurality of secret
information SA and SB, and the shares of the secret infor-
mation SA and SB held by the jth secure computation
apparatus are denoted as SA, 1, SB, 1, SA, 1+SB, 1mod g (g
1s a prime number) 1s the share of SA+SB mod q. Therelore,
it 1s possible to calculate a secret information function 1 (SA,
SB) (1 1s, for example, addition operation) with the secret
information kept secret (without reconstructing secret infor-
mation).

The mtermediate apparatus requests the intermediate
apparatus to return the shares which are secure computation
results by the set of secure computation apparatuses and
which are distributed and held 1n the set of secure compu-
tation apparatuses.

The intermediate apparatus reconstructs the data
requested by the application apparatus from a plurality of
shares obtained from the set of secure computation appara-
tuses and sends the reconstructed data to the application
apparatus.

In the above described system of the related invention, the
database 1s constituted by a plurality of secure computation
apparatuses. An administrator of each secure computation
apparatus cannot obtain information on what 1s data that 1s
held 1n the database and returned to the application in
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response to the request. This means that the secure compu-
tation apparatus cannot leak data.

However, i the above system, processing of the
requested data can be executed 1n a secret sharing scheme,
but the processing content may greatly aflect performance.

For example, when derivation of values based on
conversion of data format,
sorting of order of data, and
result of the sorting.
division of a real number 1n an average value calculation,

and so forth are to be secretly calculated among a plurality

of the secure computation apparatuses, the amount of
computation 1s large. For this reason, practical application
1s difficult.

Modes disclosed below, can improve calculation efli-
ciency and make practical application possible.

Example Embodiments

FIG. 2 1s a diagram 1illustrating an example embodiment
of the present invention. Referring to FIG. 2, the system
includes, for example, an application apparatus 10 on which
an application software that 1ssues an access request to a
database runs, and a plurality of secure computation appa-
ratuses 40, to 40, that store secret shared data (shares) in the
databases 30, to 30 , respectively, and an intermediate
apparatus 20 arranged between the application apparatus 10
and secure computation apparatuses 40, to 40, .
Although not particularly limited, the shares obtained by
dividing the data 1nto n pieces are stored in the databases 30,
to 30 . The data structures such as column names of columns
and rows of the databases 30, to 30 _ are the same.
A database access request (command) from the applica-
tion apparatus 10 1s transmitted to the secure computation
apparatuses 40, to 40, via the intermediate apparatus 20.
Responses from the secure computation apparatuses 40,
to 40 are returned to the application apparatus 10 via the
intermediate apparatus 20.
Upon reception of a request from the application appara-
tus 10, the intermediate apparatus 20 performs, for example,
the following processing:
when there 1s processing (operation) that can be executed
using only data included in the request, the intermedi-
ate apparatus 20 performs the processing (operation).

the intermediate apparatus 20 performs secret sharing of
data necessary for processing (secure computation) by
the secure computation apparatuses 40, to 40 , and
delivers the corresponding shares to the secure com-
putation apparatuses 40, to 40, , respectively. In addi-
tion to this, the intermediate apparatus 20 1ssues an
instruction of processing (operation) to the secure com-
putation apparatuses 40, to 40 . At this time, part of the
data may also be stored in the intermediate apparatus
20.

The secure computation apparatuses 40, to 40 , upon
reception of the mstruction of processing (operation) and the
shares from the imtermediate apparatus 20, generate securely
computed shares using data secret-shared in the databases
30, to 30_ and the shares. In the case of the (k, n) threshold
secret sharing scheme, k (k<n) secure computation appara-
tuses among the n secure computation apparatuses 40, to 40
send the shares of the result of secure computation to the
intermediate apparatus 20.

It 1s noted that in the secret sharing scheme of the (n, n)
system, since all shares are necessary to reconstruct original
information, the share of the secure computation result of the
n secure computation apparatuses 40, to 40 are sent to the
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intermediate apparatus 20. Heremafiter, at least k secure
computation apparatuses out of the n secure computation
apparatuses 40, to 40 (where k=n) are also referred to as a
set of secure computation apparatuses 40, for the sake of
simplicity.

The intermediate apparatus 20 reconstructs the result
(data) securely computed by the set of secure computation
apparatuses 40 from the shares transmitted from the set of
secure computation apparatuses 40.

The intermediate apparatus 20 performs a necessary
operation using the reconstructed data to generate data
requested by the application apparatus 10. The operation
performed on the reconstructed data by the intermediate
apparatus 20 1s a part of the operation included 1n the request
from the application apparatus 10. The intermediate appa-
ratus 20 does not perform secure computation performed by
the secure computation apparatuses 40, to 40 . The opera-
tion performed on the reconstructed data by the intermediate
apparatus 20 corresponds to the partial operation that the
intermediate apparatus 20 judges to perform on the recon-
structed data and separates from the operation of the request.
In this partial operation, the intermediate apparatus 20 may
perform the calculation using the reconstructed data and the
data stored in the intermediate apparatus 20.

The intermediate apparatus 20 sends the generated data to
the application apparatus 10 as a response to the request
from the application apparatus 10.

According to the example embodiment, the intermediate
apparatus 20 executes a portion of the data processing of the
request (which may include data) received from the appli-
cation apparatus 10.

When the operation included in the request from the
application apparatus 10 1includes an operation that 1s difh-
cult to perform secure computation by the secure computa-
tion apparatuses 40, to 40 , includes at least one of the
followings, for example,

(A) replacing the order;

(B) conversion of data format (including replacement of

data items according to values of data items);

(C) average value calculation (processing to divide the

total by the total number);

(D) ordering; and

(E) concatenation of character strings, and so forth, the
operation 1s separated, and 1s performed on the inter-
mediate apparatus 20 side instead of performing secure
computation processing by the secure computation
apparatuses 401 to 40%. It 1s a matter of course that the
operations which are not good at secure computation by
the secure computation apparatuses 401 to 40» are not
limited to the above listed operations.

In FIG. 2, 1t 1s a matter of course that the databases 30,
to 30 connected to the secure computation apparatuses 40,
to 40, may be mounted on one storage apparatus. In this
case, for example, the storage apparatus may be partitioned
and the databases 30, to 30, may are respectively installed
in the n partitions so that the database corresponding to one
secure computation apparatus 1s security-managed so as not
to be accessible from others.
<Intermediate Apparatus>

FIG. 3 1s a diagram for illustrating an example of the
intermediate apparatus 20 1n the above-described example
embodiment. Although not particularly limited thereto, the
(k, n) threshold secret sharing scheme is used 1n the follow-
ng.

Referring to FIG. 3, the intermediate apparatus 20
includes a request analysis unit 201, an operation separation
unmit 202, a share generation unit 203, an operation nstruc-
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tion unit 204, a reconstruction unit 205, a partial operation
processing unit 206, a reception unit 207 that receives a
request (command) from the application apparatus 10, a
transmission unit 208 that transmits a response to a request
(command) to the application apparatus 10, a transmission
unit 209 that transmits shares 1 to n to the secure compu-
tation apparatuses 40, to 40n, a reception unit 210 that
receives at least k shares 1 to k (where k<n) among the
shares 1 to n securely-computed by the secure computation
apparatuses 40, to 40xn.

The request analyzing unit 201 analyzes a request (com-
mand) from the application apparatus 10 that 1s received by
the reception unit 207, extracts and separates an operation
(function) and data from the command, and sends an opera-
tion (function) to the operation separation unit 202, which
supplies the data that 1s secret-shared and sent to the secure
computation apparatuses 40, to 40 to the share generating
unit 203. As a result of the analysis of the command by the
request analysis unit 201, data to be processed by the
intermediate apparatus 20 1s held 1n the intermediate appa-
ratus 20.

In the operation separation unit 202, when the operation
included 1n the command supplied from the request analyz-
ing unit 201 1s, for example, a composite operation, sepa-
rates the composite operation nto an operation 1 (function
1) 1n which secure computation by the secure computation
apparatuses 40, to 40 1s not good (for example, the above
(A) to (E), etc.) and an operation 2 (function 2) in which
secure computation by the secure computation apparatuses
40, to 40% 1s comparatively easy, such as sum operation, for
example. In FIG. 3, only for the sake of simplicity of
explanation, an example 1n which the operation included 1n
the request 1s divided into the operation 1 and the calculation
2 has been described, but 1t 1s as a matter of course that the
number of operations to be separated i1s not limited to two.

In the case where a request (command) from the appli-
cation apparatus 10 1s to store a secret-shared share of data
from the application apparatus 10 1n the databases 30, to 30,
(1.e., when 1t 1s not a composite operation), the secure
computation apparatuses 40, to 40 do not perform any
secure computation. Therefore, the operation 1 1s empty
(null) and the operation 2 i1s not an operation of secure
computation but an insertion command to store shares 1n a
specified column, and a specified row of a specified table of
the databases 301 to 30#, respectively.

When a request (command) from the application appara-
tus 10 1s to read data from the database (for example, reading,
from a designated column and a designated row in the
designated table, etc.), the secure computation apparatuses
40, to 40, do not perform secure computation. For this
reason, the operation 1 1s empty (null) and the operation 2
1s a command to read the shares from a specified column and
a specified row of a specified table in the databases 30, to
30 , etc.

The share generation unit 203 receives data (target data of
secret-sharing) from the request analysis unit 201, divides
the data to generate n shares 1 to n, and transmits the shares
1 to n to the secure computation apparatus 40, to 40 .

The operation istruction unit 204 notifies the secure
computation apparatuses 40, to 40 of the operation 2
separated by the operation separation unit 202 via the
transmission unit 209. Operation 2 icludes an operation
(function) executed with secure computation by the secure
computation apparatuses 40, to 40, .

Alternatively, as described in relation to the operation
separation unit 202, the operation 2 notified from the opera-
tion 1nstruction unit 204 to the secure computation appara-
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tuses 40, to 40 1s not securely computed by the secure
computation apparatuses 40, to 40, and an operation of
writing the share to the database, or an operation of reading
the share.

The reception unit 210 receives k shares 1 to k from at
least k secure computation apparatuses 40 among the secure
computation apparatuses 40, to 40, .

-

T'he reconstruction unit 205 reconstructs the data from the
k shares 1 to k.

-

T'he partial operation processing unit 206 performs the
operation 1 which 1s separated by the operation separation
umt 202, on the data (one or a plurality of data) recon-
structed by the reconstruction unit 205. The partial operation
processing unit 206 transmits the result of the operation
through the transmission unit 208 to the application appa-
ratus 10 as a response to the request from the application
apparatus 10.

When a part of data extracted by the request analysis unit
201 1s used as a partial operation processing in the partial
operation processing unit 206, the part of data 1s transferred
to and held by the partial operation processing umt 206, and
the operation 1 may be performed using one or a plurality of
data reconstructed by the reconstruction unit 205 and the
part of the held data.

Part or all of each of the units 201 to 210 of FIG. 3 may
be realized by a program executed by a computer constitut-
ing the intermediate apparatus 20.

Note that the reception unit 207 and the transmission unit
208 constitute a first communication unit that communicates
with the application apparatus 10, and the reception unit 210
and the transmission unit 209 constitute a second commu-
nication unit that communicates with the secure computation
apparatuses 40, to 40, . In the case where the application
apparatus 10 and the secure computation apparatuses 40, to
40, are connected to a common network, the first and second
communication units may be configured by a common
communication unit in which ports may be allocated to each
communication unit mndividually.
<Secure Computation Apparatus>

FIG. 4 1s a diagram for illustrating an example of the
secure computation apparatuses 40, to 40, 1n the above-
described example embodiment. The secure computation
apparatuses 40, to 40 have the same configuration, and the
configuration of the secure computation apparatus 40, 1s
schematically illustrated in FIG. 4. The secure computation
apparatus 40, includes a database access unit 401 that
accesses the database 30, to which the secure computation
apparatus 40, 1s connected, a share reception unit 402 that
receives the share 1 secret shared by the intermediate
apparatus 20, an operation instruction reception unit 403 that
receives an operation instruction from the intermediate
apparatus 20 and sets the mstruction 1n a secure computation
processing unit 404, the secure computation processing unit
404 that, using a share held in the database 30, a share 1
secret shared by the mtermediate apparatus 20, and other
secure computation apparatuses 40,-40 and performs a
secure computation related to the operation instruction
received by the operation instruction reception unit 403, and
a share transmission unit 405 that returns the share as the
secure computation result to the intermediate apparatus 20.
The processing and functions of some or all of the umts 401
to 405 of the secure computation apparatus 40 may be
realized by a program executed by a computer.

It 1s noted that the application apparatus 10 may be
constituted by a communication terminal or the like, and the
intermediate apparatus may be configured as a proxy appa-
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ratus. The intermediate apparatus 20 may be virtualized on
a server using a server virtualization technology.

It 1s a matter of course that the secure computation
apparatuses 401 to 40z may be mounted on virtual machines
on the server.

Several examples will be described 1n the below. In the
following examples, the basic configuration of the system 1s
the same as that illustrated in FIG. 3.

Example Embodiment 1

The application apparatus 10 requests to have a certain
data row (data string) arranged in a dictionary order and
returned. This request 1s conveyed to the mtermediate appa-
ratus 20.

Each data for generating a data row (a plurality of items
of data) requested by the application apparatus 10 undergoes
secret sharing to a plurality of shares in the intermediate
apparatus 20, for example, and the shares are stored among
cach of the secure computation apparatuses 40, to 40, .

Upon reception of a request from the application appara-
tus 10, the mtermediate apparatus 20 performs a grammar
analysis (syntax analysis) of a sentence constituting the
request and determines that secret sharing of each data of the
data row 1s processing executed by secure computation, and
the alignment 1n the dictionary order 1s processing executed
by the intermediate apparatus 20.

The intermediate apparatus 20 request the secure compu-
tation apparatuses 40, to 40, to perform secure computation
of the data row based on the data (secret shared data) stored
in the databases 30, to 30 respectively connected to the
secure computation apparatuses 40, to 40, .

Here, instead of the data row, the secure computation may
be performed on a sequence i which the data row 1s
randomly replaced 1n order.

Each of the secure computation apparatuses 40, to 40
performs secure computation of the data row and sends, to
the intermediate apparatus 20, share which 1s a result of the
secure computation.

The intermediate apparatus 20 reconstructs the data row
from the shares received from the set of the secure compu-
tation apparatuses 40, to 40, .

Then, the intermediate apparatus 20 sorts the recon-
structed data row 1n the dictionary order, and generates a
data row requested from the application apparatus 10.

The intermediate apparatus 20 sends the data row
arranged 1n the dictionary order to the application apparatus
10.

The secure computation processing by the secure com-
putation apparatuses 40, to 40, to perform arrangement of
the secret shared data 1n the dictionary order requires a large
amount of computation.

According to the present embodiment, the processing of
aligning the data row in the dictionary order after recon-
struction 1s easy without requiring a large amount of com-
putation.

The amount of data sent from the secure computation
apparatuses 40, to 40 to the intermediate apparatus 20 1s the
same 1rrespective of not being aligned 1n or in case of being
aligned.

Even 11 the unaligned data row 1s released (disclosed) to
the intermediate apparatus 20, the amount of information
released to the mtermediate apparatus 20 1s not so large as
compared with the case where the data row 1s aligned before
release.

In the case of releasing (disclosing) the data row to the
intermediate apparatus 20 after changing the order of the

10

15

20

25

30

35

40

45

50

55

60

65

12

data row at random, the amount of information released to
the intermediate apparatus 20 1s not so large, and the
processing amount of randomly replacing the order 1s not so
large as compared with the processing for aligning the order.

By performing a part of the operation of the request in the
intermediate apparatus 20, it 1s possible to reduce or to
suppress an increase the amount of computation, the amount
of communication, and the amount of information released
to the intermediate apparatus 20.

However, when another column sorted by using a certain
data row 1s requested, since the first data row must addi-
tionally be sent to the intermediate apparatus 20, the data
amount increases.

Specific Example 1

Regarding a query to a database 1n SQL (Structured Query
Language) language from the application apparatus 10:

select column-X from table-A order by column-X, “order

by” corresponds to “request for alignment” as
described above.

In the mtermediate apparatus 20, on reception of this
query (SQL command) determines that

the secure computation apparatuses 40, to 40, access the

databases 30, to 30 ., and process “select column-X
from table-A”; and

the intermediate apparatus 20 processes “alignment of the

order of column-X" (*order by column-X”).

The intermediate apparatus 20 requests only the first halt
process (select column-X from table-A) to the secure com-
putation apparatuses 40, to 40, .

By executing the second half process (“order by column-
X"’} by the mtermediate apparatus 20 without having to take
the trouble of having the second half process executed by the
secure computation apparatuses 40, to 40, the application
apparatus 10 can request collectively all processes to the
intermediate apparatus 20.

The alignment of the order in the SQL language 1s
applicable not only to the “order by phrase”, but also to the
“oroup by phrase” (grouping by data having the same value
among values 1n the same column) and the like. In this case,
as well, in some occasions, the order alignment can be left
to the intermediate apparatus 20.

Example Embodiment 2

The application apparatus 10 requests resulting data
obtained by changing data format of the data. This request
1s conveyed to the intermediate apparatus 20. It 1s assumed
that the data 1s secret shared and each share 1s stored in each
of the secure computation apparatuses 40, to 40, .

Upon reception of the request, the intermediate apparatus
20 performs syntax analysis of a sentence constituting the
request and determines that

the intermediate apparatus 20 requests the secure compu-

tation apparatuses 40, to 40 to take out the data; and
the intermediate apparatus 20 performs conversion of the
data format.

The itermediate apparatus 20 requests the secure com-
putation apparatuses 40, to 40 to return shares of the secret
shared stored data.

The set of secure computation apparatuses 40 send the
shares of the secret shared stored data to the intermediate
apparatus 20.

The intermediate apparatus 20 reconstructs the data from
the shares received from the set of secure computation
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apparatuses 40, changes data format, and generates data
requested from the application apparatus 10.

The intermediate apparatus 20 sends the generated data to
the application apparatus 10.

Specific Example 2

Regarding a query to a database by the SQL language
from the application apparatus 10, for example: select ASCII
(column-X) from table-A,

“ASCII ( )” Corresponds to the Request of “Conversion of
Data Format™.

In this case, the intermediate apparatus 20, on reception of
the query (SQL command) determines that:

the secure computation apparatuses 40, to 40 access the

databases 30, to 30, and process “select column-X
from table-A”, and

the mntermediate apparatus 20 processes “ASCII (column-
X)”.

The intermediate apparatus 20 requests the secure com-
putation apparatuses 40, to 40 to perform only the first half
process (“select column-X from table-A”), and the latter half
process (“ASCII (column-X) can be executed by the inter-
mediate apparatus 20 without taking the trouble to have the
latter half process executed by that the secure computation
apparatuses 40, to 40 . The application apparatus may
collectively requests these processes by using one SQL
command to the intermediate apparatus 20.

According to the present embodiment, the following
operational advantages can be obtained.

Although the process of changing the data format of
secret shared data requires a large amount of computation,
the process of converting the data format of the recon-
structed data 1s easy.

The amount of data sent from the set of secure compu-
tation apparatuses 40 to the intermediate apparatus 20 1s
often not changed so much before or after the conversion of
the data format.

In the case wherein data before conversion of the data
format 1s released (disclosed) to the intermediate apparatus
20, 1f 1t 1s one-to-one conversion, and 1f the rule 1s released
(disclosed), as compared with release (disclosure) after
conversion, the amount of information released to the inter-
mediate apparatus 20 does not change.

According to the present embodiment, the intermediate
apparatus 20 1s so configured to perform the data format
conversion process which 1s a part of data processing and
operation requested from the application apparatus 10, and
it 1s possible to select a computation amount, communica-
tion amount, or information amount released to the inter-
mediate apparatus 20 can also be reduced or kept equivalent.

Example Embodiment 3

The application apparatus 10 indicates certain data and
requests a result of selecting a row having has a value that
matches a value obtained by converting the format of the
indicated data from a table (a specified table of the database)
secret shared 1n the secure computation apparatuses 40, to
40 . This request 1s conveyed to the intermediate apparatus
20.

On reception of the request from the application apparatus
10, the intermediate apparatus 20 converts the format of the
indicated data and transmits shares which are obtained by
secret sharing of the converted value, to the secure compu-
tation apparatuses 40, to 40 _.
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The mtermediate apparatus 20 requests the secure com-
putation apparatuses 40, to 40, to select the row including
the converted value from the table by secure computation
and transmit the selected row.

The set of secure computation apparatuses 40 seclects a
row from the table by secure computation using the shares
obtained by secret sharing of the converted data and sends
the resulting shares to the intermediate apparatus 20.

The intermediate apparatus 20 reconstructs the data of the
table composed of the rows extracted from a plurality of the
shares recerved from the set of the secure computation
apparatus 40 and generates the data requested from the
application apparatus 10. The intermediate apparatus 20
sends the generated data to the application apparatus 10.

Specific Example 3

Regarding a query to the database by the SQL language
from the application apparatus 10:

select * from table-A where ASCII (value)=column-X;

“ASCII ( )” corresponds to the request of “conversion of

data format™.
This case corresponds to:
the intermediate apparatus 20 which has received the
query (SQL command) processes the operation of
“V=ASCII (value)”, and

the secure computation apparatuses 40, to 40, access the
databases 30, to 30_, and process “select * from table-A
where V=column-X”’.

The intermediate apparatus 20 requests only the second
half process (“select * from table-A where V=column-X"")
for the secure computation apparatuses 40, to 40 _, and the
first half process (V=ASCII (value) can be executed by the
intermediate apparatus 20 without having to take the trouble
of having the first half process executed by the set of secure
computation apparatuses 40. The application apparatus 10
can request these processes to the intermediate apparatus 20
collectively with a single SQL command all at once.

According to the present embodiment, i1t 1s possible to
obtain the following operational advantages.

The process of changing the data format of the secret
shared data requires a large amount of computation, but the
process of converting the data format before secret sharing
1S easy.

Also, the amount of data sent from the set of secure
computation apparatuses 40 to the intermediate apparatus 20
1s often not much different, even when the intermediate
apparatus 20 performs the conversion of the presented data
format.

The process of converting the data format by the inter-
mediate apparatus 20 does not change the amount of infor-
mation disclosed to the intermediate apparatus 20.

With the intermediate apparatus 20 configured to perform
conversion ol the first half process of the data processing
requested from the application apparatus 10, 1t 1s possible to
reduce or equalize both the amount of computation, the
amount of communication, and the amount of information
released to the intermediate apparatus 20.

Example Embodiment 4

The application apparatus 10 requests an average value of
clements of a certain data row. This request 1s conveyed to
the intermediate apparatus 20. It 1s assumed that data that
generates the data row 1s secret shared as a plurality of
shares and each share i1s stored in each of the secure
computation apparatuses 40, to 40, .
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Upon reception of the request, the intermediate apparatus
20 performs syntax analysis of a sentence constituting the

request, and determines that

process to calculate a sum of elements of the data row 1s

performed by secure computation, and

process of dividing the sum by the number of the elements

of the data row 1s performed by the intermediate
apparatus 20.

The intermediate apparatus 20 requests the secure com-
putation apparatuses 40, to 40, to perform secure computa-
tion of a sum of the elements of the data row and the number
of elements of the data row.

The secure computation apparatuses 40, to 40, calculate
the number of elements of the data row and send the number
ol elements to the mtermediate apparatus 20.

The secure computation apparatuses 40, to 40 perform
secure computation of the sum of the data rows and send the
shares to the mtermediate apparatus 20.

The intermediate apparatus 20 calculates the sum of the
clements of the data row from the shares received from the
set of secure computation apparatuses 40.

The intermediate apparatus 20 calculates an average value
of the data row by dividing the sum by the number of
clements of the data row and sends the average value to the
application apparatus 10.

Specific Example 4

Regarding a query to the database by the SQL language
from the application apparatus 10:

“select AVG (column-X) from table-A”,

“AVQG (column-X)” corresponds to “average”.

In this case, the intermediate apparatus 20, upon reception
of the query (SQL command), determines that

the secure computation apparatuses 40, to 40 access the

databases 30, to 30 _, and process

“select SUM (column-X) as S from table-A” (the total

value of the specified column X 1s S), and
“select COUNT (column-X) as N from table-A” (the
number of records in the specified column X 1s N), and

the intermediate apparatus 20 reconstructs S and N from
the shares of S and the shares of N respectively sent
from the set of secure computation apparatuses 40 and
calculates S/N.

The intermediate apparatus 20 can request the secure
computation apparatuses 40, to 40, only to process the first
half process (select SUM, select COUNT), and without
having to take the trouble to have the latter half process
(S/N) executed by the secure computation apparatuses 40, to
40, . It 1s possible to request all processing at once.

According to the present embodiment, the following
operational advantages can be obtained.

The process of secretly calculating the average value of
secret shared data rows requires a large amount of compu-
tation, but the process of calculating the sum 1s easy.

The amount of data sent from the set of secure compu-
tation apparatuses 40 to the intermediate apparatus 20 1s not
significantly different between the sum total and the number
of elements, and the average value.

In many cases, the number of data 1s not a big secret. It
1s diflicult to keep it secret in the database, and in many
cases, the number of data 1tself 1s not information to be kept
hidden.

With the mtermediate apparatus 20 configured to execute
the average calculation which 1s a part of the data processing,
and calculation of the request from the application apparatus
10, both the amount of computation, the amount of com-
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munication, and the amount of information released (dis-
closed) to the mmtermediate apparatus 20 are reduced, or kept
equivalent.

In the above embodiment, the databases 30, to 30, may be
configured to store shares obtained by secret sharing of
metadata of the database, such as a table name and a column
name. In this case, the intermediate apparatus that has
received the SQL statement (select column-X from table-A)
transmits the secret share of a search character string such as
the table name (table-A) to the secure computation appara-
tuses 40, to 40 .

As described above, according to the above example
embodiments, data 1s secret shared and stored 1n a group of
a plurality of apparatuses, and arbitrary processing requested
by the application apparatus 10 can be executed, with the
data kept concealed 1n each apparatus. As a result, 1t 1s
possible to utilize the data while preventing data leakage.
The mtermediate apparatus 20 automatically 1s 1n charge
of handling the process 1n a request from the application
apparatus 10, which will lower the performance of the
secure computation, without taking into consideration a
performance limit of the secure computation, thereby real-
1zing data utilization by high-speed secure computation with
a strong data leakage countermeasure.

The disclosure of each of the above Patent Literature and
Non-Patent Literatures i1s incorporated herein by reference
thereto.

Vanations and adjustments of the Exemplary embodi-
ments and examples are possible within the scope of the
overall disclosure (including the claims) of the present
invention and based on the basic technical concept of the
present invention. Various combinations and selections of
various disclosed elements (including the elements in each
of the claims, examples, drawings, etc.) are possible within
the scope of the claims of the present invention. Namely, the
present mvention of course mncludes various variations and
modifications that could be made by those skilled 1n the art
according to the overall disclosure including the claims and

the technical concept.

The mvention claimed 1s:

1. A secure computation data utilization system compris-

ng:

an application apparatus on which an application runs;

a plurality of secure computation apparatuses; and

an itermediate apparatus that upon reception of a request
from the application apparatus, instructs the plurality of
secure computation apparatuses to perform operation in
accordance with the request,

wherein each of the secure computation apparatuses com-
Prises:

a first processor, and a first memory storing program
istructions executable by the first processor, wherein
the first processor 1s configured to execute the program
instructions stored 1n the first memory to transmit, to
the mtermediate apparatus, a share of a result of pro-
cessing the operation by secure computation on a share
obtained by secrete sharing of data, the operation being
istructed from the intermediate apparatus, and

wherein the mtermediate apparatus comprises:

a second processor; and a second memory storing pro-
gram 1nstructions executable by the second processor,
wherein the second processor 1s configured to execute
the program 1nstructions stored in the second memory
to:

analyze the request recerved from the application appa-
ratus;
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extract an operation to be subjected to secure computation
processing by the plurality of secure computation appa-
ratuses from the operation indicated by the request to
instruct the extracted operation to the plurality of
secure computation apparatuses;

reconstruct data from the plurality of shares transmitted
from the plurality of secure computation apparatuses;
and

separate a part of the operation other than the extracted
operation to be subjected to the secure computation
processing by the plurality of secure computation appa-
ratuses from the operation indicated by the request
from the application apparatus to performs the part of
the operation separated from the operation indicated by
the request from the application apparatus, on

the reconstructed data, or

the reconstructed data and at least a part of data included
in the request.

2. The secure computation data utilization system accord-
ing to claim 1, wherein the second processor included 1n the
intermediate apparatus 1s configured to execute the program
instructions stored in the second memory to

generate shares of data necessary for secure computation

processing by the plurality of secure computation appa-
ratuses to send the shares to the plurality of secure
computation apparatuses.

3. The secure computation data utilization system accord-
ing to claim 1, wherein the plurality of secure computation
apparatuses are connected to a plurality of databases that
hold shares of secret shared data,

wherein the mtermediate apparatus receives a database

operation command as the request from the application
apparatus, and

wherein when the plurality of secure computation appa-

ratuses receive at least an operation 1nstruction corre-
sponding to the database operation command from the
intermediate apparatus, the first processors included
respectively 1n the plurality of secure computation
apparatuses perform secure computation processing
corresponding to the operation instruction on the shares
held 1n the plurality of databases.

4. The secure computation data utilization system accord-
ing to claim 3, wherein the second processor included in the
intermediate apparatus 1s configured to execute the program
instructions stored in the second memory to analyze the
database operation command, wherein the second processor
included 1s further configured to

when the database operation command includes operation

processing of at least one or combination of any one or
more of:

replacing order;

conversion of data format;

predetermined arithmetic calculation;

ordering; and

character string concatenation;

instruct the plurality of secure computation apparatuses to

execute one or more operations, except the operation
processing, out of the operation of the database opera-
tion command, and execute the operation processing.

5. The secure computation data utilization system accord-
ing to claim 3, wherein the second processor included 1n the
intermediate apparatus 1s configured to execute the program
instructions stored in the second memory to analyze the
database operation command and generate shares obtained
by secret sharing of at least one of data and metadata of the
database to transmit the shares to the plurality of secure
computation apparatuses.
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6. A secure computation data utilization method compris-
ng:

an intermediate apparatus, upon reception of a request

from an application apparatus on which an application
runs, analyzing the request from the application, appa-
ratus;

the imtermediate apparatus extracting an operation to be

subjected to secure computation processing by the
plurality of secure computation apparatuses from the
operation indicated by the request from the application
apparatus;

the mntermediate apparatus instructing a plurality of secure

computation apparatuses to perform the operation
extracted from the operation indicated by the request;
the plurality of the secure computation apparatuses each
processing the operation by secure computation on
shares obtained by secrete sharing of data, the opera-
tion being 1nstructed from the intermediate apparatus to
transmuit, to the intermediate apparatus, shares of results
of processing the operation by secure computation;
the mtermediate apparatus reconstructing data from a
plurality of the shares received from the plurality of
secure computation apparatuses; and

the mntermediate apparatus separating a part of the opera-

tion other than the extracted operation to be subjected
to the secure computation processing by the plurality of
secure computation apparatuses from the operation
indicated by the request from the application apparatus
to perform the part of the operation separated from the
operation mndicated by the request from the application
apparatus, on

the reconstructed data, or

the reconstructed data and at least a part of data included

in the request.

7. The secure computation data utilization method accord-
ing to claim 6, comprising

generating, by the intermediate apparatus, shares of data

necessary for secure computation processing by the
plurality of secure computation apparatuses to send the
shares to the plurality of secure computation appara-
tuses.

8. The secure computation data utilization method accord-
ing to claim 6, wherein the plurality of secure computation
apparatuses are connected to a plurality of databases that
hold shares of secret shared data, wherein

the mtermediate apparatus receives a database operation

command as the request from the application apparatus,
and

wherein the plurality of secure computation apparatuses

receive at least an operation instruction corresponding
to the database operation command from the interme-
diate apparatus and perform secure computation pro-
cessing corresponding to the operation instruction on
the shares held in the plurality of databases.

9. The secure computation data utilization method accord-
ing to claim 8, wherein the intermediate apparatus analyzes
the database operation command,

wherein when the database operation command 1ncludes

operation processing of at least one or combination of
any one or more of:

replacing order;

conversion of data format;

predetermined arithmetic calculation;

ordering and

character string concatenation;

the intermediate apparatus instructs the plurality of secure

computation apparatuses to execute one or more opera-
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tions, except the operation processing, out of the opera-
tion of the database operation command, and the inter-
mediate apparatus executes the operation processing.

10. The secure computation data utilization method
according to claim 8, wherein the intermediate apparatus
analyzes the database operation command and generates
shares obtained by secret sharing of at least one of data and
metadata of the database to transmits the shares to the
plurality of secure computation apparatuses.

11. An intermediate apparatus arranged between an appli-
cation apparatus on which an application runs, and a plu-
rality of secure computation apparatuses that process opera-
tion instructed from the intermediate apparatus by secure
computation on shares obtained by secrete sharing of data to
transmit, to the mtermediate apparatus, shares of results of
processing the operation by secure computation, the inter-
mediate apparatus comprising;

a processor; and a memory storing program instructions
executable by the processor, wherein the processor 1s
coniigured to execute the program instructions stored 1n
the memory to:

receive a request from the application apparatus to
instruct the plurality of secure computation apparatuses
to perform operation 1n accordance with the request;

analyze the request received from the application appa-
ratus;

extract an operation to be subjected to secure computation
processing by the plurality of secure computation appa-
ratuses from the operation indicated by the request to
mstruct the extracted operation to the plurality of
secure computation apparatuses;

reconstruct data from the plurality of shares transmitted
from the plurality of secure computation apparatuses;
and

separate a part of the operation other than the operation to

be subjected to the secure computation processing by

the plurality of secure computation apparatuses irom
the operation indicated by the request from the appli-
cation apparatus to perform a part of the operation
indicated by the request from the application apparatus,
on

the reconstructed data, or

the reconstructed data and at least a part of data included
in the request.

12. The mtermediate apparatus according to claim 11,
wherein the processor 1s configured to execute the program
istructions stored in the memory to

generate shares of data necessary for secure computation
processing by the plurality of secure computation appa-
ratuses to send the shares to the plurality of secure
computation apparatuses.

13. The mtermediate apparatus according to claim 11,
wherein the plurality of secure computation apparatuses are
connected to a plurality of databases that hold shares of
secret shared data,

wherein the intermediate apparatus receives a database
operation command as the request from the application
apparatus, and

wherein the plurality of secure computation apparatuses
receive at least an operation instruction corresponding
to the database operation command from the interme-
diate apparatus and perform secure computation pro-
cessing corresponding to the operation instruction on
the shares held 1n the plurality of databases.

14. The intermediate apparatus according to claim 13,

wherein the processor 1s configured to execute the program
istructions stored in the memory to:
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analyze the database operation command, and

when the database operation command includes operation
processing of at least one or combination of any one or
more of:

replacing order;

conversion of data format;

predetermined arithmetic calculation;

ordering; and

character string concatenation;

instruct the plurality of secure computation apparatuses to

execute one or more operations, except the operation
processing, out of the operation of the database opera-
tion command, and the intermediate apparatus executes
the operation processing.

15. The mtermediate apparatus according to claim 13,
wherein the processor 1s configured to execute the program
istructions stored in the memory to

analyze the database operation command and generates

shares obtained by secret sharing of at least one of data
and metadata of the database to transmits the shares to
the plurality of secure computation apparatuses.

16. A non-transitory computer readable recording medium
storing therein a program causing a computer constituting an
intermediate apparatus arranged between an application
apparatus on which an application runs, and a plurality of
secure computation apparatuses that process operation
instructed from the intermediate apparatus by secure com-
putation on shares obtained by secrete sharing of data to
transmit, to the intermediate apparatus, shares of results of
processing the operation by secure computation, to execute
processing comprising:

recerving a request from the application apparatus to

instruct the plurality of secure computation apparatuses
to perform operation 1n accordance with the request;
analyzing the request from the application apparatus;
extracting an operation to be subjected to secure compu-
tation processing by the plurality of secure computation
apparatuses from the operation indicated by the request
from the application apparatus;

instructing the extracted operation to the plurality of

secure computation apparatuses;

reconstructing data from the plurality of shares transmiut-

ted from the plurality of secure computation appara-
tuses: and

separating a part of the operation other than the extracted

operation to be subjected to the secure computation
processing by the plurality of secure computation appa-
ratuses {from the operation indicated by the request
from the application apparatus to perform the part of
the operation separated from the operation indicated by
the request from the application apparatus, on

the reconstructed data, or

the reconstructed data and at least a part of data included

in the request.

17. The non-transitory computer readable recording
medium according to claim 16, wherein the program causes
the computer to execute processing comprising:

generating shares of data necessary for secure computa-

tion processing by the plurality of secure computation
apparatuses to send the shares to the plurality of secure
computation apparatuses.

18. The non-transitory computer readable recording
medium according to claim 17, wherein the medium stores
the program to cause the computer to execute processing
comprising;
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analyzing the database operation command;

generating shares obtained by secret sharing of at least
one of data and metadata of the database; and

transmitting the shares to the plurality of secure compu-
tation apparatuses. 5
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