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(57) ABSTRACT

Systems, methods, and network topology for network
address translation (NAT) are disclosed. In some embodi-
ments, a cluster of NAT devices shares at least one backup
NAT device configured to back up all or some of the NAT
devices 1n the cluster. Each NAT device, including the
backup NAT device, advertises 1ts status at a regular interval
to a router. If the router determines that an active NAT
device 1s no longer advertising 1ts status, the router can send
data to the backup NAT. In some embodiments, the router
routes traflic to active and backup devices based on net-
working protocols such as Border Gateway Protocol (BGP)
and/or Open Shortest Path First (OSPF). The router can also
route data to NAT devices using a round-robin algorithm.
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NETWORK ADDRESS TRANSLATION IN
NETWORKS USING MULTIPLE NAT
DEVICES

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 15/259,013, filed Sep. 7, 2016, entitled “NET-
WORK ADDRESS TRANSLATION IN NETWORKS
USING MULTIPLE NAT DEVICES”; which 1s incorpo-

rated by reference in its entirety.

BACKGROUND

Internet Protocol version 4 (IPv4) uses 32-bit addresses.

As a result, the address space for IPv4 1s limited to approxi-
mately 4.3 billion IP addresses. These 4.3 billion IP
addresses are generally available to the public (also referred
to as public IP addresses). However, with the proliferation of
computing devices throughout the world, the number of
available public IP addresses through IPv4 1s insuilicient.
For example, there are currently 7.125 billion people 1n the
world, and a significant portion of these people have mul-
tiple computing devices (e.g., personal and work laptops,
personal and work desktops, mobile devices, tablets), all of
which need to use public IP addresses to send and receive
data over the Internet.

One technical solution for addressing the insuflicient
number of public IP addresses 1s a network address trans-
lation (NAT) device. ANAT device maps multiple private 1P
addresses (also referred to as “local IP addresses™) to one or
more public IP addresses. More specifically, NAT 1s a
method of translating one IP address space into another by
modifying network address information in IP packet headers
while they are 1n transit across a tratlic routing device. As a
result, a single public IP address can represent multiple
private IP addresses such as for all computing devices within
an organization, company, or on a private network.

However, NAT devices have shortcomings. NAT devices
are expensive. A single NAT device can cost $200,000 USD
or more, so a NAT device and a backup NAT device together
would cost $400,000 USD or more. Furthermore, NAT
devices can fail and cause a communication breakdown. The
need exists for systems and methods that overcome the
above problems, as well as provide additional benefits.
Other limitations of existing or prior systems will become
apparent to those with ordinary skill 1n the art upon reading
the following Detailed Description.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a communications environment in
accordance with embodiments of the disclosed technology.

FIG. 2 1s a block diagram 1llustrating various components
used to route communications 1n accordance with embodi-
ments of the disclosed technology.

FIG. 3 1s a flowchart illustrating a process for routing
communications in accordance with embodiments of the
disclosed technology.

FI1G. 4 15 a block diagram 1llustrating various components
used to route communications in response to a link failure or
error that has occurred 1n accordance with embodiments of
the disclosed technology.

FIG. 5 15 a block diagram 1llustrating various components
used to route communications where a network address
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translation (NAT) device failure or error has occurred in
accordance with embodiments of the disclosed technology.

FIG. 6 1s a block diagram illustrating various components
used to route communications in response to a router failure
or error 1n accordance with embodiments of the disclosed
technology.

FIG. 7 1s a flowchart illustrating a process for routing
communications in accordance with embodiments of the
disclosed technology.

FIG. 8 illustrates a computer system in accordance with
embodiments of the disclosed technology.

DETAILED DESCRIPTION

The disclosed technology generally relates to network
address translation (NAT) devices, methods of using NAT
devices, and associated network topology. Historically, each
NAT device has a dedicated backup NAT device, and the
NAT device commumnicates with 1ts dedicated backup NAT
device 1 a master-slave relationship. The dedicated backup
NAT device (slave) handles address translation when the
master NAT device fails or maltfunctions. This setup (1.e.,
having a dedicated backup NAT device for each master NAT
device) has several shortcomings, including the following:
(1) NAT devices are expensive, (2) each NAT device vendor
has different specifications for their NAT and backup NAT
devices (e.g., proprictary operating/communication proto-
cols and software), and (3) the master-slave relationship may
not be flexible (e.g., the master and slave only work together
and cannot work with other NAT devices).

In contrast, 1n a network arrangement according to the
disclosed technology, a cluster of two or more NAT devices
shares a single backup NAT device configured to back up all
or some of the NAT devices 1n the cluster. A backup NAT
device may also be referred to as a reserve NAT device, or
standby NAT device. Each NAT device 1n the cluster and the
backup NAT advertise 1ts status at a regular interval to a
router. If the router determines that a NAT device in the
cluster 1s no longer advertising its status after a predeter-
mined time period, the router can send data packets to the
backup NAT device for IP address translation. The router
can continue to route data packets through the backup NAT
device until the failled NAT device advertises its status again.
Alternatively or additionally, and as described in more detail
in FIGS. 2-7, a network arrangement can have multiple
backup NAT devices.

To advertise status, the router, NAT devices, and backup
NAT devices can implement one or more networking pro-
tocols, such as: Border Gateway Protocol (BGP), Open
Shortest Path First (OSPF) protocol, Bidirectional Forward-
ing Detection (BFD) protocol, a combination of these pro-
tocols, or a customized protocol (e.g., a modified version of
BFD). In mmplementing these networking protocols, the
router, NAT devices, and backup NAT device can send and
receive advertising packets. Advertising packets are a for-
matted unit of data that indicate the status (e.g., availability)
of a device, such as: on, active, ofl, not active, or malfunc-
tion status.

Also, 1n some embodiments, the advertising packet may
not have status information, but instead be a simple “heart-
beat” signal. A heartbeat signal means receiving an adver-
tising packet from a device indicates the device 1s active
(e.g., working) and failing to receive an advertising packet
from the device indicates the device is inactive (e.g., not
powered on), has failed, or communication with that device
has failed. For example, a NAT device can send advertising
packets at regular intervals (e.g., every 300 ms). As such, it
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a router does not receive an advertising packet for a prede-
termined time period, e.g., 900 ms (equivalent to 3 missed
packets), the router can automatically update its routing
table to reflect that that NAT device has failed, and network
traflic should be routed to another available NAT. The
amount of time (also referred to as “predetermined” or
“desired” failover time) can vary depending on network
goals such as availability of processing power to send and
receive advertising packets or frequency of advertising
necessary to provide a stable network connection and type of
network (e.g., telecommunications or computer network).

Alternative, or 1n addition, to having a single backup NATI
device that backs up multiple NAT devices, the disclosed
technology can also implement a round-robin algorithm to
route packets for translation to NAT devices. Using the
round-robin algorithm, the disclosed technology avoids a
backup NAT device, and instead routes packets to a first
available NAT device. IT the first available NAT device
becomes unavailable (e.g., due to link failure or device
tailure), the disclosed technology can route traflic to the next
available NAT device (also referred to as “an alternate NAT
device”). To determine the available NAT devices 1in a
network, the disclosed technology can maintain a list of the
status (e.g., available or not available) of all NAT devices 1n
a network using network working algorithms such as BGP,
OSPF, BFD, or any combination thereof.

Also, the disclosed technology integrates load balancing
into NAT duties. Load balancing refers to distributing NAT
duties across multiple NAT devices to reduce (e.g., opti-
mize) the translation load on individual NAT devices. By
distributing the load, individual NAT devices are less likely
to be overloaded. In some embodiments, routers and NAT
devices can use the Simple Network Management Protocol
(SNMP) to track the utilization of NAT devices. Utilization
information 1s generally a measure of a device output level
compared to device capacity. Based on this tracked utiliza-
tion, a locally runming application on a router or NAT device
can adjust a load of NAT across a cluster of NAT devices.

In some embodiments, an external system receives utili-
zation information from NAT devices and routers that imple-
ment the SNMP. The external system can use the utilization
information to balance network address translation loads
across routers and NAT devices or report the utilization
information to a system administrator. Also, the external
system can automate the process of load balancing by
sending instructions to routers and/or NAT devices periodi-
cally to distribute NAT duties based on utilization informa-
tion. Based the nature of network requirements, business
requirements, and computer computation availability, the
external system can rebalance the NAT loads at different
frequencies (e.g., every 10 minutes, every day, weekly).

The disclosed technology has one or more benefits. One
benefit 1s a tlexible backup policy, whereby one NAT device
can back up multiple NAT devices. This flexibility allows
network administrators to reduce costs by buying fewer
backup NAT devices compared to the traditional one-to-one
relationship between a NAT and its backup NAT. Further, the
disclosed technology can operate without a dedicated
backup device and route traflic to the first available NAT
device by executing a round-robin or other algorithm. Also,
the disclosed technology 1s generally independent of NAT
device vendor specifications and protocols, which allows
network administrators to use NAT devices from various
vendors, 1n contrast to the traditional setup 1n which the NAT
devices had to be compatible with one another (1.e., having
the same vendor specifications). For the disclosed technol-
ogy, as long as a NAT device can execute a networking
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protocol to advertise its status, the other devices and com-
ponents 1n the network do not need to be compatible with the

NAT device.

Additionally, the network arrangement 1n the disclosed
technology 1s scalable. For example, the number of NAT
devices and backup NAT devices recommended for a net-
work can vary based on network traflic, network type,
capacity of each NAT device, and predicted loads on each
NAT device. A backup NAT device 1s no longer required for
every NAT device, 1in contrast with the traditional one-to-one
relationship, and thus, the total number of NAT devices 1n a
system can be reduced. In some embodiments, the disclosed
technology has “IN” NAT devices and “M” backup NAT
devices, where N>1 and N>M; as compared to the tradi-
tional one-to-one relationship where N=M. As an example,
i a network provider used four NAT devices with the
traditional setup, four backup NAT devices would be

required. In contrast, with the disclosed technology, four

NAT devices can be used with one backup NAT device—
three fewer NAT devices than before—which also leads to
a significant cost savings.

Furthermore, the disclosed technology has one or more
benefits associated with Internet Protocol version 6 (IPv6).
The Internet Engineering Task Force (IETF) designed IPv6
to replace IPv4. IPv6 uses a 128-bit address, which theo-
retically allows approximately 3.4x10°® public IP addresses,
more than 7.9x10°® times as many public IP addresses as are
available 1n IPv4. Also, exhaustion of IPv4 public addresses
1s encouraging Internet Service Providers (ISPs), especially
mobile ISPs, to use IPv6 addressing. As a result, many IPv6
only devices need to communicate to Internet services that
are still IPv4 only. The disclosed technology can implement
both NAT44, which translates an IPv4 address to another
[Pv4 address, and NAT64, which facilitates IPv6 to IPv4
communication. More generally, a network administrator
can design each NAT device to perform NAT44 and/or
NAT64 to meet translation and capacity requirements for a
network.

Also, NAT devices provide additional features such as
security and firewalls. For example, NAT devices inherently
function as hardware firewalls that prevent unsolicited,
unexpected, unwanted, and potentially annoying or danger-
ous traflic from passing through the router and entering a
private local area network (LAN). As a result, the disclosed
technology addresses security 1ssues as well as IP address
limitation 1ssues. Other benefits will become apparent to
those having ordinary skill in the art based on this disclo-
sure.

Various implementations of the disclosed technology are
described below. The following description provides spe-
cific details and an enabling description of these implemen-
tations.

[llustrative Environment

FIG. 1 illustrates a communications environment 100 1n
accordance with the disclosed technology. The communica-
tions environment 100 includes one or more computing
devices 105. Computing devices 105 can include a mobile
phone (e.g., 1IPhone™), desktop computer, laptop computer,
tablet, or a wearable device such as a smart watch, and other
clectronic devices. Computing devices 105 can access other
networks and devices 1n communications environment 100.
Data communications (also referred to as “communica-
tions”) can be exchanged in communications environment
100 in some form of transmission such as a wireless or wired
network. Some sample communications in communications
environment 100 include a mobile device sending a request
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to search content of the World Wide Web (WWW), begin a
Voice over Internet Protocol (VoIP) call, or send/receive an
email.

Computing devices 105 communicate with a router 110.
The router 110 1s a networking device that routes (e.g.,
forwards, switches) data packets to networks, devices (e.g.,
computing devices 105), and/or other routers. The router 1s
also responsible for addressing communications so they are
sent to the correct destination and for finding a path through
a network to a destination. The router 110 can be an edge
router or a core router. In some embodiments, the router 110

routes trathic (e.g., packets) based on networking protocols
such as BGP, OSPF, BFD, and other like networking pro-
tocols, or a suite of networking protocols. Additionally, the
router 110 can use the BFD protocol to provide router status
information (e.g., active, error, standby) to other devices.
Although one router 1s shown 1n FIG. 1, a communications
environment 100 can have several routers 110. More details
regarding the router 110 are described in FIGS. 2-7.

As shown in FIG. 1, the communications environment
100 has multiple NAT devices 115a-c (also referred to as a
“cluster of NAT devices™ or “group of NAT devices”). Each
of the NAT devices 115a-c can map private IP addresses to
one or more public IP addresses. As an example, an ISP may
designate the public IP address 209.200.210.5 to a company
or organization. The NAT device then maps all private IP
addresses to that public IP address. As described 1n more
details 1n FIGS. 2-7, NAT devices can be “regular” or
“active” NAT devices or they can be backup NAT devices,
where backup NAT devices operate 1n a standby mode and
perform NAT for a regular NAT device that fails. Also,
backup NAT devices can back up NAT devices in one
network or in multiple networks.

As shown 1n FIG. 1, the NAT devices 115a-c¢ and router
110 can communicate to route network traflic. In some
implementations, computing devices 105 are operating on a
local network (e.g., private LAN or WLAN) and commu-
nicate with the router 110. The router 110 can route com-
munications intended to stay within the local network to a
destination device based on header information of a packet
(c.g., a private IP address 1n the header). If a computing
device 105 intends to communicate with a device or network
outside the LAN, the router 110 forwards the communica-
tion to one of the NAT devices 115a-c to translate the private
IP address of the device to a public IP address so to that the
communication can be sent on the Internet. For example,
packets that originate from a private IP address and port are
converted by the NAT device to a public IP address and port
before being sent to another device or network (e.g., the
Internet). The mapping from a private IP address and port to
a public IP address and port can be done with a translation
table stored the NAT device. In some embodiments, the
router receives the address or unique ID of each NAT device
when 1t creates 1its routing table. Also, although not shown in
FIG. 1, a NAT device (or multiple NAT devices) and router
can be combined 1nto one device.

The NAT devices 115a-¢ are connected to a network 120,
which can include wireless or wired networks such as, but
not limited to, one or more of: a LAN; wireless local area
network (WLAN); wide area network (WAN); global system
for mobile communications (GSM); Bluetooth; WiFi; Fixed
Wireless Data; and 2G, 2.5G, 3G, 4G, 5G, and LTE net-
works, using messaging protocols such as Transmission
Control Protocol (TCP), IP, Short Message Service (SMS),
Multimedia Messaging Service (MMS), or any other wire-
less data networks or messaging protocols. The network 120
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can use standard communication technologies and/or pro-
tocols. In some embodiments, the network 120 1s the Inter-
net.

The network 120 1s connected to a server 125, which can
be a single server or part of a distributed computing envi-
ronment encompassing multiple servers. Also, the server can
communicate with computing devices 103. The server 125
can be associated with an Internet Service Provider (ISP).
The server 125 can also host services such as email, VoIP,
and/or an application. Computing devices 105 and router
110 can send and receive communications from the server
over the network 120. In some embodiments, the server 125
can host a VoIP call between two computing devices 105.

The communications environment 100 can be a part of a
telecommunications network, computer network, or other
communication network. For example, a mobile phone can
execute a VoIP call or perform an Internet search by access-
ing an ISP. Although not shown 1n FIG. 1, the communica-
tions environment 100 can also include an Ethernet switch,
firewall, and other computing devices or networking devices
(e.g., telecommunications equipment and devices). Addi-
tionally, devices in the communications environment 100
can be combined. For example, a NAT device may be
combined with a router.

The techniques described in detail herein can be embod-
ied as special-purpose hardware (e.g., circuitry), programs-
mable circuitry approprately programmed with software
and/or firmware, or a combination of special-purpose and
programmable circuitry. Hence, embodiments can include a
machine-readable medium having stored thereon instruc-
tions that may be used to program a computer (or other
clectronic devices) to perform a process. The machine-
readable medium can include, but i1s not limited to, optical
disks, compact disc read-only memories (CD-ROMs), mag-
neto-optical disks, ROMs, random access memories
(RAMs), erasable programmable read-only memories
(EPROMs), electrically erasable programmable read-only
memories (EEPROMSs), magnetic or optical cards, flash
memory, or other types ol media/machine-readable medi-
ums suitable for storing electronic instructions.

I[llustrative Network Configuration

FIG. 2 1s a block diagram 1illustrating various components
used to route communications 1n accordance with the dis-
closed technology. As a broad overview, FIG. 2 1llustrates
the tlow of network traflic from a computing device 105 to
networks 120. In some embodiments, one or more NAT
devices 115a-d serve as a backup NAT device. A backup
NAT device handles NAT for one or more failed NAT
devices. Generally, backup NAI devices operate i a
standby mode, where the backup NAT device advertises its
status as “standing by”. If a router determines that a previ-
ously working NAT device has failed or communication
with that NAT device has failed, the router can forward
traflic intended for the failed NAT device to the backup NAT
device. More details regarding the backup NAT and NAT
devices, determining the number of backup NAT devices,
and how and when to use backup NAT devices are described
in FIGS. 3-7. Further, in some embodiments, all NAT
devices 115a-d may be active and there may be no dedicated
backup NAT device, which 1s described in more detail in
FIG. 7.

As shown in FIG. 2, gateways 205 can be used to
communicate with routers 110, networks 120, and comput-
ing devices 1035. The gateways 205 can vary, depending on
the type of network or type of communications on the
network. In a telecommunications network, the gateways
2035 can be gateway general packet radio service (GGPRS)
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support nodes that communicate (e.g., through wires or
wirelessly) with routers 110. The GGPRS core network 1s a
central part of the general packet radio service (GPRS),
which enables 2G, 3G and wideband code division multiple
access (WCDMA ) mobile networks to transmit IP packets to
external networks such as the Internet.

Gateways 2035 and other devices can communicate using,
links. Links 210, 220, 225, 230, 240, and 250 illustrated by

solid lines 1 FIG. 2 can be a transmission media (also
referred to as the “physical media”) used to link devices or
components of a network. Some examples include Ethernet
cable, optical fiber, or a wireless link.

Traflic paths 215 illustrated by dashed lines in FIG. 2
represent a communication through the gateways 203, rout-
ers 110, NAT devices 115a-d, and/or networks 120. For

example, a computing device 105 can request access to the
Internet. The gateway 205 can receive the request and
forward 1t to router 110 (either Router 1 or Router 2,
depending on networking policy and/or availability). Using
the link 210, the router 110 sends the communication to a
NAT device 115a-d for IP address translation and then to the
network 120.

The NAT devices 115a-d can communicate with both
routers 110. As described 1n more detail below, each of the
NAT devices 115a-d can communicate its status (e.g., active,
inactive, malfunction, error) to the routers 110 using the
links 220, 225, 230, 240. The routers 110 can communicate
their status using the link 250. Based on communications
between the links, the routers 110 can determine which NAT
devices 115a-d are working (e.g., advertising status as active
and translating) or not working (e.g., failing to send an
advertising packet or reporting an error). Using the commu-
nications of status, the routers 110 and NAT devices 115a-d
can update their respective routing tables to determine where
to send traflic.

In one example, one computing device 105 sends an
email, which the gateway 203 receives as a request to send
an email and forwards 1t to one of the routers. One of the
routers 110 determines that a data packet associated with the
request to send the email came from a private IP address and
should be translated to a public IP address to be sent to the
Internet where the email can be delivered. The router 110
torwards the request to one of the NAT devices 115a-d based
on router policy using a link. The receiving NAT device
translates the private IP address of the data packet to a public
IP address (e.g., by modifying the header of the data packet).
After translation, the NAT device sends a translated data
packet to the router 110. The router 110 forwards the
translated packet now associated with a public IP address to
the network 120, where an email service completes the
request.

After the request to send the email 1s complete, the email
service sends a notification of the completed request to
router 110 using the known public IP address associated with
the request to send the email. The router 110 sends the
notification to the NAT device that performed the transla-
tion. The NAT device translates the public IP address
associated with the noftification to the known private IP
address associated with the computing device that requested
to send the email. The NAT device sends the translated
notification to the router 110, which forwards the notifica-
tion to the gateway 205. The gateway 2035 sends the notifi-
cation of the completed request to the computing device 105.
In this example, the flow of data did not encounter an error
in the translation process. If there was an error, one of the
other NAT devices could have handled the request to trans-
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late IP address of the data packet. The process of handling
an error or malfunction 1s described in more detail 1n FIGS.
3-7.

Flow Diagram Illustrating Example Process

FIG. 3 1s a flowchart 1llustrating a process 300 for routing
communications, which can be implemented by the 110
router. Process 300 begins at receiving operation 302 where
the router 110 receives a status from multiple NAT devices.
In some embodiments, the router receives advertising pack-
cts that include status information for each of the NAT
devices. The NAT devices can send advertising packets at
regular intervals (e.g., every second, every 100 ms), 1rregu-
lar intervals, or a combination thereoi. The frequency of
sending advertising packets and the BFD protocol can be
modified according to network administrator settings. For
example, 1n a telecommunications network with VoIP as a
service, a network administrator may require more frequent
advertising (e.g., send advertising packets every 150 ms), as
compared to a computer network used for Internet service
(e.g., email or web browsing, which are tolerate to delays/
latency). With delay-tolerant services, a network adminis-
trator can set the advertising frequency to more than 1350 ms
(e.g., 1 second or less). Additionally, the router can also
implement a BFD protocol to make the status communica-
tion bidirectional between the router and NAT device (or
devices).

During status operation 304, the router 110 receives a
status from a backup NAT device. Similar to the sending of
advertising packets from a NAT device 1n receiving opera-
tion 302, backup NAT devices can also send advertising
packets to routers. In some embodiments, a backup NAT
device can advertise its status as “standby.” Standby gener-
ally means the backup NAT device 1s available to translate
IP addresses but 1s not actively translating. Table 1 below 1s
an example of status information stored by a router 1n a
routing table or other data structure. The first column
contains 1dentifying information for NAT devices in com-
munication with a router; the second column contains status
information for the NAT devices based on the receiving an
advertising packet.

TABLE 1
NAT Device Status
NAT1 Active
NAT?2 Active
NAT3 Active
NAT4 (backup) Standby

At determination operation 306, the router determines that
communication with one or more of the multiple NAT
devices has failed. A communication failure can happen for
several reasons, which include a link failure as described 1n
more detail in FIG. 4; NAT device failure as described 1n
more detail in FIG. 5; router failure as described 1n FIG. 6;
and failure to receive a packet for a predetermined time
period. Overall, failure can also be referred to as a network
condition, meaning a condition of the network that 1s ailect-
ing communication with a device. FIGS. 4-6 1illustrate a
variety of network conditions, and are described in further
detail below.

At determination operation 306, a router can determine
that a failure has occurred based on a routing algorithm. For
example, the router and NAT devices 1n a network can use
BFD to determine status and availability. The disclosed
technology can use other routing protocols defined by the
IETF in determining the status of NAT devices. As an
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alternative to using a routing protocol or standard, a network
administrator can design a custom routing protocol based on
network specifications. In some embodiments, the custom

protocol can be based on timing. For example, 11 the router
determines that a NAT device has failed to send three

—

packets 1n the last 100 ms, the router can determine the NAT
device has failed.
During routing operation 308, the router routes based on

the determined status of each NAT device. If all NAT
devices are active, the router can continue to route traflic to
cach NAT device accordingly to router policy. If one or more
NAT devices has failed, the router can route traflic to the
backup NAT device. After routing operation 308, process
300 can end. As an alternative to ending, process 300 can be
repeated multiple times by a router that 1s directing traflic in
a network.

Some examples of routing trathic to NAT devices and a
backup NAT device are shown below in Tables 2 and 3.
Tables 2 and 3 have three columns. The first column contains
identifying information for NAT devices 1n communication
with a router; the second column contains status information
for the NAT devices, which 1s based on receiving or not
receiving advertising packets from NAT device; and the
third column contains router policy information 1n the event
of a network condition (e.g., NAT device failure or link

—

tailure). Table 2 shows an embodiment where one NAI
device, NAT?2, has a failed status. Table 3 shows an embodi-

ment where two NAT devices, NAT1 and NAT2, have a
failed status.

TABLE 2

NAT

Device Status  Router Policy

NAT1 Active  Continue routing traffic to NAT1 unless NAT1
status 1s failed. If NAT1 status 1s failed,
route traflic to NAT4.

NAT?2 Failled  Route traffic to backup NAT4 until advertising
packets are received from NAT?2.

NAT3 Active  Continue routing traflic to NAT3 unless NAT3
status 1s failed. If status 1s failed, route
traffic to NAT4.

NAT4 Active  If NAT1 status 1s failed, route trafhic for NAT1

(backup) to NAT4. If NAT?2 status 1s failed, route traflic
for NAT2 to NAT4. If NAT3 status 1s failed,
route traflic for NAT3 to NAT4.

TABLE 3

NAT

Device Status  Router Policy

NAT1 Failled  Route traflic to backup NAT4 until advertising
packets are received from NATI.

NAT?2 Failled  Route traffic to backup NAT4 until advertising
packets are received from NAT?2.

NAT3 Active  Continue routing traflic to NAT3 unless NAT3
status 1s failed. If status 1s failed, route
traffic to NAT4.

NAT4 Active It NAT1 status 1s failed, route trafhic for NAT1

(backup) to NAT4. If NAT?2 status is failed, route traflic

for NAT2 to NAT4. If NAT3 status 1s failed,
route traffic for NAT3 to NAT4.

Although one backup NAT device can be used to back up
multiple NAT devices 1 the process 300, the disclosed
technology can also have multiple backup NAT devices
backing up multiple NAT devices. A router can receive
advertising packets from the multiple NAT devices and the
multiple backup NAT devices. For example, a network can
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have five NAT devices and two backup NAT devices, or ten
NAT devices and three backup NAT devices. The number of

backup NAT devices can depend on network traflic and the
goals of the organization hosting the network. For example,
a company providing telecommunications services may pre-
fer to have a high number of backup devices because the risk
of failure 1s high and failures cause the loss of customers.
Alternatively, a ISP may provide standard internet service
and preter to have less backup devices to limit cost.

FIG. 4 1s a block diagram illustrating a link failure. As
shown by the “x” mark on FIG. 4, link 230 that connects the

router 110 (Router 1) to the NAT device 11556 (NAT2) has

tailed. Also, as shown by the bold upward arrow, the Router
1 1s now sending packets for translation to NAT1 instead of
NAT2. Some example link failures are when the connecting
medium (e.g., wire) 1s physically damaged (e.g., severed) or
the interface between the device and link malfunctions. As
a result of a link failure, communication between Router 1
and NAT2 1s limited or not possible. Because of the failure,
devices update their routing tables. For example, NAT2 can
now stop forwarding or sending packets to Router 1 and
instead send packets to the second router 110, Router 2.
Although FIG. 4 shows Router 1 directing traflic to NAT1
instead of NAT?2, Router 1 can 1nstead direct tratlic to NAT
device 115¢ (NAT3) and/or NAT device 1154 (NAT4)

depending on router policy.

FIG. § 1s a block diagram illustrating a NAT device
failure. As shown by the “x” mark on FIG. 5, NAT device
1155 (NAT2) has failed. As a result of this failure, the routers
110 (e.g., Router 1 and Router 2) have updated the routing
tables to reflect a failed status of NAT?2. Also, as indicated
by the bold upward arrows 1n FIG. 5, the routers 110 have
routed trailic (e.g., changed the packet headers to indicate
delivery to a ditierent location) to NAT device 115a (NAIT)
instead of NAT2. Although FIG. 5§ shows traflic being
directed to NAT1, the routers 110 could additionally or
alternatively direct traflic to NAT device 115¢ (NAT3) or
1154 (NAT4). The decision to route tratlic to another avail-
able NAT device can be based on router policy. Router
policy can be based on quality of service, cost saving, load
sharing and balancing, and/or capacity of the available NAT
devices.

FIG. 6 1s a block diagram illustrating a router failure or
error. Router failure can occur for several reasons. Some
examples include device failure, overloading, a failure of
communication with the router (e.g., limited connectivity or
delay 1n response), packet loss, and/or a related router 1ssue
such as a software malfunction. As shown 1n FIG. 6,
gateways 205, NAT devices 115a-1154, router 1, and net-
works 120 can route traflic to Router 2. As a result of router
failure, each device will update 1ts routing table to take
another path (e.g., the cost of routing a packet to Router 2
will be set to infinity).

FIG. 7 1s a flowchart 1llustrating a process 700 for routing,

communications. Unlike process 300 that includes a backup
NAT device, process 700 avoids using a backup NAT device.
Instead, process 700 includes executing a round-robin algo-
rithm where the next available NAT device (also referred to
as “alternate NAT device”) 1s used for IP address translation.
Process 700 begins at receiving operation 702. At receiving
operation 702, the router receives status from multiple NAT
devices similar to recerving operation 302 described 1n FIG.
3. At determiming operation 704, the router determines a list
of available NAT devices similar to determination operation
304 described FIG. 3. An available NAT device 1s a NAT
device that provides the router with status information that
meets router policy. For example, a router may have a policy
that 1t needs to receive an advertising packet from a NAT
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device every second, and 11 1t does not receive an advertising
packet for three seconds, 1t will assume the NAT device 1s
not active. As shown in Table 4 below, the router has
received advertising packets from all four NAT devices

indicating that the NAT devices are available. Note, 1n Table

4, NAT4 1s not a backup NAT device as described 1n FIG. 3

and Tables 1 and 2 because process 700 avoids backup NAI
devices and instead uses a round-robin algorithm.

TABLE 4

NAT Available for

Device Status  Router Policy for Determining Status Round Robin

NAT1 Active  Recerved advertising packet within ~ Yes
predetermined time interval

NAT?2 Active  Recerved advertising packet within ~ Yes
predetermined time interval

NAT3 Active  Recerved advertising packet within ~ Yes
predetermined time interval

NAT4 Active  Recerved advertising packet within ~ Yes

predetermined time interval

Sometime later, one of the NAT devices failed. Table 5
below shows that a router has failed to recerve an advertising
packet from NAT3, has recerved an advertising packet from
NAT3 indicating 1t has failed, or NAT3 1s otherwise expe-
riencing an error. As a result of determining that NAT3 has
a failed status, NAT3 i1s removed {from the available NAT list
and the router routes traflic to the next available NAT device.
For example, the router can send packets to NAT4 instead of
NAT3 because NAT4 1s the next available NAT. Alterna-
tively, the router can send packets to NAT1 or NAT?2 instead
of NAT3.

TABLE 5

Available for
Round Robin

NAT

Device Status  Router Policy

If received advertising packet within Yes

predetermined time interval, route NAT
requests to NAT1 using round robin
algorithm

If received advertising packet within
predetermined time interval, route NAT
requests to NAT2 using round robin
algorithm

If failed to receive advertising packet
within predetermined time interval, re-
route NAT requests to next available
NAT using round robin algorithm

If received advertising packet within
predetermined time interval, route NAT
requests to NAT4 using round robin

algorithm

NAT1 Active

NAT?2 Active Yes

NAT3 Failed No

NAT4 Active Yes

Some more time later, another one of the NAT devices
failed and the failed NAT (NAT3) has been fixed. As a result
determining that another NAT device (NAT4) has a failed
status, NAT4 1s removed from the available NAT list and the
router routes traflic to the next available NAT device. Table
6 below shows the updated status of each NAT device.

TABLE 6
NAT Available for
Device Status  Router Policy Round Robin
NAT1  Active If received advertising packet within Yes

predetermined time interval, route NAT

requests to NAT1 using round robin
algorithm
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TABLE 6-continued

NAT Available for
Device Status  Router Policy Round Robin
NAT2  Active If received advertising packet within Yes
predetermined time interval, route NAT
requests to NAT2 using round robin
algorithm
NAT3  Active If received advertising packet within Yes
predetermined time interval, route NAT
requests to NAT3 using round robin
algorithm
NAT4  Failed If failed to receive advertising packet  No

within predetermined time interval, re-
route NAT requests to next available
NAT usimng round robin algorithm

At recerving operation 706, the router recerves commu-
nication for translation. The router reads the header infor-
mation of the communication to determine the destination
and source of the packet (e.g., reading the header of the
packet or packets). Based on the analysis, the router can
determine that a packet 1s destined for the Internet and came
from a source with a private IP address. Because the
communication needs a public IP address to be sent on the
Internet, the router sends the communication to a NAT
device for translation from a private IP address to a public
IP address (e.g., by changing the header information of the
packet).

At decision operation 708, the router determines whether
the next available NAT device on the list 1s available. I the
router determines that the next available NAT device 1s not
available, the router proceeds to alternate routing operation
710. The alternate routing option 710 includes a router
selecting an alternate available NAT device on the available
NAT device list to handle the NAT. The router can select an
alternate NAT device by using a random selection algorithm
of available NAT devices or an 1terative selection process of
available NAT devices from the list (e.g., NAT1 first, NAT?2
second, where a NAT device 1s skipped 11 it 1s unavailable
and the next NAT on the list 1s the alternate NAT device). If
the router determines that the next available NAT device 1s
available, the router proceeds to sending operation 712, and
the router sends the communication to that available NAT
device for translation.

In some embodiments, the router can select a NAT device
for the sending operation 712. The router can base the
selection on a random selection algorithm of available NAT
devices, an iterative selection process of available NAT
devices (e.g., NAT1 first, NAT2 second, where a NAT 1s
skipped if it 1s unavailable), feedback from the available
NAT devices (e.g., available capacity, latency), router
policy, or any combination thereof. After sending operation
712, process 700 can end. As an alternative to ending,
process 700 can be repeated multiple times by a router that
1s directing traflic 1n a network.

Other operations not shown 1n FIGS. 3 and 7 can be added
to processes 300 and 700. In some embodiments, load
balancing based on utilization imnformation 1s added to pro-
cess 700. Utilization information can include a utilization
percentage that ranges from zero to 100, where zero indi-
cates the NAT device 1s not actively translating any packets
(1t 1s “empty”’) and 100 indicates the NAT device 1s actively
translating a maximum number of data packets (e.g., 100%
tull or at maximum utilization percentage). The utilization
information can be used by a router to load balance trans-
lation duties across a cluster of NAT devices. For example,
the router can send translation requests to a NAT device with
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the most availability for translation (e.g., zero current trans-
lation) before sending translation requests to NAT devices
with the least availability for translation (e.g., operating at
95% utilization). As shown 1n Table 7 below, a router would
first send translation requests to NAT2 because 1t 1s operat-
ing at 10% utilization as compared to NAT 3, which 1s at 80%
utilization. In some embodiments, backup NAT devices
avold advertising utilization imnformation based on network
administrator policy (e.g., backup NAT devices are pre-
sumed to always be available for translation, and advertising
this status would be a waste of processing power and cause
unwanted network traiii

1C).

TABLE 7

Utilization

Device Status  Router Policy Percentage

Determine NAT1 capacity based on 90
protocol, route traffic to backup

NAT 1if failure status detected for
NATI1

Determine NAT2 capacity based on
protocol, route traffic to backup

NAT if failure status detected for
NAT?2

Determine NAT3 capacity based on
protocol, route traffic to backup

NAT 1f failure status detected for
NAT3

If NAT1 status 1s failed, route traffic
for NAT'1 to NAT4. If NAT?2 status 1s
failed, route traflic for NAT?2 to NAT4.
It NAT3 status i1s failed, route traffic

for NAT3 to NAT4.

NAT1 Active

NAT? Active 10

NAT3 Active RO

NAT4 Active n/a

(backup)

In some embodiments, routers and NAT devices can use
SNMP to collect utilization immformation. For example, an
external system (e.g., server) can receive utilization infor-
mation from multiple NAT devices and routers that use the
SNMP, and then use this utilization information to balance
the load of NAT across multiple NAT devices. The external
system can also communicate with the routers in the net-
work 1n order to instruct the routers how to balance the load.
The external system or device includes load balancing
hardware such as a computer with load balancing software.
Also, the external system automatically balances the load for
a network based periodically by sending instructions to
routers for load balancing. In some embodiments, the NAT
devices or routers can have an internal system that tracks
utilization based on the SNMP, and the internal systems can
be used for load balancing. Internal systems can include
custom software or applications to enable load balancing.

Further, processes 300 and 700 can include forecasting.
Forecasting includes monitoring and storing NAT traflic
information. NAT traflic information 1s information that
relates to NAT duties such as number of translation requests,
time of translation request, average number of translation
requests per day or hour, threshold information, or other like
information (e.g., above 90% utilization means the NAT
device 1s operating at or near maximum capacity). A NAT
device, router, or computer can collect NAT traflic informa-
tion. Based on the NAT traffic information, a network
administrator can determine when to add another NAT
device, when a NAT device 1s underutilized, or predict NAT
duties 1n a network. As an example use of forecasting, a
router can determine that a particular NAT has been histori-
cally underutilized based on NAT traihic information, and the
router can re-route traflic from an over utilized NAT device

(e.g., more than 90% utilization) to the underutilized NA1
device.
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In some embodiments, feedback information can be inte-
grated into processes 300 and 700. Feedback information 1s
information regarding the operation of a NAT device. Feed-
back information includes amount of power used per time
period (e.g., day or hour) by a NAT device, highest and
lowest utilization percentage during a time period for a NAT,
number of lost packets, or other related operating informa-
tion. A router can use the feedback information to improve
(e.g., optimize) NAT duties in a network. For example,
based on feedback information, a router can determine that
particular NAT device for a microcell 1n an oflice building
downtown receives very few or no NAT requests on the
weekend, but still consumes power to stay available. Based
on the feedback information, a network admimistrator can
instruct the router to send instructions to the particular NAT
device to turn oil on the weekends, and turn back on during
the weekdays. During weekends when the particular NAT
device 1s ofl, the router can route any NAT requests to
another NAT device on another network or associated with
another microcell.

The disclosed technology system may be of use 1n emerg-
ing 5G networks where numerous edge nodes are added to
a network (e.g. femtocells, picocells, microcell, WiF1 access
points, etc.). Such edge nodes may have need to address
translation closer to edges of a network, as opposed to
deeper within networks. As a result, a router (or other
network element, such as a NAT device 1tsell) can determine
that a particular NAT device covering a microcell at the edge
of the network has been historically underutilized based on
NAT traflic information. The router can then instruct or
allow the underutilized NAT device to serve as a microcell
gateway for the network, thereby having the underutilized
NAT device to assume additional functionality within the
network.

Alternatively, 4G/5G network operators may want to
manage IP address translation from a centralized basis
because 1t can improve I1Pv4 utilization depending on the
type of devices and location of devices on a network. As a
result, NAT devices can be placed closer to the core. Overall,
the decision to place NAT devices at the edge or centralized
position 1n network can be based on operator goals, service
provider goals, cost, and efliciency, and nature of the net-
work.

Also, each operation 1n the flow diagrams 3 and 7 may
represent a module, segment, or portion of code that com-
prises one or more executable mstructions for implementing
the specified logical function(s). In some alternative imple-
mentations, the functions noted 1n the operations may occur
out of the order noted 1n FIGS. 3 and 7. Also, each operation
of the tlow diagrams in FIGS. 3 and 7, and combinations of
operations 1n the flow diagrams, can be implemented by
special-purpose, hardware-based systems that perform the
specified functions, or by combinations of special-purpose
hardware and computer instructions. Additionally, in some
alternative implementations, some functions may be omit-
ted, skipped, or combined. Also, two operations shown 1n
succession may, in fact, be executed substantially concur-
rently, or the operations may sometimes be executed in the
reverse order, depending on the functionality mnvolved. For
example, the receiving operation 302 and status operation
304 can be combined into one operation and performed
concurrently or at approximately the same time.

Additionally, the process 300 and the process 700 can be
used separately or in combination. For example, a network
administrator can have process 300 be the primary process
when a network 1s operating satfe mode, meaning that failure
1s more likely than normal and backup 1s a primary concem.
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After a network stabilizes (e.g., the rate or occurrence of
tailures 1s reduced to seldom or rare), the network admin-
istrator can switch a router to operate using process 700.
Exemplary Computer System and Conclusion

Embodiments of the disclosed technology include opera-
tions as described above. A variety of these operations can
be performed by hardware components or can be embodied
in machine-executable nstructions, which can be used to
cause a general-purpose or special-purpose processor pro-
grammed with the 1nstructions to perform these operations.
Alternatively, the operations may be performed by a com-
bination of hardware, software, and/or firmware. For
example, a NAT device, router, or other network component
described 1n this disclosure can include hardware compo-
nents to execute machine-executable instructions. As such,
FIG. 8 illustrates a computer system in accordance with
embodiments of the disclosed technology. According to the
present example, the computer system includes a bus 810,
processor 820, communication port 830, a main memory
840, a removable storage media 850, a read-only memory
860, and a mass storage device 870.

The processor(s) 820 can be any known processor, such
as, but not limited to, ARM or x86-type processors, such as
the Inter lines of processors; AMD™ lines of processors; or
Motorola™ lines of processors. The communication port(s)
830 can be any of an RS-232 port for use with a modem-
based dialup connection, a 10/100 Ethernet port, or a Gigabit
port using copper or fiber. Communication port(s) 830 may
be chosen, depending on a network such as a LAN, WAN,
or any network to which the computer system 800 connects.
The communication port 830 may also encompass wireless
communications components, such as an IEEE 802.11,
3G/4G/5QG, or other wireless transceiver.

The main memory 840 can be random access memory
(RAM) or any other dynamic storage device(s) commonly
known 1n the art. Read-only memory 860 can be any static
storage device(s), such as programmable read-only memory
(PROM) chips for storing static information such as instruc-
tions for processor 820.

The mass storage device 870 can be used to store infor-
mation and instructions. For example, hard disks such as the
Adaptec™ family of SCSI drives, an optical disc, an array
of disks such as RAID, such as the Adaptec™ family of
RAID drives, or any other mass storage devices 870 may be
used.

The bus 810 communicatively couples processor(s) 820
with the other memory, storage, and communication blocks.
The bus 810 can be a PCI/PCI-X- or SCSI-based system bus,
depending on the storage devices used.

The removable storage media 850 can be any kind of
external hard-drives, tfloppy drives, IOMEGA™ Zip drives,
compact disc-read-only-memory (CD-ROM), compact disc-
re-writable (CD-RW), and/or digital video disk-read-only
memory (DVD-ROM).

Unless the context clearly requires otherwise, throughout
the description and the claims, the words “comprise,” “com-
prising,”

and the like are to be construed 1n an inclusive
sense, as opposed to an exclusive or exhaustive sense; that
1s to say, 1n the sense of “including, but not limited to.” As
used herein, the terms “connected,” “coupled,” or any vari-
ant thereol means any connection or coupling, either direct
or mdirect, between two or more elements; the coupling or
connection between the elements can be physical, logical, or
a combination thereol. Additionally, the words “herein,”
“above,” “below,” and words of similar import, when used
in this application, refer to this application as a whole and
not to any particular portions of this application. Where the
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context permits, words in the above Detailed Description
using the singular or plural number may also include the
plural or singular number respectively. The word “or” in
reference to a list of two or more items covers all of the
following interpretations of the word: any of the 1items 1n the
list, all of the 1tems 1n the list, and any combination of the
items 1n the list.

The above Detailed Description of examples of the dis-
closed technology 1s not intended to be exhaustive or to limait
the mvention to the precise form disclosed above. While
specific examples for the disclosed technology are described
above for illustrative purposes, various equivalent modifi-
cations are possible within the scope of the disclosed tech-
nology, as those skilled 1n the relevant art will recognize.

The teachings of the disclosed technology provided herein
can be applied to other systems, not necessarily the system
described above. The elements and acts of the various
examples described above can be combined to provide
further implementations of the invention. Some alternative
implementations of the disclosed technology may include
not only additional elements to those implementations noted
above, but also may include fewer elements.

Any patents and applications and other references noted
above, mcluding any that may be listed in accompanying
filing papers, are incorporated herein by reference. Aspects
of the disclosed technology can be modified, if necessary, to
employ the systems, functions, and concepts of the various
references described above to provide yet further implemen-
tations of the disclosed technology. When statements or
subject matter 1n an incorporated by reference conflict with
statements or subject matter of this application, then this
application shall control.

These and other changes can be made to the disclosed
technology 1n light of the above Detailed Description. While
the above description describes certain examples of the
disclosed technology, and describes the best mode contem-
plated, no matter how detailed the above appears 1n text, the
disclosed technology can be practiced in many ways. Details
of the system may vary considerably in its specific imple-
mentation, while still being encompassed by the disclosed
technology disclosed herein. As noted above, particular
terminology used when describing certain features or
aspects of the disclosed technology should not be taken to
imply that the terminology i1s being redefined herein to be
restricted to any specific characteristics, features, or aspects
of the disclosed technology with which that terminology 1s
associated. In general, the terms used 1n the following claims
should not be construed to limit the invention to the specific
examples disclosed 1n the specification, unless the above
Detailed Description section explicitly defines such terms.
Accordingly, the actual scope of the disclosed technology
encompasses not only the disclosed examples, but also all
equivalent ways of practicing or implementing the mnvention
under the claims.

To reduce the number of claims, certain aspects of the
disclosed technology are presented below in certain claim
forms, but the applicant contemplates the various aspects of
the disclosed technology 1n any number of claim forms. For
example, while only one aspect of the disclosed technology
1s recited as a means-plus-function claim under 35 U.S.C.
sec. 112, sixth paragraph 112(1) (AIA), other aspects may
likewise be embodied as a means-plus-function claim, or 1n
other forms, such as being embodied in a computer-readable
medium. (Any claims intended to be treated under 35 U.S.C.
§ 112, §6(1) will begin with the words “means for”, but use
of the term “for” in any other context 1s not intended to

invoke treatment under 35 U.S.C. § 112, 96(1).) Accordingly,
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the applicant reserves the right to pursue additional claims
after filing this application to pursue such additional claim
forms, i either this application or 1n a continuing applica-
tion.

I claim:
1. A system comprising:
a first network address translation (NAT) device config-
ured to send first advertising packets,
wherein the first advertising packets indicate a status of
the first NAT device:
a second NAT device configured to send second adver-
tising packets,
wherein the second advertising packets indicate a status
of the second NAT device;
a first backup NAT device configured to send backup
advertising packets,

wherein the backup advertising packets indicate a sta-
tus of the first backup NAT device, and

wherein the first NAT device, the second NAT device,
and the first backup NAT device are part of a number
of devices configured to send advertising packets,
the number of devices varying based on network
traflic, network type, a capacity of each NAT device,
and predicted loads on each NAT device; and

at least one router configured to route network traflic to
the first NAT device, second NAT device, and first
backup NAT device for address translation,
wherein the router 1s further configured to receive the

first, second and backup advertising packets from the

first, second, and first backup NAT devices, respec-
tively, and

wherein the router 1s further configured to re-route
network traflic from the first or second NAT devices
to the first backup NAT device based on:

a determination that first or second advertising pack-
ets have not been received for a predetermined
time period, or

recerving a message indicating an error with respect
to the first or second NAT device.

2. The system of claim 1, wherein the router comprises:

a Processor;

a memory storing instructions that, when executed by the
processor, cause the router to perform a set of opera-
tions, where the operations comprise:
routing communications to the first NAT device, sec-

ond NAT device, or backup NAT device using Bor-

der Gateway Protocol (BGP) or Open Shortest Path

First (OSPF); and

implementing a Bidirectional Forwarding Detection

(BFD) networking protocol with the first, second,

and backup NAT devices.

3. The system of claim 1, wherein each of the first and
second NAT devices are configured to send utilization
percentages to the router, and wherein the router 1s config-
ured to send communications for translation to the first or
second NAT device with a lower utilization percentage
before sending communications to the first or second NAT
device with a higher utilization percentage.

4. The system of claim 1, further comprising:

a fourth NAT device configured to send fourth advertising
packets to the router, wherein the fourth advertising
packets indicate a status of the fourth NAT device;

a second backup NAT device configured to send second
backup advertising packets to the router, wherein the
second backup advertising packets indicate a status of

the second backup NAT device.
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5. The system of claim 1, wherein the first and second
NAT devices are produced by different vendors and employ
different communication protocols.

6. The system of claim 1, wherein the message relates to
at least one of the following: a link failure, NAT device
tailure, router failure, or any combination thereof.

7. A computer-readable medium, excluding transitory,
propagating signals, and storing instructions that, when
executed by one or more processors, causes the one or more
Processors to:

recerve a first message from a first set of network address

translation (NAT) devices,

wherein the first message includes status information
for one NAT device 1n the first set of NAT devices,
and

wherein the first set of NAT devices includes N NAT
devices and where N 1s greater than 1;

recetve a second message from the first set of NAT

devices, wherein the second message includes status

information for another NAT device 1n the first set of

NAT devices;

recerve a third message from a second set of NAT devices,

wherein the third message includes status information
for a NAT device 1n the second set of NAT devices,

wherein the second set of NAT devices includes M
number of NAT devices,

wherein N 1s greater than M, and

wherein the N number of NAT devices and M number
of NAT devices varies based on network traflic,
network type, a capacity of each NAT device, and
predicted loads on each NAT device; and,

in response to failing to receive another message from the

first set of NAT devices for a time period at least

partially determined by a router policy,
route communications for translation to the second set
of NAT devices.

8. The computer-readable medium of claim 7, further
comprising monitoring utilization of NAT devices by mea-
suring a NAT device output level compared to a NAT device
capacity, and based on the monitored utilization, adjusting a
load of NAT across the first or second set of NAT devices via
an application locally running on a router or NAT devices.

9. The computer-readable medium of claim 7, further
comprising providing, to an external system, utilization
information recerved from NAT devices and multiple routers
coupled to the NAT devices, wherein the external system
balances network address translation loads across routers
and NAT devices based on the utilization information, and
wherein the external system rebalances NAT loads based
network requirements, business requirements, or computer
computation availability.

10. The computer-readable medium of claim 7, wherein
the time period 1s based on a router policy for quality of
service 1n a telecommunications network.

11. The computer-readable medium of claim 7, wherein
the instructions, when executed by the one or more proces-
sors, further cause the one or more processors to:

establish a communication path with the first and second

sets of NAT devices based at least 1n part on a Bidi-
rectional Forwarding Detection (BFD) networking pro-
tocol.

12. The computer-readable medium of claim 7, wherein
the mstructions, when executed by the one or more proces-
sors, further cause the one or more processors to:

recerve utilization information for the first and second sets

of NAT devices based on a simple network manage-
ment protocol (SNMP); and
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in response to receiving the utilization information of the
first and second sets of NAT devices, route tratlic to the
first and second sets of NAT devices to balance IP
address translation loads across all NAT devices.

13. At least one computer-readable medium, excluding
transitory, propagating signals, and storing instructions that,
when executed by at least one processor, performs a method
of using NAT devices, the method comprising:

receiving a first message from a first NAT device, wherein

the first message includes status information for the
first NAT device;

receiving a second message from a second NAT device,

wherein the second message includes status informa-
tion for the second NAT device;

receiving a third message from a third NAT device,

wherein the third message includes status information
for the third NAT device;

maintaiming a list of available NAT devices based on the

received first, second, and third messages;

receiving a first request to send a communication from a

private internet protocol (IP) device or private network,
to a public network;

determining that sending the communication to one of the

available NAT devices 1s not to be performed because
of a network condition,
wherein the network condition 1s at least partially based
on a NAT device status or NAT device connectivity;
determining a next available NAT device from the main-
tained list of available NAT devices;
causing the communication to be sent to the next available
NAT device;
receiving feedback information from the first, second, and
third NAT devices for a first time period,
wherein the feedback information includes an indica-
tion of a number of NAT requests received by a NAT
device during the first time period;

based on the feedback information, selecting the first,
second, or third NAT device:
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sending 1nstructions to the selected NAT device to turn ofl

during a next time period; and

during the next time period, routing tratlic to non-selected

NAT devices; and

after the next time period, sending instructions to the

selected NAT device to turn on.

14. The computer-readable medium of claim 13, further
comprising routing packets for translation to the first, second
and third NAT devices using a round-robin algorithm to
avoid use of a dedicated backup NAT device, whereby 1f the
first NAT device becomes unavailable, the method routes
packets to a next available NAT device.

15. The computer-readable medium of claim 13, further
comprising distributing NAT duties across the first, second
and third NAT devices to reduce translation load on 1ndi-
vidual NAT devices.

16. The computer-readable medium of claim 13, wherein
the network condition 1s related to Voice over IP packet loss
in a telecommunications network.

17. The computer-readable medium of claim 13, wherein
the network condition includes a NAT device failure or
malfunction, link failure or malfunction, or any combination
thereof, and wherein the communication 1s based on an
Internet Protocol version 4 (IPv4) suite and 1s intended to be
sent to a device or network with an Internet Protocol version
6 (IPv6) suite or the communication 1s based on an IPv6
suite and 1s 1intended to be sent to a device or network with
an IPv4 suite.

18. The computer-readable medium of claim 13, wherein
the private network or the public network includes multiple
microcells, and wherein the method further comprises:

determining that the first NAT device 1s underutilized;

and,

instructing the first NAT device to perform microcell

gateway lunctions.
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