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SYNCHRONIZATION OF HARDWARE UNITS
IN DATA PROCESSING SYSTEMS

BACKGROUND

The technology described herein relates to data process-
ing systems, and in particular to the synchronization of the
operation of hardware units 1n data processing systems.

In a data processing system, a “producer’” processing unit
may produce (generate) a data output that 1s then to be used
(e.g. processed) by one or more other “consumer” process-
ing units of the data processing system. An example of this
would be 1n a multimedia subsystem where, for example, a
video decoder may decode encoded video data representing,
a sequence ol video frames to be displayed, with one or more
other processing units, such as a graphics processing unit,
then processing the decoded video frames 1 a desired
manner, before those video frames are provided to a display
for display.

FIG. 1 shows schematically an exemplary data processing,
system which includes a multimedia subsystem. As shown
in FIG. 1, the data processing system 200 comprises a
multimedia subsystem in the form of a system-on-chip
(SOC) 202. The system generally also comprises off-chip
(main) memory 216, a display device 218 and a video
camera 220.

The multimedia subsystem SOC 202 comprises a central
processing unit (CPU) 204, a graphics processing unit
(GPU) 206, a video processor 208, a display controller
(display processor) 210, an interconnect 212 and a memory
controller 214.

As shown in FIG. 1, the CPU 204, GPU 206, video
processor 208, and display controller 210 communicate with
cach other via the interconnect 212 and with the memory
216 via the interconnect 212 and the memory controller 214.
The display controller 210 also communicates with the
display device 218. The video camera 220 also communi-
cates with the multimedia system SOC 202 via the inter-
connect 212.

In a data processing system as shown 1n FIG. 1, the video
processor 208 may, for example, be operable to decode
encoded video data that has been stored in the memory 216,
and to then store the decoded video data in the memory 216
for subsequent processing by, for example, the GPU 206.
The GPU 206 may correspondingly store the processed
video data 1n the memory 216 for use then by the display
controller 210 for providing to the display device 218 for
display. In this case therefore, the video processor 208 will
be acting as a producer processing unit producing, e.g.,
frames of decoded video data for consumption by the GPU
206, with the GPU 206 correspondingly acting as a producer
processing unit to provide processed video frames for con-
sumption (use) by the display controller 210.

In arrangements such as that illustrated in FIG. 1, a
“producer” processing unit will typically store the data that
it 1s producing 1n an appropriate memory that 1s shared with
(also accessible to) the consumer processing units that are to
use the data, with the consumer processing units then
reading the data from the memory for use.

An 1mportant aspect of such operation 1s to synchronize
the reading of the data from the memory by the consumer
processing units with the writing of the data to the memory
by the producer processing unit. For example, the consumer
processing units must be controlled to avoid trying to read
data from memory before the data 1s stored in the memory
by the producer processing unit.
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2

The synchronization of such operation may be provided
by use of soitware “fences” to synchronize the operation of
the different processing units. Such software fences are
usually controlled by, and operate under the control of,
respective drivers for the processing units (that are runming
on a central processing unit of the overall data processing
system).

For example, 1n the case of a multimedia subsystem as
discussed above i1n relation to FIG. 1, when the wvideo
processor 208 finishes its decoding of a video frame and has
stored the decoded video frame in the memory 216, 1t may
signal an interrupt to the video processor driver executing on
the CPU 204, with the video processor driver recognising
that interrupt as indicating that the production of the video
frame has been completed, and accordingly communicating
that event to the driver of the consumer processing unit (e.g.
for the GPU 206) that 1s to use the decoded video frame. The
driver for the, e.g. GPU 206, will receive that message and
then trigger the, e.g. GPU 206, to process (use) the decoded
video frame that 1s now present 1n the memory 216.

Correspondingly, once the GPU 206 has finished process-
ing the decoded video frame and stored the decoded video
frame 1n memory, it will correspondingly signal an interrupt
indicating that the complete frame has been rendered to the
GPU driver on the CPU 204, with the GPU driver then
recognising that event and correspondingly signalling (e.g.)
the driver for the display controller (display processor) 210
to cause the display controller driver to then trigger the
display controller 210 to process the rendered frame from
the GPU 206 for display.

FIGS. 2 and 3 illustrate this operation.

FIG. 2 shows an exemplary multimedia subsystem stack
corresponding to the data processing system and multimedia
subsystem of FIG. 1.

As shown 1n FIG. 2, an application 30 executing, e.g., on
the CPU 204 of the multimedia subsystem 202 will interact
via appropriate APIs 32 and corresponding drivers 33 for the
hardware units 31 with the appropriate multimedia subsys-
tem hardware 31 (comprising, e.g., the graphics processing
unmt 206, the video processor 208, the display processor 210
and the memory 216). As discussed above, as part of this
operation, the communication and control of the hardware
processing units 31 will be synchronized by means of
soltware “fences” 34 that are enforced and implemented by
the respective drivers 33 for the hardware units 31.

FIG. 3 1llustrates this for the case of the graphics proces-
sor 206 drawing a frame that will then be used by the display
processor 210 to display the frame on the display device
218.

As shown 1n FIG. 3, this operation will first comprise,
alter system boot up, mitialisation of the graphics processor
206 (step 40), and correspondingly initialisation of the
display processor 41 (step 41). The driver 335 for the graphics
processor 206 will then prepare the appropriate commands
and data for causing the graphics processor to draw the
desired frame (step 42). As part of this operation, the GPU
driver 35 will set a “fence” to identily and signal the
completion of the frame (step 43).

Correspondingly, the display processor driver 36 will
prepare the appropriate buflers 37 and wait on the “fence”
generated by the GPU driver 35 (the display processor driver
won’t send the command to the display processor hardware
until the waiting “fence” 1s signalled). The display processor
driver may also set 1ts own “fence” for synchronization 1f
using the same builer.

The graphics processor driver 35 will then issue the
appropriate commands and data to the graphics processor




US 10,705,886 B2

3

hardware 206 which will then draw the frame (step 46) and
write the frame 1nto the appropriate builer 47 in memory.

When the graphics processor hardware 206 finishes draw-
ing the frame, 1t will signal an mterrupt to the graphics
processor driver (step 48). The graphics processor driver
will accordingly signal that the “completion” fence has
occurred (step 49) to the Android synchronization service
(step 50) (which controls the synchronization “fences™)
which will then signal that the graphics processor hardware
fence has been completed (step 51).

It will correspondingly be signalled to the display pro-
cessor driver 36 that the graphics processor completion
tence has been signalled, and 1n response to that, the display
processor driver 36 will trigger the display processor hard-
ware 210 to read the completed frame from the buller 47 and
display 1t on the display (steps 52 and 53).

Arrangements of the type 1illustrated in FIGS. 1, 2 and 3
typically have relatively long latencies. For example, 1in the
multimedia subsystem example described above, the display
(consumer) processing unit will only access the completed
data output from the graphics (producer) processing unit
once the entire output (e.g. frame) has been completed. This
will then lead to a latency of one or more frames (depending
upon how many producing and consuming units are in the
overall processing pipeline) between the 1imitial generation of
the, e.g. frame, and 1ts display.

Such latency can be a problem, particularly in the case of
lower powered, and mobile, devices. For example, longer
latencies can reduce the user experience, especially 1n gam-
ing and virtual reality (VR) use cases.

The Applicants accordingly believe that there remains
scope for improved synchronization and handling of data
outputs that are being shared between producing and con-
suming processing units in data processing systems.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments of the technology described herein
will now be described by way of example only and with
reference to the accompanying drawings, in which:

FIG. 1 shows an exemplary data processing system;

FIGS. 2 and 3 show schematically the synchromization of
producer and consumer processing unit operation in the data
processing system of FIG. 1;

FIG. 4 shows a data processing system of an embodiment
of the technology described herein;

FIG. 5 shows the synchronization unit of the embodiment
of FIG. 4 1n more detail;

FIGS. 6 and 7 show schematically synchronization of
producer and consumer processing unit operation in the
embodiment of FIGS. 4 and 5.

Like reference numerals are used for like features in the
drawings (where appropriate).

DETAILED DESCRIPTION

A first embodiment of the technology described herein
comprises a data processing system comprising:

one or more producer processing units operable to pro-
duce data outputs;

one or more consumer processing units operable to use a
data output produced by a producer processing unit;
and

a memory for storing data outputs produced by the
producer processing unit or units;

10

15

20

25

30

35

40

45

50

55

60

65

4

wherein:
the one or more producer processing units each comprise
processing circuitry operable to produce a data output
and store the data output 1n the memory; and
the one or more consumer processing units each comprise
processing circuitry operable to read a data output from
the memory and use the read data output;
the data processing system further comprising:
a synchronization unit that 1s operable to communicate
with the one or more producer processing units and the
one or more consumer processing units, and that 1s
operable to:
maintain a record of data outputs that are being gen-
erated by producer processing units of the data
processing system;

receive Irom producer processing units of the data
processing system messages relating to the progress
that a producer processing unit has made when
producing a data output; and

and to, 1n response to a message relating to the progress
that a producer processing unit has made when
producing a data output received from a producer
processing unit:

send to one or more consumer processing units of the
data processing system a message relating to the
progress that a producer processing unit has made
when producing a data output;

wherein:

the one or more producer processing units each further
comprise processing circuitry operable to send to the
synchronization unit messages relating to the progress
that the producer processing unit has made when pro-
ducing a data output; and

the one or more consumer processing units each further
comprise processing circuitry operable to:

recerve data output progress messages from the synchro-
nization unit and to control the reading of a data output
from the memory 1n accordance with data output prog-
ress messages recerved from the synchronization unait.

A second embodiment of the technology described herein

comprises a method of operating a data processing system
that comprises:
one or more producer processing units operable to pro-
duce data outputs;
one or more consumer processing units operable to use a
data output produced by a producer processing unit;
a memory for storing data outputs produced by the
producer processing unit or umts; and
a synchronization unit that 1s operable to communicate
with the one or more producer processing units and the
one or more consumer processing units;
the method comprising:
a producer processing unit of the one or more producer
processing units producing a data output and storing the
data output in the memory; and
one or more of the one or more consumer processing units
reading the data output from the memory and using the
read data output;
the method further comprising:
the synchronization unit maintaining a record of the
data output that 1s being generated by the producer
processing unit;

the producer processing unit that 1s producing the data
output sending to the synchronization unit a message
relating to the progress that the producer processing
unit has made when producing the data output;

the synchronization unit recerving from the producer
processing unit the message relating to the progress
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that the producer processing unit has made when
producing the data output, and, 1n response to the
message relating to the progress that the producer
processing unit has made when producing the data
output from the producer processing unit, sending to
one or more consumer processing units of the data
processing system, a message relating to the progress
that the producer processing unit has made when
producing the data output;

and

one or more of the consumer processing units receiving
the data output progress message from the synchro-
nization unit and controlling their reading of the data
output from the memory in accordance with the data
output progress message received from the synchro-
nization unit.

The technology described herein relates to situations in
which a producer processing unit of a data processing
system 1s producing a data output that i1s to be used by one
or more other consumer processing units of the data pro-
cessing system.

In the technology described herein, a synchronization unit
1s provided that maintains a record of data outputs that are
being produced by producer processing units of the data
processing system. Producer processing units update the
synchronisation unit with their progress when producing a
data output, and the synchromization unit then signals the
progress update to the consumer processing units of the data
processing system, so that they can then use that progress
information to control their reading of the data outputs from
the memory (e.g. to determine whether and when there 1s
data available for them to read).

Thus the technology described herein, as will be dis-
cussed further below, uses a hardware unit (the synchroni-
zation unit), to control synchronization of the producing and
consuming units 1n the data processing system, with the
producing and consuming processing units being synchro-
nized by (hardware) signals to and from the synchromization
unit (rather than a software “fence”).

As will be discussed further below, this can be used to
significantly reduce the latency between producing and
consuming hardware units as compared to, for example,
arrangements 1n which software “fences” are used. For
example, and as will be discussed further below, the tech-
nology described herein can facilitate synchronizing the
operation ol producer and consumer processing units at
fractions of a given data output that i1s being produced, rather
than, e.g., a consumer processing unit having to wait until
the producer processing unit has produced the entire output
(c.g. frame) before the consumer processing unit can start
using that output. It can also facilitate more flexible control
of the rate of synchronization (the intervals at which syn-
chronization 1s triggered) between producer and consumer
processing units.

The technology described herein can be used in any
desired and suitable data processing system in which a
“producing” processing unit will generate and store data
outputs for use by one or more “consuming’ processing
units. Examples of data processing systems to which the
technology described herein 1s particularly applicable
include video processing systems, 1mage processing sys-
tems, and graphic processing systems.

A (and each) producer processing unit correspondingly
can be any suitable and desired processing umt of a data
processing system that may produce a data output for use by
one or more other processing units of a data processing
system. In an embodiment, a producer processing unit 1s one
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6

of a video processor (e.g. a video encoder and/or a video
decoder), a graphics processor, an image processor, a digital
signal processor (DSP), and a central processing unit of the
data processing system.

There may only be one producer processing unit in the
data processing system. However, 1n an embodiment, there
are plural producer processing units. The plural producer
processing units may comprise, for example, one or more of,
and 1n an embodiment plural of, and 1n an embodiment all
of, a video processor, a graphics processor, an 1mage pro-
cessor, a digital signal processor, and a central processing
unit (CPU).

Thus, in an embodiment, the data processing system
comprises plural producer processing units, each of which
operates 1n the manner of the technology described herein.

Each producer processing unit 1n an embodiment has an
associated producer processing unit identifier that identifies
the producer processing unit (and that in an embodiment
umquely 1dentifies the producer processing unit 1n the over-
all set of producer processing units that are in the data
processing system (and that are operable 1n the manner of
the technology described herein to interact with the syn-
chronization unit)).

The technology described herein can be used for all forms
of data outputs that a processing unit of a data processing
system may provide and/or use. Thus, the data output that 1s
being produced by a producer processing unit can comprise
any suitable and desired data output that may be used by
other processing units of the data processing system. This
may depend, for example, upon the nature of the producer
processing unit.

The data output may, for example, and 1n an embodiment
does, represent an array of data elements, such as an 1image
or frame, e.g. for display. Thus, the data output that 1s being
produced may comprise image data, and/or may correspond
to one or more 1mages or frames ol 1mage data (and 1n an
embodiment, this 1s the case). In an embodiment, the data
output comprises an 1mage or frame generated by a video
processor, a graphics processor or an 1mage processor.

A (and each) consumer processing unit can correspond-
ingly be any suitable and desired processing unit of a data
processing system that may use a data output produced by a
processing unit of the data processing system.

In an embodiment, a consumer processing unit 1s one of
a video processor, a graphics processor, an 1mage processor,
a digital signal processor (DSP), a display processor (con-
troller), and a central processing unit of the data processing,
system.

There may only be a single consumer processing unit, but
in an embodiment the data processing system includes plural
consumer processing units. The plural consumer processing
units may comprise, for example, one or more of, and 1n an
embodiment plural of, and 1n an embodiment all of, a video
pProcessor, a graphics processor, an 1mage processor, a digital
signal processor, a display processor (controller), and a
central processing unit (CPU).

Where the data processing system includes plural con-
sumer processing units, then each consumer processing unit
1s 1n an embodiment operable 1n the manner of the technol-
ogy described herein.

Each consumer processing unit in an embodiment has an
associated consumer processing unit identifier that identifies
the consumer processing unit (and that i an embodiment
umiquely 1dentifies the consumer processing unit in the
overall set of consumer processing units that are 1n the data
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processing system (and that are operable in the manner of
the technology described herein to interact with the syn-
chronization unit)).

A consumer processing unit may use a data output that 1s
being produced by a producer processing unit in any suitable
and desired manner. This may depend, for example, upon the
nature ol the consumer processing unit and/or of the data
output in question (e.g. as discussed above).

In one embodiment, the consumer processing unit 1s a
graphics processing unit and performs graphics processing
on the data output that it 1s consuming. In another embodi-
ment, the consumer processing unit 1s a display controller,
and performs display processing so as to display the data
output that 1t 1s consuming on a display.

There may be only one consumer processing unit that 1s
using a data output, but 1n an embodiment there can be, and
1s 1n an embodiment, more than one (plural) consumer
processing units using the (same) data output. Where plural
consumer processing units are reading and using the same
data output, each of the consumer processing units i an
embodiment operates (independently of the other consumer
processing units) 1in the manner of the technology described
herein.

Correspondingly, in an embodiment, a given consumer
processing unit can consume (use) plural data outputs at the
same time, e.g. produced by the same or different producer
processing units.

It would also be possible for a given data output to, in
ellect, be produced and consumed (used) by a sequence of
processing units, each operating in the manner of the tech-
nology described heremn. In this case therefore, a first
producer processing unit in a sequence ol processing units
would produce a data output which would then be used by
a consumer processing unit with that consumer processing
unit then producing a data output (e.g. a modified version of
the initial data output) for use by another consumer process-
ing unit of the data processing system (and so on, 1f desired).
For example, a video processor could produce a decoded
video frame (or sequence of video frames) which are then
processed by a graphics processor to produce a modified
video frame (or a sequence of modified video frames), with
the modified video frame or frames then being used by a
display controller to provide the modified video frame or
frames to a display for display.

It would also be possible for a processing unit to act both
as a producer processing unit and as a consumer processing
unit, 11 desired. In this case, the processing unit could act
solely as either a producer processing unit or a consumer
processing unit at any given time, or 1t could be the case that
the processing unit 1s acting as both a producer processing,
unit for one or more data outputs, and as a consumer
processing umt for one or more (e.g. other) data outputs, at
the same time (simultaneously) if desired. In this case, the
processing unit 1n an embodiment acts approprately in the
manner of the technology described herein for each data
output that 1t 1s actively handling.

Correspondingly, a consumer processing unit (or one of
the consumer processing units) may be the same unit as a
(and the) producer processing unit, 1i desired. Thus, there
may be a processing unit that 1s acting as both the producer
and the or a consumer for a data output.

In an embodiment, the operation in the manner of the
technology described herein i1s performed for plural data
outputs that are being produced and used at the same time.
In this case, the different data outputs could be being
produced by different producer processing units, or a given
producer processing unit may be producing plural data
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outputs at the same time (e.g. 1n the case where the producer
processing unit can support plural active data channels at
any given time), or a combination of the two.

The memory 1n which the data outputs are stored (and
from which the data outputs are read) may be any desired
and suitable memory of or for the data processing system,
such as, and in an embodiment, a main memory for the
processing units 1 question (e.g. where there 1s a separate
memory system for the processing units 1n question), and/or
a main memory of the data processing system that 1s shared
with other elements, such as a host processor (CPU) of the
data processing system.

The memory may be external to the processing units 1n
question. In an embodiment, the memory 1s an external
DRAM.

A producer processing unit can store its data output in the
memory 1n any suitable and desired manner. This may, e.g.,
depend upon the nature of the data processing system and
the producer processing unit 1n question.

In an embodiment, a (and each) producer processing unit
1s operable to store its data output 1n an allocated region of
the memory (1n a memory “bufller” assigned for the purposes

er
of storing the data output in question). A (and each) con-
sumer processing unit that is to use the data output will then
read the data output from the corresponding memory region
(bufler). To facilitate this, the producer and consumer pro-
cessing units will accordingly be provided with the identity
and/or location 1n the memory of the memory bufler that 1s
to be used for the data output in question.

Other arrangements would, of course, be possible.

The synchronization unit of the technology described
herein that 1s operable to communicate with the producer
processing units and the consumer processing units can
comprise any suitable and desired hardware unit that
includes appropriate processing circuitry for operation 1n the
manner of the technology described herein. Thus the syn-
chronization unit should, and 1n an embodiment does, com-
prise appropriate processing circuitry for communicating,
with the one or more producer processing units and with the
one or more consumer processing units in the manner
required, and appropriate processing circuitry for maintain-
ing the record of data outputs that are being generated, etc.,
that the synchronization unit 1s to maintain.

The synchronization umit will communicate with the
producer processing units and the consumer processing units
and synchronize the production and use of data outputs 1n
hardware, without any software involvement (i.e., inter alia,
without the need for any synchronization signals or mes-
sages 1o be processed 1n software) (once the processing of
and for a data output has been triggered by the sending of the
appropriate command or commands to the relevant hardware
processing units). Accordingly, the synchronization unit waill
be and 1s operable to synchronize the operation of the
producer and consumer processing units automatically and
completely in hardware, without any software involvement.
Correspondingly, there will be no software involvement
once the processing of a data output 1s started.

Thus, for example, the various progress update (synchro-
nization) messages of the technology described herein that
are exchanged between the synchronization unit and the
producer and consumer processing units are sent, recerved
and processed via hardware communication paths and 1n
hardware without requiring (and without there being) any
soltware processing of those messages.

The synchronization unit maintains a record of data
outputs that are being generated by producer processing
units of the data processing system. This record can take any




US 10,705,886 B2

9

suitable and desired form. It could comprise a record of a
single data output, but 1n an embodiment, the synchroniza-
tion unit maintains a record of and for plural data outputs
that are being generated by producer processing units of the
data processing system.

In an embodiment the record of data outputs takes the
form of a set of plural record entries (“slots™), each of which
has a respective, and 1n an embodiment unique within the set
of entries, entry (slot) identifier.

Each entry (slot) 1n the record of data outputs can in an
embodiment (and 1n an embodiment does) have associated
with 1t an 1dentifier for the producer processing unit that the
entry (slot) has been allocated to (when allocated to a
producer processing unit).

In an embodiment, the record of data outputs that have
been generated by producer processing units of the data
processing system that 1s maintained by the synchromzation
unit 1includes for a, and 1n an embodiment for each, data
output for which the record 1s being maintained, an 1ndica-
tion of the progress that the producer processing unit has
made with producing the data output 1n question. Thus, 1n an
embodiment, each entry (slot) 1n the record of data outputs
in an embodiment can (and 1n an embodiment does) have
associated with 1t an indication of the progress that the
producer processing unit (that the data entry (slot) has been
allocated to) has made with producing a (and 1ts) data
output.

Accordingly, 1n an embodiment, the record of data outputs
comprises a set of plural data output record entries (slots),
cach of which has a respective entry (slot) identifier, a
respective producer processing unit identifier, and a respec-
tive progress indication (and 1 an embodiment only these
parameters), associated with 1t.

Thus, where plural data outputs are being produced and
used, then a given (and each) data output will have 1ts own
progress record that i1s associated with that data output and
that 1s maintained and used in the manner of the technology
described herein.

The data output progress indication, e.g., and in an

embodiment, that 1s associated with a data output record
entry (slot), can take any suitable and desired form.
In an embodiment, the progress indication 1s an indication
ol how far the producer processing unit has progressed with
producing a data output (and storing 1t in the memory). The
progress indication could indicate an actual position in a
data output that has been written but in an embodiment
indicates a (relative) position imn a data output that the
producer processing umt has reached, e.g. relative to a
particular, in an embodiment selected, in an embodiment
predetermined, position in a data output, such as, and 1n an
embodiment, relative to the start of a or the data output.

The progress indication 1s 1n an embodiment in the form
of a count value. This could be, e.g., a count of the number
of particular data units (e.g. of respective sets of scan lines)
in the data output 1n question that the producer processing
unit has produced and stored to the memory.

In an embodiment, the progress indication 1s 1n the form
ol a count of the number of progress “update” messages that
the producer processing unit 1n question has sent to the
synchronization unit (e.g., and 1n an embodiment, since
iitialisation (start-up)).

As will be discussed further below, 1n an embodiment the
producer processing units are configured to send progress
update messages to the synchronization unit at intervals,
¢.g., and 1n an embodiment, when particular portions (irac-
tions) of a data output have been produced and stored 1n the
memory. The progress indication that 1s maintained by the
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synchronization unit for a data output 1n an embodiment
then comprises a count of those update messages that have
been recerved from the producer processing unit.

In this case, the progress indication will accordingly
correspondingly comprise (and act as) a count of particular
data “portions” of a data output that have been produced and
stored to memory by a producer processing umt. Such data
portions could comprise any suitable and desired amount of
data that can be measured and counted for a data output,
such as, and 1n an embodiment, some i1dentifiable and
regular amount of data that will be produced by the producer
processing unit when producing the data output 1n question.
In an embodiment, the data portions that are counted com-
prise respective sets of scan lines of the data output that 1s
being produced (e.g. in case where the data output 1s an array
of data such as an 1image, such as a frame). Other arrange-
ments would, of course, be possible.

A new count (e.g., and 1 an embodiment, of progress
update messages (data portions)) could be started each time
the producer processing unit 1n question begins a new data
output. However, in an embodiment, the count (for a given
record entry (slot)) 1s simply a cumulative count, e.g., and in
an embodiment, of the number of progress update messages
that the producer processing unit has sent to the synchroni-
zation unit (e.g., and 1n an embodiment, after initialisation),
and so 1s 1n an embodiment not reset each time a new data
output 1s started.

In this case therefore, for the first data output that a
producer processing unit produces atter having connected to
the synchronization unit, the progress indication (progress
update message count) will be set, e.g. to zero, and that
counter value will then be increased for each progress
update message that the producer processing unit sends
when producing the data output, but when a new data output
1s to be produced and recorded using that producer process-
ing unit data output record entry, the initial value of the
progress indication (update count) will not be reset, but will
be the value that was reached at the end of the previous data
output.

Other arrangements would, of course, be possible.

As well as maintaining a record of the data outputs being
produced by producer processing units, in an embodiment
the synchronization unit also maintains a record of the
consumer processing units of the data processing system.
This can also take any suitable and desired form, but in an
embodiment comprises (and in an embodiment comprises
only) a list of consumer processing units (at least that have
“registered” with the synchronization unit), in an embodi-
ment 1n the form of (a list of) 1dentifiers that identify the
respective consumer processing units. This list 1 an
embodiment lists plural consumer processing units.

The record of data outputs that have been generated by
producer processing units (and the record of consumer
processing units (where maintained)) can be stored in any
suitable and desired storage of or accessible to the synchro-
nization unit. In an embodiment, these records are main-
tained 1n storage that 1s local to the synchronization unit,
such as 1n a cache or caches of or accessible to the synchro-
nization umnit.

The record of consumer processing units (when main-
tained) 1s 1n an embodiment stored 1nside of the synchroni-
zation unit. It could, e.g., be configured (hard-coded) at
system build, or a more flexible arrangement that uses a
configuration file which the synchromization unit driver then
reads at system boot-up to mitialise the consumer processing
unit record could be used 11 desired. It would also be possible
to allow consumer processing units (e.g. their drivers) to call
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the synchronization unit (e.g. 1ts driver) to update the
consumer processing unit record, if desired.

Thus, the synchronization unit 1n an embodiment com-
prises and/or has access to local storage, 1n which 1t stores
the data output record, etc., that 1t 1s maintaiming.

In an embodiment, the synchronization unit includes a
controller (control circuitry) that 1s operable to interact
(communicate) with the producer and consumer units of the
data processing system (e.g., and 1 an embodiment, to
exchange messages with those units) (at least that are
actively “connected” to and, 1n an embodiment, “registered”
with the synchromization unit), and to maintain and update
the mmformation in the record of the data outputs being
produced by the producer processing units and the record of
the consumer processing units (when present) (e.g., and in
an embodiment, inter alia, 1n response to messages received
from producer and/or consumer processing units).

In an embodiment, the synchronization unit 1s driven by
a driver for the synchronization unit that, e.g., and 1n an
embodiment, executes on a CPU (e.g. host processor) of the
data processing system. The synchronization unit driver 1s 1n
an embodiment operable to (and operates to) configure the
synchronization unit hardware for iitialisation and synchro-
nization, and to interface with drivers for other hardware
units (the producing and consuming processing units) of the
data processing system for operation with those units.

The dniver for the synchronization unit 1s 1n an embodi-
ment loaded during system boot-up, and before any “con-
nection” of the synchronization unit with other processing
units for operation with those units (thus the synchromization
unit driver 1s 1n an embodiment loaded before the driver of
any other processing unit that will be “connected” to the
synchronization unit).

In an embodiment, producer, and, optionally, consumer,
processing units of the data processing system are operable
to (and operate to) “register” with the synchronization unit,
betfore their operation 1s synchromized using the synchroni-
zation unit. This 1s 1n an embodiment done when 1mitialising
the data processing system for operation (e.g. at switch
on/boot-up).

In an embodiment, such registration of the processing
units with the synchronization unit 1s performed by appro-
priate exchange of messages between and for the processing
units and the synchromization unit. This 1s 1n an embodiment
done by means of appropriate exchange of messages
between respective drivers for the processing unit or units
and a driver for the synchronization unit. For example, and
in an embodiment, a driver for a producer or consumer
processing umt could register with the synchronization unit
by sending an appropriate API call to the synchromzation
unit driver (e.g., and 1n an embodiment, during 1nitialisation
of the producer or consumer processing unit).

Thus 1n an embodiment, a consumer processing unit 1s
(and the consumer processing units are) operable to (and 1n
an embodiment operates to) register itself with the synchro-
nization unit (and accordingly to indicate to the synchroni-
zation unit that 1t should be added to the consumer process-
ing unit list in the synchromization unit), e.g., and in an
embodiment, during 1ts initialisation.

To facilitate this operation, a consumer processing unit
(c.g., and 1 an embodiment, the driver for the consumer
processing unit) can in an embodiment send to the synchro-
nization unit (e.g., and 1n an embodiment, to the driver for
the synchronization unit) a “connect” message to “register”
the consumer processing unit with the synchronization unit
(so as to “connect” to the synchronization unit for synchro-
nization purposes). This message in an embodiment 1ndi-
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cates an 1dentifier for the processing unit 1n question (which
will accordingly and 1n an embodiment be recorded in the
consumer processing unit record maintained by the synchro-
nization unit).

Correspondingly, a producer processing unit 1s 1 an
embodiment operable to request one or more entries (slots)
in the record of data outputs being produced by producer
processing units that 1s maintained by the synchromzation
unit, i an embodiment during the imtialisation of the
producer processing unit.

A producer processing unit may request a single or plural
entries 1 the producer processing unit record from the
synchronization unit, €.g., and in an embodiment, depending,
upon how many data outputs the producer processing unit
can and/or 1s likely to and/or wishes to produce (at the same
time). The driver for the producer processing unit could,
¢.g., determine how many entries will be required.

To facilitate this operation, a producer processing unit
(e.g., and 1n an embodiment, the driver for the producer
processing unit) can in an embodiment send to the synchro-
nization unit (e.g., and 1n an embodiment, to the driver for
the synchronization unit) a “connect” message to request a
producer processing unit data output record entry (slot) from
the synchronization unit (so as to “connect” to the synchro-
nization unit for synchronmization purposes). This message in
an embodiment indicates an identifier for the processing unit
in question (which will accordingly and 1n an embodiment
be recorded against the producer processing unit data output
record entry in the synchronization unat).

In response to such a message, the synchronization unit
(e.g., and 1 an embodiment, its driver) 1n an embodiment
returns a message that either indicates the entry (slot) that
has been allocated to the producer processing unit (e.g., and
in an embodiment, 1n the form of an identifier for the
allocated record entry (the entry (slot) ID), or a message
(e.g. a particular, in an embodiment predefined, “default”
value) that indicates that no entries (slots) in the synchro-
nization unit are available (1.e. the producer processing unit
cannot connect to the synchronization unit for synchroniza-
tion for its data output).

In an embodiment, 1n response to such a registration
request, the synchronization unit (e.g. in an embodiment its
driver) first determines whether there 1s an available entry
(slot) 1n the producer processing unit data output record (e.g.
checks the usage status for each entry (slot)), and when 1t
finds a free entry (slot), allocates that entry (slot) to the
producer processing unit in question and sets the producer
processing unit identifier for the entry (slot) 1n question to
the 1dentity of the requesting producer processing unit, and
then returns the relevant entry (slot) identity to the producer
processing unit (e.g. 1ts driver), so that the producer pro-
cessing unit knows which producer processing unit record
entry (slot) 1t has been allocated and 1s to use.

In the case where each producer processing unit data
output record entry that 1s maintained by the synchronization
umt has associated with 1t a data output progress indication,
then 1n an embodiment, the synchronization unit also sets the
progress indication for the allocated entry (slot) to a par-
ticular, in an embodiment selected, in an embodiment pre-
determined, 1nitialisation value, such as, and 1n an embodi-
ment, zero.

Thus, 1n an embodiment, the method of the technology
described herein comprises (and the producer processing
unit or units and the synchronization unit are operable to): a
producer processing unit first requesting from the synchro-
nization unit an allocation of an entry or entries in the
producer processing unit data output record that 1s main-




US 10,705,886 B2

13

tained by the synchronization unit, and 1n response to such
a request, the synchronization umt allocating an entry or
entries in the producer processing unit data output record
maintained by the synchronization unit to the requesting
producer processing unit. In an embodiment, the synchro-
nization unit first checks whether there 1s an available entry
in the producer processing unit data output record before
allocating an entry to a producer processing unit. As part of
this process, the synchronization unit 1 an embodiment
informs the producer processing unit of the identity of the
entry 1n the producer processing unit data output record that
it has been allocated.

In an embodiment, the synchronization unit can maintain
as many producer processing unit data output record entries
(slots) as 1s ever likely to be required by producer processing
units of the data processing system (since the overhead for
maintaining the record of producer processing unit data
outputs 1s relatively low).

Correspondingly, in an embodiment a producer process-
ing unit can (and does) retain its allocated entry or entries
(slots) 1in the producer processing unit data output record
maintained by the synchronization unit (1.e. remains “con-
nected” to the synchronization unit) continuously until such
time as the data processing system 1s, e.g., shut down or
ceases 1fs current operation.

However, it would also be possible to have arrangements
where there 1s a more limited set of entries for the producer
processing units data output records, such that, e.g., it may
be necessary to add and remove producer processing units
(and/or data outputs) from the list 1 use. This could be
achieved, e.g., by providing appropriate messaging arrange-
ments for this purpose.

For example, 1t would be possible to allow processing
units to also exchange “disconnect” messages with the
synchronization unit so as to, e.g., allow processing units to
be “disconnected” from the synchronization unit in use (and
to, e.g., accordingly release producer processing unit data
output record entries for use by other producer processing
units). In this case, a processing unit could, e.g., send a
“disconnect” message that 1identifies the processing unit that
wishes to disconnect, with the synchronization unit then
identifyving any entries relating to that processing unit and
releasing (clearing) those entries accordingly. The synchro-
nization unit could also return a message to the processing
unit that has requested “disconnection” indicating whether
the disconnection has been successiul or not (e.g. whether
there was an error).

Once a producer processing unit has been registered with
the synchromization unit and allocated an entry or entries in
the synchronization unit’s producer processing unit data
output record, the producer processing unit can (and will)
communicate with the synchronization unit so as to facilitate
synchronization with consumer processing units that are
using a data output that the producer processing unit 1s
producing.

As discussed above, a producer processing unit that 1s
producing a data output (and, e.g., and 1n an embodiment,
that has “registered” with the synchronization unit) will, as
it 1s producing the data output, send a message or messages
to the synchronization unit relating to the progress that the
producer processing unit has made when producing the data
output. These messages will be sent by hardware commu-
nication (there 1s a direct hardware connection between the
synchronization unit and all producers and consumers), such
that no software 1s involved in the synchronization message
sending and receiving.
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The progress update messages relating to the progress that
a producer processing unit has made when producing a data
output can take any suitable and desired form.

In an embodiment, a (and each) progress update message
at least 1dentifies the producer processing unit in question,
¢.g., and 1 an embodiment, by including the i1dentifier for
the producer processing unit 1n question.

In an embodiment, a (and each) progress update message
also 1dentifies the producer processing unit data output
record entry (slot) that the message relates to (1.e. the
particular data output 1n the record that the synchromzation
unit 1s maintaining that the progress update message relates
to), €.g., and 1n an embodiment, by including an identifier for
the data output record entry (slot) in question 1n the progress
update message.

In the case where the data output record maintained by the
synchronization unit also includes for each data output a
progress indication (as discussed above), then a (and each)
progress update message sent by a producer processing unit
when producing a data output in an embodiment also
includes a progress indication (e.g., and in an embodiment,
an appropriate counter value), indicating the progress that
the producer processing unit has made when producing the
data output.

Thus, 1n an embodiment the progress update messages
sent by the producer processing units include (and in an
embodiment only include): an indication of the identity of
the producer processing unit in question, an indication of the
identity of the producer processing unit record entry (slot)
for the data output 1n question, and an updated progress
indication (e.g. updated counter value).

Correspondingly, 1n an embodiment a (and each) producer
processing unit maintains a data output progress record, e.g.
count, e.g. and 1n an embodiment in terms of the number of
progress update messages that 1t has sent (e.g. either for the
data output 1n question or overall (e.g. since 1nitialisation),
as discussed above), for a (and, separately, for each) respec-
tive synchronization unit data output record entry that it has
been allocated (that the synchronization unit i1s tracking),
and, 1n an embodiment, periodically, e.g. when 1t 1s to send
a new progress update message to the synchronization unit,
updates (e.g. increments) that progress record (e.g. counter),
and 1ncludes the updated (incremented) progress record (e.g.
counter) value 1n the progress update message that 1t sends
to the synchronization unit.

A producer processing unit could simply send a single
progress update message to the synchronization unit for a
(given) data output, for example when it has finished pro-
ducing (and storing) the data output 1n question. However,
in an embodiment, a producer processing unit 1s able to (and
in an embodiment does) send progress updates during its
production of a data output (whilst 1t 1s producing a data
output), and not only when 1t has finished producing a given
data output. In this case therefore, the producer processing
umt will (and 1n an embodiment does) send progress update
messages to the synchronization units at intervals (and
periodically) while 1t 1s producing a data output. In other
words, the producer processing unit will send update mes-
sages after it has produced respective portions (fractions) of
the data output, and not only when it has completed the data
output 1n question.

In this case therefore, a producer processing unit will send
a plurality of progress updates, e.g., and 1n an embodiment
at, 1n an embodiment regular, intervals when generating a
data output. The intervals are in an embodiment measured 1n
terms of the amount (fraction) of the data output that has
been produced (rather than in terms of time, for example).
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The number of progress updates to provide when gener-
ating a data output (the rate at which data output progress
updates are sent to the synchronization unit by a producer
processing unit when generating a data output) can be
selected and set as desired. The number of updates may be
fixed, e.g., for a producer processing umt and/or for the data
processing system as a whole, but in an embodiment the
number of progress updates to be provided for a, and per,
data output can be configured and set 1n use. In an embodi-
ment, the number of progress updates to be provided for a
data output 1s determined and set by the driver for the
producer processing unit i question.

The number of progress updates to be provided for a data
output will, as will be discussed further below, set the
granularity (rate) at which the operation of the producer and
consumer processing units 1s synchronized for a data output,
and can be selected based on any suitable and desired
criterion. In an embodiment, this 1s based, at least in part, on
the processing rates of the diflerent processing units (the
producing and consuming units), €.g., and 1n an embodi-
ment, so as to try to maximise the utilisation of the process-
ing units when processing a given data output. For example,
if a processing unit 1s relatively slow, then the number of
progress updates for a data output may be reduced (1.e. the
progress update rate will be reduced) as compared to
arrangements in which the processing units are able to
process the data outputs relatively more quickly.

The number of progress updates could also, e.g., be based
upon the processing that the data output 1s to undergo, and/or
the way that the data output i1s generated. For example,
where the processing that the data output i1s to undergo
requires a particular amount (e.g. region) of the data output
(e.g. where a filtering “window” 1s to be applied to the data
output), it may be appropriate to have relatively fewer
progress update points (1.e. to allow each progress update to
relate to a (relatively) larger amount (e.g. region) of the data
output in question).

Similarly, where the data output 1s processed on a sub-
region-by-sub-region basis, such as, for example, may be the
case for a tile-based graphics processing unit (GPU), then
the progress updates could be configured and set to be
performed after each sub-region, or after each set of a
particular, 1n an embodiment selected, 1n an embodiment
predefined, number of sub-regions, have been processed
(e.g. produced).

Other arrangements would, of course, be possible.

The number of progress updates that will be provided
when producing the data output are mm an embodiment
equally spaced across the data output, 1.e. the overall data
output 1s 1 an embodiment divided into as many (1n an
embodiment equal) partitions (fractions) as there will be
progress updates provided when producing the data output,
so as to divide the data output 1nto a corresponding number
of, m an embodiment equally sized, partitions, with a
progress update then being provided after each such parti-
tion has been produced. Thus, for example, in the case of a
frame that includes, e.g., 160 scan lines, and a progress
update rate of 10 updates during the production of the frame,
the producer processing unit will accordingly provide a
synchronization update message to the progress unit every
16 scan lines.

The eflect of this correspondingly 1s that the number of
progress updates that will be provided will correspondingly
define the size of the partition (fraction) of the data output
that 1s generated between updates (with a greater number of
updates resulting 1n progress updates being provided after
smaller fractions of the data output have been generated and
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vice-versa). Accordingly, the number of progress updates
may be, and 1n an embodiment 1s, set (selected) based on the
s1ze of the data output that 1t 1s desired to (and that will) be
produced between successive progress updates. For
example, this could be done so as to ensure that suflicient
data of the data output 1s available to the consumer process-
ing unit for the consumer processing unit to process the data
output 1n the desired manner, before a progress update that
will trigger the consumer processing unit to process more of
the data output 1s sent.

When the synchronization unit receives a progress update
message from a producer processing unit, 1n response to that
message, 1t sends a message relating to the progress that the
producer processing unit has made when producing the data
output 1n question to one or more of the consumer process-
ing units. These messages will again be sent by hardware
communication (there 1s a direct hardware connection
between the synchronization unit and all producers and
consumers), such that no software 1s ivolved in the syn-
chronization message sending and receiving.

As part of this operation, the synchronization unit 1n an
embodiment first checks that any producer processing unit
identifier included with the progress update message from
the producer processing unit matches any recorded producer
processing umt identifier for (associated with) the producer
processing unit data output record entry (slot) 1n question in
the data output record that is being maintained by the
synchronization unit. If the identifiers match, then the syn-
chronization unit registers the update message as being valid
and 1n response thereto sends a progress update message to
one or more of the consumer processing units. (On the other
hand, 1f the producer processing unit identifiers for the
progress update message and the indicated producer pro-
cessing unit data output record entry (slot) do not match,
then an error operation can be performed, for example to
signal an error to the producer processing umit that sent the
progress update message.)

In the case where the synchronization umt maintains a
progress indication, such as a counter value, for each data
output (for each producer processing unit data output record
entry), then the synchronization unit 1n an embodiment also
updates the progress indication (e.g., and 1n an embodiment,
counter value) for the data output in question in response to
receiving a progress update message from a producer pro-
cessing unit (as well as sending a message relating to the
progress that the producer processing unit has made when
producing the data output 1n question to one or more of the
consumer processing units).

In the case where the progress update message from the
producer processing unit includes a progress indication (e.g.
updated counter value), then the synchronization unit 1n an
embodiment updates the progress indication (e.g. counter
value) for the producer processing unit data output record
entry 1n question on the basis of (e.g., and 1n an embodiment,
to) the progress indication (e.g. counter value) included the
progress update message from the producer processing unit.

The progress update message that 1s sent by the synchro-
nization unit to the consumer processing unit or units in an
embodiment 1indicates the data output that 1t relates to, 1n an
embodiment by identilying the producer processing unit
data output record entry (slot) that the progress update
message relates to (e.g., and in an embodiment, by including
the 1denftifier for the record entry (slot) 1n question in the
progress update message).

In the case where the synchronization umit maintains a
progress indication, such as a counter value, for each data
output (producer processing unit data output record entry),
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then the progress update messages sent by the synchroniza-
tion unit to the consumer processing unit(s) i an embodi-
ment also indicate (include) the new, updated progress (e.g.,
and 1n an embodiment counter) value that has been reached.

In an embodiment, such consumer progress update mes-
sages are broadcast to plural consumer processing units, and
in an embodiment to all the consumer processing units 1n the
consumer processing unit list that 1s maintained by the
synchronization unit (if any), with each consumer process-
ing umt then determining whether the progress update
message 1s for a data output that it 1s processing (and waiting,
for) from the producer processing unit data output record
entry (slot) 1dentified in the progress update message from
the synchronization unit (as will be discussed further below
a consumer processing unit 1s 1n an embodiment made aware
of the i1dentity of the data output record entry (slot) that
relates to the data output it 1s waiting on (processing), so that
it can determine the consumer progress update messages that
will apply to 1t).

Other arrangements, such as the synchronization unit
being able to address 1ts consumer progress update messages
to specilic consumer processing units would be possible 1t
desired, although may require more sophisticated signalling
and control operation.

A (and each) consumer processing unit can control the
reading of a data output from the memory in accordance
with data output progress messages received from the syn-
chronization unit in any suitable and desired manner. In an
embodiment, a consumer processing unit (and each con-
sumer processing unit) uses the data output progress mes-
sages to determine when there 1s data for a data output
available for 1t to read, and to, accordingly, trigger the
reading of data of a data output from the memory for
processing by the consumer processing unit.

In an embodiment a (and each) consumer processing unit
uses the data output progress messages from the synchro-
nization unit to (try to) ensure that 1t does not (try to) read
data beyond the available data of the data output.

In an embodiment a consumer processing unit uses the
data output progress messages from the synchronization unit
to determine when 1t 1s safe to proceed with reading data for
the data output from the memory (e.g., and 1n an embodi-
ment, to determine when there 1s data stored in the memory
tor the data output such that, ¢.g., and in an embodiment, the
consumer processing unit can read data for the data output
from the memory).

Thus, when a consumer processing unit identifies from a
consumer progress update message sent by the synchromni-
zation unit that a producer processing unit data output record
entry that it was waiting on has been updated, the consumer
processing unit in an embodiment correspondingly deter-
mines whether there 1s new data (e.g. a new data output
partition) available for 1t to read for the data output (e.g.
from the bufler) in question. If so, the consumer processing
unit 1n an embodiment accordingly reads the new data of the
data output (from the bufler) and processes that data accord-
ingly.

Correspondingly, once a consumer processing unit has
read new data of a data output in response to a progress
update message sent by the synchronization unit (e.g. the
new data output partition in question), 1t 1n an embodiment
then waits for the next progress update message from the
synchronization unit for the data output 1n question, before
attempting to read further data for the data output from the
memory.

In an embodiment, as discussed above, the progress
update messages sent by the synchromization unit to the
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consumer processing unit(s) also indicate (include) a prog-
ress indication (e.g. and 1n an embodiment counter value)
that indicates the progress (e.g. position) that has been
reached by the producer processing unit for the data output
in question, and a (and the) consumer processing unit(s) use
the progress indication (e.g. counter value) that 1s included
in a progress update message sent by the synchronization
unit to control their reading of data for the data output in
question, e.g., and, in an embodiment, to determine whether
data that the consumer processing unit 1s waiting for is
available to read for the data output (e.g. from the builer) 1n
question.

For example, and 1n an embodiment, a consumer process-
ing unit could, and 1n an embodiment does, use the progress
value included 1n a progress update message to determine
which parts (e.g. scan lines) of a data output have been
written (to the builer), and so are available to read (and
process) or not. This may be, and 1s 1n an embodiment, also
based on the number of synchronization updates (the num-
ber of progress update messages) that the producer process-
ing unit will signal to the synchronization unit when pro-
ducing the data output 1n question (and thus the amount of
the data output that each progress update “count” 1n effect
represents and corresponds to).

For example, considering a data output for which the
initial progress (counter) value 1s n and the number of
progress update messages (synchronization points) that the
producer processing unit will signal to the synchronization
umt when producing that data output 1s m, then for a data
output having a height h (e.g. 1n terms of the number of scan
lines), then to determine that the data output from the first
line to line h/m-1 1s available, the consumer processing unit
will need to wait for the counter number to reach n+1 (1.e.
for an update message signalling that the progress value 1s
now n+1), and for any lines of the data output from line h/m
to h/ym*2-1 to be available, the progress value (counter
number) will need to be n+2, and so on.

Thus once the consumer processing unit receives a prog-
ress update message with a progress (counter) value, it can,
and in an embodiment does, determine from the progress
(counter) value 1n the progress update message sent by the
synchronization unit how much of the data output has been
produced, and so how much data for that data output 1t can
read, and/or whether data for the data output that 1t 1s waiting
for 1s now available for 1t to read for the data output or not.

In an embodiment the consumer processing unit (hard-
ware) records the progress (counter) value 1 a progress
update message sent by the synchronization unit, and then
betore it starts reading data for the data output 1n question,
determines 1f the progress (counter) value in the progress
update message 1s large enough to indicate that the data (e.g.
the line of the data output) that the consumer processing unit
wishes to read has been produced and stored for the data
output.

This can also allow a consumer processing unit that has,
e.g., “missed” an update message for any reason, to still be
able to determine how much of a data output has been
produced.

This operation will then be repeated when the producer
processing unit next provides a progress update, and so on,
until the producer processing unit has generated the entire
data output, and the consumer processing unit has processed
that output.

In an embodiment, a producer processing unit that 1s
producing a data output associates with the data output (e.g.
with the allocated storage (e.g. buller) where the data output
1s to be stored) the producer processing unit data output




US 10,705,886 B2

19

record entry (slot) identity that the producer processing unit
1s using for that data output, e.g., and 1n an embodiment, so
that a consumer processing unit can 1dentily the correspond-
ing producer processing unit data output record entry (slot)
that the synchronization unit 1s maintaining for the data
output in question. This will then facilitate the identification
of the data output record entry (slot) that 1s associated with
the data output being produced by the producer processing,
unit, e.g., and 1 an embodiment, so that consumer process-
ing units can 1dentily progress update messages relating to
that data output.

Thus, 1n an embodiment, when a producer processing unit
first starts producing a data output (e.g. a frame), 1t allocates
to that data output (e.g. frame) the (or one of the) producer
processing unit data output record entry (slot) that has been
allocated to the producer processing unit, so as to 1dentily
that producer processing unit record entry (slot) as being the
entry for the data output in question.

In an embodiment, the producer processing unit provides
this information with the allocated memory region (bufler)
tor the data output, e.g., and 1n an embodiment, as or as part
of, meta-data that 1s associated with and provided for the
data output in question.

A consumer processing unit that i1s to read a data output
1s 1n an embodiment then able to (and 1n an embodiment
does) read the producer processing unit data output record
entry (slot) i1dentity associated with the data output (e.g.
from meta data associated with the data output), so as to
identily the corresponding producer processing unit data
output record entry for the data output.

In an embodiment, as well as indicating the producer
processing unit data output record entry (slot) that relates to
a data output, the producer processing unit also associates
with a data output further information that a consumer
processing unit may (and in an embodiment does) use to
control and synchronize its use of the data output with the
operation of the producer processing unit generating the data
output.

In an embodiment, a producer processing unit also asso-
clates with a data output an indication of the number of
progress update messages (synchronization points) that the
producer processing unit will signal to the synchronization
unit when producing the data output. Thus, for example, 1T
the producer processing unit 1s going to signal a progress
update to the synchronization unit four times during the
production of the data output (e.g. will provide a progress
update when the data output 1s 25%, 50%, 75% and 100%
complete), then the producer processing unit will associate
that number of progress update points with the data output
(e.g. builer) 1n question, so that a consumer processing unit
that 1s to use that data output can identify that it should
receive four progress updates during the production of the
data output by the producing processing unit. As discussed
above, this may then allow a consumer processing unit to
determine what portion of the data output a given synchro-
nization progress (count) value indicates.

In an embodiment, a producer processing unit also asso-
ciates with the data output that 1t 1s to produce the current
progress indication (e.g. and in an embodiment counter
value) for the producer processing unit data output record
entry (slot) that 1s to be used for that data output (before 1t
starts the data output in question). As discussed above, this
will then allow, for example, a consumer processing unit to
determine from that value and the number of progress
update messages that will be sent by the producer processing,
unit when producing the data output in question, what part
of the data output a given progress indication (counter) value
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included in a synchronization message from the synchroni-
zation unit corresponds to (indicates), and/or when the final
progress update message 1indicating that the data output has
been completed by the producer processing unit has been
received.

As will be appreciated from the above, in an embodiment,
a producer processing unit that 1s to generate a data output
for use by one or more consumer processing units will
accordingly first associate with the data output that 1t 1s
going to produce the identity of the synchronization unit
producer processing unit data output progress record entry
that will be used to monitor the progress of the producer
processing unit when producing the data output, in an
embodiment together with information about the progress
(synchronization) update rate that the producer processing
umt will provide when producing the data output.

Correspondingly, any consumer processing unit that 1s to
use that data output will first read the information associated
with the data output (builer) by the producer processing unit
so as to 1dentily the producer processing unit data output
record entry in the synchronization unit for that data output
(bufler) (and, 1n an embodiment, the current synchronization
update progress value for that data output and/or the number
of progress updates that will be provided by the producer
processing unit when producing the data output).

The producer processing unit will then begin to produce
the data output and write 1t to the designated storage (budl

er).
Once the producer processing unit has produced the first
portion ({raction) of the data output after which a progress
update to be sent, 1t will then send a progress update message
accordingly to the synchronization umt. The synchroniza-
tion unit will correspondingly broadcast a progress update
message to the consumer processing units, with the con-
sumer processing units determining whether that progress
update message applies to a data output that they are
processing. If so, the consumer processing unit will then
read 1n the first portion (fraction) of the data output (irom the
bufler) and process that portion of the data output accord-
ingly.

In the meantime, the producer processing unit will con-
tinue to produce the data output and write 1t to the designated
storage (bufler). Once the producer processing unit has
produced the next portion (ifraction) of the data output after
which a progress update 1s to be sent, it will then send
another progress update message to the synchronization
umt, with the synchronmization unit then providing that
progress update to the consumer processing units, which
will then process the next portion (ifraction) of the data
output, and so on, until the data output and 1ts processing by
the consumer units has been completed.

In this way, the production and consumption of a data
output can be synchronized by the synchronization unit, and
at a desired level of granularity within the data output (e.g.
frame) 1 question.

Although the technology described herein has been
described above with particular reference to the production
of a single data output by a producer processing unit and
corresponding use of that data output by a consumer pro-
cessing unit or units, as will be appreciated by those skilled
in the art, these operations can, and 1n an embodiment are
performed for each data output that i1s produced by a
producer processing unit for use by other processing units of
the data processing system, and, correspondingly, for and in
respect of each producer processing unit of the data pro-
cessing system that may be producing data outputs for use
by other, consumer, processing units of the data processing
system.
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Any one or more or all of the processing units of the
technology described herein may be embodied as processing,
unit circuitry and/or a processing unit circuit, e.g., i the
form of one or more fixed-function units (hardware) (pro-
cessing circuitry/circuits), and/or in the form of program-
mable processing circuitry (circuit) that can be programmed
to perform the desired operation. Equally, any one or more
or all of the processing units and processing unit circuitry/
circuits of the technology described herein may be provided
as a separate circuit element to any one or more of the other
processing units or processing unit circuitry/circuits, and/or
any one or more or all of the processing units and processing
unit circuitry/circuits may be at least partially formed of
shared processing circuitry/circuits.

The processing units and/or data processing system
described herein in any embodiment may comprise, or may
be, or may form part of, a system on chip (SoC).

As well as the particular processing units, the data pro-
cessing system of the technology described herein can
otherwise include any suitable and desired elements, and
units, etc, that a data processing system may include. Thus,
in an embodiment, the data processing system further
includes a host (e.g. central) processor. The host processor
may, for example, execute applications that require data
processing by the processing units of the system data
processing system. The host processor may send appropriate
commands and data to the processing units to control them
to perform the data processing operations and to generate
and/or use a data output or outputs required by applications
executing on the host processor. To facilitate this, the host
processor may execute a driver or drivers for the processing
units and/or may execute a compiler or compilers for
compiling programs to be executed by a programmable
execution unit(s) of the processing unit(s).

In embodiments, the processing unit(s) or system may
comprise, and/or may be i communication with, one or
more memories and/or memory devices that store the data
described herein, and/or store soiftware for performing the
processes described herein. The processing unit(s) or system
may comprise, and/or may be in communication with a
display for displaying images based on the data outputs.

The technology described herein can be implemented in
any suitable system, such as a suitably configured computer
or micro-processor based system. In an embodiment, the
technology described herein 1s implemented 1n a computer
and/or micro-processor based system.

The various functions of the technology described herein
can be carried out 1n any desired and suitable manner. For
example, the steps and functions of the technology described
herein can be implemented in hardware or software, as
desired. Thus, for example, unless otherwise indicated, the
various circuitry, circuits, functional elements, stages, units,
and “means” of the technology described herein may com-
prise a suitable processor or processors, controller or con-
trollers, functional units, circuitry, circuits, processing logic,
microprocessor arrangements, etc., that are operable to per-
form the various steps or functions, etc., such as appropri-
ately dedicated hardware elements (processing circuitry/
circuits) and/or programmable hardware eclements
(processing circuitry/circuits) that can be programmed to
operate 1n the desired manner.

The various steps or functions, etc., of the technology
described herein may be duplicated and/or carrnied out 1n
parallel on a given processor. Equally, the various process-
ing units, etc., may share processing circuitry/circuits, etc.,
if desired.
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Subject to any hardware necessary to carry out the spe-
cific steps or functions, etc., discussed above, the system can
otherwise include any one or more or all of the usual
functional units, etc., that data processing systems include.

In an embodiment, the various functions of the technol-
ogy described herein are carried out on a single data pro-
cessing platform that generates and outputs the data streams
(s) 1n question.

It will also be appreciated by those skilled in the art that
all of the described embodiments of the technology
described herein can, and in an embodiment do, include, as
appropriate, any one or more or all of the features described
herein.

The methods 1n accordance with the technology described
herein may be implemented at least partially using software
¢.g. computer programs. Thus, further embodiments the
technology described herein comprise computer software
specifically adapted to carry out the methods herein
described when installed on a data processor, a computer
program ¢lement comprising computer soltware code por-
tions for performing the methods herein described when the
program element 1s run on a data processor, and a computer
program comprising code adapted to perform all the steps of
a method or of the methods herein described when the
program 1s run on a data processor. The data processor may
be a microprocessor system, a programmable FPGA (field
programmable gate array), etc.

The technology described herein also extends to a com-
puter software carrier comprising such software which when
used to operate a data processing apparatus or system
comprising a data processor causes in conjunction with said
data processor said apparatus or system to carry out the steps
of the methods of the technology described herein. Such a
computer software carrier could be a physical storage
medium such as a ROM chip, CD ROM, RAM, flash
memory, or disk, or could be a signal such as an electronic
signal over wires, an optical signal or a radio signal such as
to a satellite or the like.

It will further be appreciated that not all steps of the
methods of the technology described herein need be carried
out by computer software and thus in further embodiments
comprise computer soitware and such software 1nstalled on
a computer software carrier for carrying out at least one of
the steps of the methods set out herein.

The technology described herein may accordingly suit-
ably be embodied as a computer program product for use
with a computer system. Such an implementation may
comprise a series of computer readable instructions either
fixed on a tangible, non transitory medium, such as a
computer readable medium, for example, diskette, CD,
DVD, ROM, RAM, tlash memory, or hard disk. It could also
comprise a series of computer readable instructions trans-
mittable to a computer system, via a modem or other
interface device, either over a tangible medium, including
but not limited to optical or analogue communications lines,
or intangibly using wireless techniques, including but not
limited to microwave, infrared or other transmission tech-
niques. The series of computer readable instructions embod-
ies all or part of the functionality previously described
herein.

Those skilled 1n the art will appreciate that such computer
readable instructions can be written in a number of pro-
gramming languages for use with many computer architec-
tures or operating systems. Further, such instructions may be
stored using any memory technology, present or future,
including but not limited to, semiconductor, magnetic, or
optical, or transmitted using any communications technol-
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ogy, present or future, including but not limited to optical,
infrared, or microwave. It 1s contemplated that such a
computer program product may be distributed as a remov-
able medium with accompanying printed or electronic docu-
mentation, for example, shrink wrapped software, pre
loaded with a computer system, for example, on a system
ROM or fixed disk, or distributed from a server or electronic
bulletin board over a network, for example, the Internet or

World Wide Web.

A number of embodiments of the technology described
herein will now be described.

The drawings show elements of a data processing appa-
ratus and system that are relevant to embodiments of the
technology described herein. As will be appreciated by those
skilled 1n the art there may be other elements of the data
processing apparatus and system that are not 1illustrated in
the drawings. It should also be noted here that the drawings
are only schematic, and that, for example, in practice the
shown elements may share significant hardware circuits,
even though they are shown schematically as separate
clements 1n the drawings.

FIG. 4 shows an embodiment of a data processing system
400 which includes a multimedia subsystem 402 that 1s 1n
accordance with the technology described herein. As shown
in FIG. 4, the data processing system 400 1s similar to the
data processing system illustrated mm FIG. 1 (and thus
accordingly comprises a multimedia subsystem 402 1n the
form of a system on chip (SoC) that comprises, inter alia, a
central processing unit 204, a graphics processing unit 206,
a video processor 208, a display controller (processor) 210,
an mterconnect 212, and a memory controller 214, together
with off-chip (main) memory 216, a display device 218 and
a video camera 220).

However, unlike the data processing system shown in
FIG. 1, the data processing system 400 of this embodiment
(and 1n particular the system-on-chip 402) includes a hard-
ware “general” synchronization unit (GSU) 404 that 1s able
to communicate with the various hardware units of the
system-on-chip 402 (as shown in FIG. 4).

As will be discussed further below, the synchromization
unit 404 1s used to synchronize the operation of the hardware
units of the system-on-chip 402, rather than using software
“fences” to do that. In particular, the operation of the
hardware units 1s synchronized by signals from the synchro-
nization unit 404, rather than by using software fences.

FIG. 5 shows the general synchronization unit (GSU) 404
in more detail.

As shown 1n FIG. 3, the general synchronization unit 404
includes a controller (control unit) 500, and maintains a
record of data outputs that are being generated by producer
processing units of the data processing system 501, and a
record of consumer processing units of the data processing,
system 502. Each of the various hardware units, such as the
CPU 204, GPU 206, video processor 208 and display
processor 210 may be producer and/or consumer processing,
units.

The controller 500 operates to interact with the other
hardware units that are communicating with (and connected
to) the synchromization unit 404, and to maintain (e.g.
mitialise and update) the producer processing unit data
output record 501 and the consumer processing umt record
502.

The consumer processing unit record 502 lists consumer
processing (hardware) units that have “registered” with the
synchronization unit 404, in the form of a list of correspond-
ing consumer hardware unmit identities 506.

10

15

20

25

30

35

40

45

50

55

60

65

24

This consumer processing unit record 502 could, e.g., be
hard-coded when the system 1s built, or initialised by the
driver for the synchromization umt at system boot-up (e.g.
from an approprate configuration file), or consumer pro-
cessing units could also or 1nstead be able to use appropriate
driver calls to, e.g., register with the consumer processing
unit record.

The producer processing unit data output record 3501
comprises a series of data output record entries (slots) 503,
cach of which has a unique (within the record) entry (slot)
identifier. For each entry (slot) in the producer processing
unit data output record, the synchronization unit 404 records
the 1dentity 504 of the corresponding producer hardware unit
that the entry (slot) has been allocated to, and maintains a
progress counter value 505 that 1s indicative of the progress
that the producer processing unit has made when producing
the data output(s) that the data output record entry (slot) in
question relates to.

The progress counter value may, e.g., be a 64-bit integer,
and, 1n the present embodiments, 1s 1nitialised to 0, and then
progressively increased each time the producer processing
unmt that the entry (slot) has been allocated to sends a
progress update message as it produces a data output or
outputs. (Thus, the progress counter value 1s a cumulative
count of the number of progress update messages that have
been sent for the data output record entry (slot) in question,
and 1s cumulatively incremented by one each time a progress
update message for that data output record entry 1s sent by
a producer processing unit.) (This will be discussed 1n more
detail below).

The general synchronization unit (GSU) 404 1s driven by
a driver (which, e.g., runs 1n the Linux kernel space), that
configures the GSU hardware for initialization and synchro-
nization, and interfaces with drivers of other hardware units
so as to allow those other hardware units to interact with and
to cooperate with the GSU 404.

The GSU dniver 1s loaded during the system bootup to
initialize the GSU hardware, before the GSU 404 1s “con-
nected” to other hardware units. When the loading finishes,
the GSU hardware 1s 1itialized.

As will be discussed further below, the GSU 404 1is
operable to synchronize all hardware units connected to it.
The connected hardware units can be data output “produc-
ers” or “consumers’. The GSU 404 can operate with any and
all hardware units of a multimedia subsystem, such as a
GPU, video processor, ISP and display processor.

In the present embodiments, a data output producer pro-
cessing unit, such as the GPU 206 or video processor 208,
that 1s to produce a data output, will first “connect” to the
synchronization unit 404.

To do this, the producer processing unit will request one
or more producer processing unit data output record entries
(slots) from the synchronization unit 404. This 1s done by the
driver for the producer processing unit signalling the driver
for the synchronization unit 404, during nitialisation of the
producer processing unit.

For example, the drniver of the producer processing unit
may send a message (a function call) of the form:

int gsu_connect(int hw_id)

where “hw_1d” specifies the 1dentity (e.g. 1s an integer) for

the producer processing unit hardware to be connected to the
GSU 404.

In response to a gsu_connect( ) call from the drniver of a
producer processing unit, the driver for the GSU 404 checks
the usage status for each data output record entry (slot) in the
producer processing unit data output record 501. If the driver
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finds a free entry (slot), it sets the producer hardware unit 1D
504 for that entry (slot) to the indicated hw_id field in the
message Irom the producer processing unit, and then returns
the entry (slot) identifier for the allocated data output record
entry (slot) to the driver of the producer processing unit 1n
question.

If the synchronization unit driver does not find a free entry
(slot) 1n the producer processing unit data output record 301,
it returns an “unavailable” value, such as -1, to the driver of
the producer processing unit 1 question, to indicate that
s1tuation.

(Any hardware unit that wishes to connect to the GSU
404, will call this function to get a slot ID belore using the
GSU 404 for synchronization.)

In the present embodiments, there are sutlicient producer
processing unit data output record entries (slots) for each of
the producer processing units that 1t may be expected will
connect to the synchronization unit 404, such that the
producer processing units retain their entries (slots) i the
producer processing unit data output record 501 maintained
by the synchronization unit 404 until the system is shut
down.

However, it would also or instead be possible to allow a
producer processing unit to positively “disconnect” from the
synchronization unit 404, if desired. In this case, the driver
for the hardware unit that wishes to disconnect could send to
the driver for the synchronization unit 404 a message of the
form:

int gsu_disconnect(int hw_id);

where hw_id specifies the hardware ID for the producer
processing hardware unit to be removed from the
synchronization unit.

In response to such a gsu_disconnect( ) call from the
driver of a producer processing unit, the driver for the GSU
404 would check the hardware identifiers associated with
cach data output record entry (slot) in the producer process-
ing unit data output record 501 to find the entry or entries
that match the hardware ID included 1n the
gsu_disconnect( ) message.

If the synchronization unit driver finds an entry or entries
having the corresponding hardware 1D, then 1t clears the
content of that producer processing unit data output record
entry or entries (slot or slots), and returns a data value, such
as 0, to the dniver for the hardware unit 1n question to
indicate that the “disconnection” has been successtul. The
cleared producer processing unit data output record entry or
entries (slot or slots) are then made available for allocation
to another producer processing unit or units.

If the synchronization unit driver does not find a data
output record entry (slot) having the hardware ID 1n ques-
tion, then 1t returns an “error’” value, such as -1, to the driver
of the producer processing unit 1n question, to indicate that
an error has occurred.

Once a producer processing unit, such as the graphics
processor 206, has connected to the synchronization unit
404 1n the manner discussed above, then that producer
processing unit can start to produce data outputs, with the
production and consumption of the data outputs then being
synchronized by the synchronization unit 404.

When a producer processing unit 1s to generate a data
output, the driver for that producer processing unit will first
determine the synchronization strategy to be used for the
data output 1n question, in terms of the number of progress
update messages that the producer processing unit will send
to the synchronization unit 404 whilst producing the data
output. For example, the producer processing unit driver
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may determine that the producer processing unit should send
four progress update messages to the synchronization unit
404 when producing the data output (1in which case the
producer processing unit will send a progress update mes-
sage after 1t has completed 25%, 50%, 75% and 100% of the
data output in question).

The producer processing unit also maintains a progress
counter for a (and for each) synchronization unit data output
record 501 entry (slot) that 1t has been allocated. This
progress counter 1s initialised to 0 when the producer
processing umt first connects to the synchronization umnit
404, and 1s then incremented by one each time the producer
processing unmt sends a progress update message to the
synchronization unit 404 for the producer processing unit
data output record entry 1n question.

The driver for the producer processing unit then associ-
ates with the bufler where the data output 1n question 1s
going to be stored, a set of “synchronization data”, com-
prising: the i1dentity of the producer processing unit data
output record entry (slot) that 1s being used by the synchro-
nization unit to track the progress of the generation of the
data output in question; the determined synchronization
strategy (in terms of the number of progress update mes-
sages that will be provided) when producing the data output
in question; and the current progress counter value for the
producer processing unit data output record entry (slot) in
question (as discussed above, the progress counter value for
a producer processing unit data output record 501 entry 1s a
cumulative count of the number of progress update mes-
sages that have been sent for the data output record entry
(slot) 1n question).

(Thus, for example, i1 the size of a data output builer to
be produced 1s 160 scan lines, and the determined synchro-
nization strategy 1s to provide ten progress update messages
when producing that data output, then the producer process-
ing unit will send a progress update message to the syn-
chronization unit 404 every 16 scan lines and if the original
synchronization point value (count) at the start of the data
output in question was 6, the end synchromization point
value (count) would be 16.)

A consumer processing unit that 1s to use the data output
being produced by the producer processing unit will then
read the synchronization data associated with the bufler that
1s to contain the data output so that 1t knows how to
synchronize with the production of the data output by the
producer processing unit.

In particular, a (and each) consumer processing unit that
1s to use the data output will determine from the synchro-
nization data, the identity of the producer processing unit
data output record entry (slot) that 1s being used to track the
progress ol the generation of the data output in question, and
also determine from the indicated synchromization strategy
and current progress counter value for the data output 1n
question, how many progress (synchronization) messages it
should receive as the data output 1s being produced, and
what portion of the data output each progress (synchroni-
zation) message (and progress count) represents and corre-
sponds to (so that 1t can synchronize its consumption of the
data output with the production of the data output by the
producer processing unit).

The producer processing unit can then start to produce the
data output 1n question, and as 1t does so, 1t will send
progress update messages to the synchromization unit 404 in
accordance with the determined synchronization strategy for
the data output. Thus, for example in the example discussed
above, where there will be four progress update messages
whilst producing a data output, the producer processing unit
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will send a progress update message to the synchronization
unit 404 when 1t has completed 25% of the data output, and
then when 1t has completed 50% of the data output, and so
on.

In the present embodiments, the progress update mes-
sages that are sent by a producer processing unit when
producing a data output are of the form:

{producer_hw_id slot_id,counter_value}.

where: producer_hw_id 1s the hardware ID for the pro-
ducer processing unit in question; slot_id 1s the 1dentity of
the producer processing unit data output record entry (slot)
that 1s being used to track the progress of the generation of
the data output 1n question; and counter_value 1s the (pro-
ducer processing unit’s) new (updated) progress
counter_value for the producer processing unit data output
record entry (slot) 1n question.

When the synchronization unit 404 receives a progress
update message from a producer processing unit, 1t first
checks the producer hardware 1dentity in the progress update
message against the producer hardware identity recorded for
the indicated data output record entry (slot). If the producer
processing unit hardware 1dentity matches, then the progress
counter_value for that data output record entry i1s updated
(incremented) to the value 1n the message from the producer

processing unit. If the producer hardware identities do not
match, then the synchronization unit 404 returns an error
message to the producer hardware unit in question.

As discussed above, the progress update (synchroniza-
tion) messages are exchanged through hardware communi-
cation between the producer hardware and the synchroniza-
tion unit, without any software involvement.

When a progress update message from a producer pro-
cessing unit 1s determined to be valid, then the synchroni-
zation unit 404 broadcasts to all of the consumer processing
units 1n the consumer processing unit record 502, a progress
update (synchronization) message of the form:

{slot_id,counter_value}.

where: slot_id 1s the i1dentity of the producer processing
unit data output record entry (slot) that the message relates
to; and counter_value 1s the new (updated) progress coun-
ter_value for the producer processing unit data output record
entry (slot) in question. Again, this progress update (syn-
chronization) message 1s broadcast and received through
hardware communication between the consumer hardware
and the synchronization unit, without any soitware ivolve-
ment.

In response to such a broadcast message, each consumer
processing unit checks 11 1t 1s a message for a data output
record entry (slot) that the consumer processing unit 1s
waiting for (based on the slot_1d included in the progress
update message broadcast by the synchronmization unit 404),
and 11 so, accordingly determines that more data 1s available
for the data output that 1t 1s processing.

More particularly, the consumer processing unit in the
present embodiments uses the counter_value (i.e. the new
(updated) progress counter_value for the data output)
included 1n the progress update (synchromization) message
sent by the synchronization unit 404 to determine what
portion (how much) of the data output 1n question has now
been written to the bufler by the producer processing unit
(based on the indicated number of synchronization updates
(the number of progress update messages) that the producer
processing unit will signal to the synchromization unit when
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producing the data output in question, and the indicated
initial progress counter_value for the data output in ques-
tion).

The consumer processing unit (hardware) records the
progress (counter) value in the progress update message sent
by the synchronization unit, and then before it starts reading
data for the data output in question, determines 1f the
progress (counter) value 1n the progress update message 1s
large enough to indicate that the data (e.g. the line of the data
output) that the consumer processing unit wishes to read has
been produced and stored for the data output.

If the consumer processing unit determines from the
progress counter_value included in the progress update
message broadcast by the synchronization unit 404 that data
that 1t 1s waiting for for the data output 1s now available 1n
the buller, the consumer processing unit determines that 1t
can, and accordingly does, then operate to, read the required
further data from the bufler and process 1t accordingly. The
consumer processing unit will then wait for the next prog-
ress update message, and so on.

If the progress update message broadcast by the synchro-
nization unit 404 1s not for a data output record entry that a
consumer processing unit 1s waiting for, then the consumer
processing unit simply 1gnores the progress update message.

This operation 1s repeated until the data output 1n question
has been completely produced and consumed, and 1s corre-
spondingly carried out and repeated for any and all data
outputs that are being produced and consumed 1n the data
processing system.

FIGS. 6 and 7 illustrate the above operation when using
the synchronization umt 404 to synchronize the operation
between a producer processing unit that 1s producing a data
output and a consumer processing unit that 1s using that data
output in embodiments of the technology described herein.

FIG. 6 shows an exemplary multimedia subsystem stack
that 1s similar to the stack shown in FIG. 2, but as shown 1n
FIG. 6, rather than using a software fence to synchronize
operation between the producer and consumer processing
units, the communication and control of the hardware pro-
cessing units 31 1s synchronized by means of a general
synchronization hardware unit 404 under the control of its
respective synchronization unit driver 600.

FIG. 7 shows schematically the synchronization operation
using the general synchronization unit 404 1n the present
embodiments 1n the case where the graphics processing unit
206 1s generating a data output such as a frame, which the
display processor 210 will then compose and provide to the
display device 218 for display.

As shown 1 FIG. 7, this operation will first comprise, at
system boot-up, inmtialisation of the general synchronization
unmit hardware 404 (step 70). As part of this operation, the
synchronization unit driver 600 will reset each producer
processing unit data output record entry (slot) in the record
of producer processing unit data outputs 501 that it 1s
maintaining. It will also reset the list of consumer processing
units 502.

Thereatter, the driver 35 for the graphics processor 206
will exchange messages with the driver 600 for the synchro-
nization unit 404 so as to “connect” to the synchromzation
unit 404 (step 71) (as discussed above). As shown in FIG. 7,
and as discussed above, during this process, the graphics
processor 206 will be allocated an entry (slot) 1n the record
501 of data outputs that 1s being maintained by the synchro-
nization unit 404, and, correspondingly, the controller 500 of
the synchronization unit 404 will record the producer hard-
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ware 1dentity for the graphics processor 206 against the data
output record (slot) that has been allocated to the graphics
processor 200.

As shown 1n FIG. 7, 1t 1s assumed 1n this embodiment that
the graphics processor 206 also registers with the synchro-
nization unit 404 as a consumer processing unit, and so the
driver 600 for the synchromization unit 404 correspondingly
adds the graphics processor’s consumer processing unit
identity to the list of consumer processing units 502 that 1t
1S maintaining.

A corresponding registration process then takes place for
the display processor 210 (step 72). As shown 1 FIG. 7, 1t
1s again assumed here that the display processor 210 regis-
ters both as a producer and as a consumer with the synchro-
nization unit 404.

Once the graphics processor 206 has been initialised and
connected to the synchronization unit 404, the driver 35 for
the graphics processor 206 determines the synchromzation
strategy (the number of update messages) to be used for the
data output (e.g. frame for display) that 1t 1s generating.

The drniver 35 for the graphics processor 206 will then
prepare an appropriate buller or builers 37 for storing the
data output (e.g. frame to be displayed) that 1t 1s going to
generate. This will include adding 601 the identity of the
synchronization unit data output record entry (slot) for the
data output and the number of progress update messages that
will be sent when producing the data output to the bufler
description (meta data) (see FIG. 6). (Step 73.)

The display processor driver 36 then correspondingly
determines from this meta-data that the graphics processor
driver 35 has associated with the bufler where the data
output (frame) 1s going to be stored, the 1dentity of the data
output record entry (slot) that 1s being used for the data
output (bufler) in question, and the synchronization strategy
that the graphics processor will use for the data output in
question (step 74).

The graphics processor hardware 206 can then start to
draw the frame and write the frame into the appropriate
butler 76 in memory (step 75). As shown in FIG. 7, as part
of this process, the graphics processor hardware will send a
progress update message 80 periodically to the synchroni-
zation unit 404, as 1t reaches each synchronization update
point during generation of the data output (frame) 1n ques-
tion (as determined by the synchronization strategy that has
been determined for the frame).

In response to each progress synchronization update mes-
sage 80 from the graphics processor hardware 206, the
synchronization unit 404 will update the progress count 505
for the data output entry (slot) 1n question, and broadcast a
corresponding progress synchronization message to the con-
sumer processing units (as discussed above) (step 77).

The display processor hardware 210 will correspondingly
receive the broadcast synchronization update message from
the synchronmization unit 404, and identify that 1t 1s a
synchronization progress update message that relates to a
builer that 1t 1s waiting on, and 1n response to that, read the
new data from the bufler and, e.g., perform composition
using that data and provide the data to the display for display
(steps 78 and 79).

The display processor 210 will then wait for the next
synchronization update message from the synchronization
unit 404, before processing the next portion of the data
output (frame), and so on.

In this way, the synchronization unit 404 operates to
synchronize the operation between the graphics processor
206 that 1s producing the frame or frames for display, and the
display processor 210 that 1s processing and then displaying
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those frames, and 1n such a way that the operation can be
synchronized during the production of a given frame (rather
than, e.g., only once the frame has been completed by the
graphics processor 206).

The present embodiments can be used for synchronization
of any suitable and desired operations 1n the multimedia
subsystem 402.

An example of such operation would be for augmented
reality display, where the camera 220 captures 1mages and
send them to the GPU 206 for processing, which then sends
the processed i1mages to the display processor 210 {for
composition and presentation.

When using the general synchronization unit 404, the
driver for the GPU 206 could, e.g., set 10 synchronization
points for each 1image. In this case, the latency between the
camera 220 and the GPU 206 would be 10% of a frame, and
the latency between the GPU 206 and the display processor
210 would also be 10% of a frame. Therefore, the total
latency 1s 20% of a frame. (This contrasts with more
conventional synchronization, where the GPU 206 only
starts processing the bufler for the 1images after an 1mage 1s
completely stored in the memory 216, and the display
processor 210 only starts processing the processed 1mage in
the bufler after the GPU 206 finishes its processing, such
that the total latency 1s at least 2 frames.)

As will be appreciated from the above, the technology
described herein, 1n 1ts embodiments at least, provides a
synchronization arrangement that can reduce the latency
between respective producer and consumer hardware units
in a data processing system. This 1s achieved, 1n the embodi-
ments of the technology described herein at least, by using
a general synchronization hardware unit to synchromize the
operation of the producer and consumer processing units
when producing and consuming a data output, rather than
soltware fences. By using a hardware synchronization unit
to synchronize the operation between producer and con-
sumer units, the latency between producer and consumer
hardware units can be reduced, e.g., from one frame to one
or several scan lines.

The foregoing detailed description has been presented for
the purposes of 1llustration and description. It 1s not intended
to be exhaustive or to limit the technology to the precise
form disclosed. Many modifications and vanations are pos-
sible 1 light of the above teaching. The described embodi-
ments were chosen 1n order to best explain the principles of
the technology and 1ts practical application, to thereby
enable others skilled 1n the art to best utilise the technology
in various embodiments and with various modifications as
are suited to the particular use contemplated. It 1s intended
that the scope be defined by the claims appended hereto.

The mmvention claimed 1s:

1. A data processing system comprising:

one or more producer processing units operable to pro-
duce data outputs;

one or more consumer processing units operable to use a
data output produced by a producer processing unit;
and

a memory for storing data outputs produced by the
producer processing unit or units;

wherein:

the one or more producer processing units each comprise
processing circuitry operable to produce a data output
and store the data output 1n the memory; and

the one or more consumer processing units each comprise
processing circuitry operable to read a data output from
the memory and use the read data output;
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the data processing system further comprising:
a synchronization unit that 1s operable to communicate
with the one or more producer processing units and the
one or more consumer processing units, and that 1s
operable to:
maintain a record of data outputs that are being gen-
crated by producer processing units of the data
processing system;

receive from a producer processing unit of the data
processing system a message relating to the progress
that the producer processing unit has made when
producing a data output; and

and to, 1n response to the message relating to the
progress that the producer processing unit has made
when producing the data output received from the
producer processing unit:

send to one or more consumer processing units of the
data processing system a message relating to the
progress that the producer processing unit has made
when producing the data output;

wherein:

the one or more producer processing unmits each further
comprise processing circuitry operable to send to the
synchronization unit messages relating to the progress
that the producer processing unit has made when pro-
ducing a data output; and

the one or more consumer processing units each further
comprise processing circuitry operable to:

receive data output progress messages from the synchro-
nization unit and to control the reading of a data output
from the memory 1n accordance with data output prog-
ress messages received from the synchronization unit.

2. The system of claim 1, wherein the record of data
outputs that are being generated by producer processing
units of the data processing system that 1s maintained by the
synchronization unit comprises a set of plural record entries,
with each entry having a respective entry identifier, and
having associated with 1t an identifier for the producer
processing unit that the entry has been allocated to.

3. The system of claim 2, wherein each entry in the record
of data outputs also has associated with 1t a progress
indication that 1s indicative of the progress that the producer
processing unit that the data output record entry has been
allocated to has made when producing a data output or
outputs.

4. The system of claim 3, wherein the progress indication
1s 1n the form of a count of a number of progress update
messages that the producer processing unit that the data
output record entry has been allocated to has sent to the
synchronization unit.

5. The system of claim 1, wherein the synchromzation
unit 1s also operable to maintain a record of consumer
processing units of the data processing system.

6. The system of claim 1, wherein the producer processing
units and the consumer processing units of the data process-
ing system are operable to register with the synchronization
unit before their operation 1s synchronized using the syn-
chronization unit.

7. The system of claim 1, wherein the progress messages
sent by the producer processing units include at least one of:
an 1ndication of the identity of the producer processing unit
in question; an indication of the identity of the producer
processing unit data output record entry for the data output
that the progress message relates to; and an indication of the
progress that the producer processing unit has made when
producing the data output that the progress message relates
to.
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8. The system of claim 1, wherein the producer processing
units are operable to send plural progress messages to the
synchronization unit while producing a data output.
9. The system of claim 8, wherein the number of progress
messages to be provided for a data output 1s determined and
set by a dniver for the producer processing unit that 1s
producing the data output.
10. The system of claim 1, wherein the synchromzation
unit 1s operable to, when 1t receives a progress message from
a producer processing unit, broadcast to plural consumer
processing units, a message relating to the progress that the
producer processing unit has made when producing the data
output that indicates the data output that the message relates
to.
11. The system of claim 1, wherein:
the producer processing units are operable to associate
with a data output that they are producing, the identity
of the producer processing unit data output record for
the data output;
and
the consumer processing units are operable to read the
identity of a producer processing unit data output
record associated with a data output to i1dentify the
producer processing unit data output record that the
synchronization unit 1s maintaining for the data output.
12. A method of operating a data processing system that
COmMprises:
one or more producer processing units operable to pro-
duce data outputs;
one or more consumer processing units operable to use a
data output produced by a producer processing unit;
a memory for storing data outputs produced by the
producer processing unit or umts; and
a synchronization unit that 1s operable to communicate
with the one or more producer processing units and the
one or more consumer processing units;
the method comprising:
a producer processing unit of the one or more producer
processing units producing a data output and storing the
data output in the memory; and
one or more of the one or more consumer processing units
reading the data output from the memory and using the
read data output;
the method further comprising:
the synchronization unit maintaining a record of the
data output that 1s being generated by the producer
processing unit;

the producer processing unit that 1s producing the data
output sending to the synchronization unit a message
relating to the progress that the producer processing
unit has made when producing the data output;

the synchronization unit recerving from the producer
processing unit the message relating to the progress
that the producer processing unit has made when
producing the data output, and, 1n response to the
message relating to the progress that the producer
processing unit has made when producing the data
output from the producer processing unit, the syn-
chronization unit sending to one or more consumer
processing units of the data processing system, a
message relating to the progress that the producer
processing umt has made when producing the data
output;

and

one or more of the consumer processing units recerving
the data output progress message from the synchro-
nization unit and controlling their reading of the data
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output from the memory in accordance with the data
output progress message received from the synchro-
nization unit.

13. The method of claim 12, wherein the record of data
outputs that are being generated by producer processing
units of the data processing system that 1s maintained by the
synchronization unit comprises a set of plural record entries,
with each entry having a respective entry identifier, and
having associated with 1t an identifier for the producer
processing unit that the entry has been allocated to.

14. The method of claim 13, wherein each entry 1n the
record of data outputs also has associated with it a progress
indication that 1s indicative of the progress that the producer
processing unit that the data output record entry has been
allocated to has made when producing a data output or
outputs.

15. The method of claim 14, wherein the progress indi-
cation 1s 1n the form of a count of a number of progress
update messages that the producer processing unit that the
data output record entry has been allocated to has sent to the
synchronization unit.

16. The method of claim 12, wherein the synchronization
unit also maintains a record of consumer processing units of
the data processing system.

17. The method of claim 12, further comprising:

a producer processing unit first requesting from the syn-
chronization unit an allocation of an entry or entries 1n
the producer processing unit data output record that 1s
maintained by the synchronization unit; and

the synchronization unit, 1n response to such a request,
allocating an entry or entries 1n the producer processing
umt data output record maintained by the synchroni-
zation unit to the requesting producer processing unit.

18. The method of claim 12, wherein the progress mes-
sages sent by the producer processing units include at least
one of: an indication of the identity of the producer pro-
cessing unit 1n question; an mdication of the 1dentity of the
producer processing unit data output record entry for the
data output that the progress message relates to; and an
indication of the progress that the producer processing unit
has made when producing the data output that the progress
message relates to.

19. The method of claim 12, comprising the producer
processing unit sending a plurality of progress messages to
the synchronization unit at intervals when generating the
data output.

20. The method of claim 19, comprising a driver for the
producer processing unit that 1s producing the data output
determining and setting the number of progress messages to
be sent for the data output.

21. The method of claim 12, comprising:

the synchromization unit, when 1t receives a progress
message from the producer processing unit, broadcast-
ing to plural consumer processing units, a message
relating to the progress that the producer processing
umt has made when producing the data output, that
indicates the data output that the progress message
relates to.
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22. The method of claim 12, comprising;:

the producer processing unit associating with the data
output that 1t 1s producing, the 1dentity of the producer
processing unit data output record for the data output;

and

one or more of the consumer processing units reading the
identity of the producer processing unit data output
record associated with the data output to identity the
producer processing unit data output record that the
synchronization unit 1s maintaining for the data output.

23. A computer readable storage medium storing com-

puter software code which when executing on a processor
performs a method of operating a data processing system
that comprises:
one or more producer processing units operable to pro-
duce data outputs;
one or more consumer processing units operable to use a
data output produced by a producer processing unit;
a memory lfor storing data outputs produced by the
producer processing unit or units; and
a synchromization unit that 1s operable to communicate
with the one or more producer processing units and the
Oone Oor more consumer processing units;
the method comprising;:
a producer processing unit of the one or more producer
processing units producing a data output and storing the
data output in the memory; and
one or more of the one or more consumer processing units
reading the data output from the memory and using the
read data output;
the method further comprising:
the synchronization unit maintaining a record of the
data output that 1s being generated by the producer
processing unit;

the producer processing unit that 1s producing the data
output sending to the synchronization unit a message
relating to the progress that the producer processing,
unit has made when producing the data output;

the synchronization unit receirving from the producer
processing unit the message relating to the progress
that the producer processing unit has made when
producing the data output, and, 1n response to the
message relating to the progress that the producer
processing umt has made when producing the data
output from the producer processing unit, the syn-
chronization unit sending to one or more consumer
processing units of the data processing system, a
message relating to the progress that the producer
processing unit has made when producing the data
output;

and

one or more of the consumer processing units receiving,
the data output progress message from the synchro-
nization unit and controlling their reading of the data
output from the memory 1n accordance with the data
output progress message recerved from the synchro-
nization unit.
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