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1
REAR VIEW MIRROR SIMULATION

This patent application i1s a continuation-in-part of U.S.
patent application Ser. No. 14/968,132, which 1s a continu-
ation of U.S. patent application Ser. No. 13/090,127. Fur-
thermore this patent application claims the priority of U.S.
patent application Ser. No. 15/287,554, which i1s hereby
incorporated herein by reference. The invention i1s based on
priority patent applications EP 10160325.6 and U.S. Ser. No.
15/287,554 which are hereby incorporated by reference.

BACKGROUND ART
1. Field of the Invention

A first aspect of the invention relates to an exterior mirror
simulation with 1image data recording and a display of the
recorded and improved data for the driver of a vehicle.

A second aspect of the invention relates to an environment
simulation with 1image data recording and a display of the
recorded and improved data for the driver of a vehicle. In
particular, an enlarged optical display, displayed on a display
unit and arranged inside a vehicle, 1s provided. The display
view changes hereby to a diflerent display view, especially
an enlarged view, when detecting possible hazardous situ-
ations.

The display on a display device shows the data in a way
tavored by the driver or vehicle manufacturer.

2. Description of the Related Art

Several solutions for recording 1mage data and 1ts display
for the driver of a vehicle are known 1n the prior art. The
image recording 1s done by one or several cameras installed
in the vehicle. The different assistance systems process the
data from the captured image 1n very diflerent ways.

Other well-known solutions relate to image displaying
processes for rear-view cameras, suited to display images
and, with the help of sensors, distance information regarding
an obstacle behind the vehicle. In addition, systems 1nclud-
ing an 1mage magnification function when changing into
reverse gear and activated when the vehicle approaches an
obstacle are well known. In US patent application having
publication number 2008/0159594, a system 1s known
which records 1mages from the surroundings of the vehicle
with a fish-eye lens. Image data 1s recorded with great
distortion through this wide-angle lens. The image data
recorded by the camera pixels are rectified block by block.
The display of the image 1s done with the rectified image
data, since an 1image of the surroundings of the vehicle i1s
required.

A camera for assisting reversing 1s known in DE
102008031784. The distorted camera image 1s edited and
rectified, which leads to an undistorted image. This 1s then
turther processed, 1n order to optimize the perspective for
reversing.

In U.S. Pat. No. 6,970,184 B2, an image displaying
process 1s known, which determines the distance to an
obstacle behind the vehicle with the help of a distance
sensor. This process 1s activated when changing into reverse
gear and displayed on the display of a navigation system.

In DE 102010034140 A1, a process for displaying images
on a display device and a driving assistance system 1s shown
with the use of a sensor. The 1mage data from two external
cameras, providing each one image from the environment, 1s
used to indicate the present distance to an object and switch
from one 1mage to another.
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US 201002593771 Al discloses a parking assistance sys-
tem using an ultrasonic sensor. Here, a picture change 1s
suggested and a distance display, reveals the calculated
distance to an object.

From WO 2013101075 Al, an object detection system

raises an acoustic warning when an object approaches the
vehicle or the vehicle approaches an object, realized with the
help of a sensor.
DE 102012007984 discloses a maneuvering system to
automatically move a vehicle with a vehicle-side installed
control device which 1s designed to output control signals to
a driving and/or steering device of the motor vehicle and
thereby automatically carry out an automatic maneuvering,
operation of the vehicle.

An object monitoring system 1s known from WO
2011153646 Al, whereby 1images are generated using more
than one camera and transmitted to an evaluation unit in
order to avoid possible collisions.

From EP 2481637 Al a touch display 1s known, offering
the possibility to select an object on the display and to
calculate the distance of the respective object. The informa-
tion can be provided eirther via an audio signal and/or a
visual representation.

US 20070057816 discloses a parking assistance method
using a camera system, which ensures stopping during the
vehicle parking process with the aid of a picture taken from
the bird’s eye view.

From EP 1725035, an 1image acquisition system 1s sup-
plied with 1images from a plurality of cameras, attached to
the body of a vehicle. The driver of the vehicle can then
select images via a touch display as required. The driver thus
has the possibility to select pictures and get them displayed
according to the needs of the present situation.

From EP 1462342 a parking assist apparatus and method
are known, 1n which a vehicle driver sets a target parking
position for the vehicle to be parked in on a display,
displaying the image from a back camera. The area can be
colored and has to be moved by the driver to a suitable spot,
so that the parking assistant can assist 1n or conduct parking
the vehicle.

From WQ0O200007373, a method and an apparatus are
disclosed for displaying images are known which use a
synthesized image composed of a plurality of images shot by
a plurality of cameras to facilitate the understanding of the
overall situation.

A blind spot indicator i1s disclosed in U.S. Pat. No.
8,779,911 B2, which 1s adjacent to a second mirror surface
of a rear view device, a so called spotter area, used to
observe objects located 1n a blind spot of the vehicle.

An assistance system 1s known from EP 1065642 that
records an 1mage via a camera and displays the position of
the steering axles 1n the area of the vehicle 1 order to reach
a possible parking position.

WO 2016126322 relates to a configuration for an autono-
mously driven vehicle in which the sensors, providing 360
degrees of sensing, are accommodated within the conven-
tional, existing exterior surface or skin of the vehicle.

CN 103424112 discloses a laser-based visual navigation
method to support a movement carrier autonomous naviga-
tion system. To increase the reliability, a plurality of vision
sensors are combined and the geometric relationship
between the laser light source and the vision sensors i1s
cllectively utilized.

W02014016293 relates to an ultrasonic sensor arrange-
ment placed within a motor vehicle, which can be used for
supplying data to a parking assistant to show the distance of
the motor vehicle to obstacles to the driver.
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SUMMARY OF THE

INVENTION

In contrast, the object of a first aspect of the invention 1s
to create a display of a camera 1image, which corresponds to
the familiar 1mage in a rear view mirror. The distortions of
the image caused by the different mirror glasses are provided
tor the driver 1n the usual manner.

The present invention relates to 1mage rectification for a
vehicle, which includes a display device, 1n order to show
modified 1mages and an imaging device for receiving the
recorded images, which have been improved by image
rectification. Furthermore, the system comprises image rec-
tification 1 communication with the display device and the
imaging device, so that pixels, which are located 1n the
recorded 1mages, are improved by reorientation or reposi-
tioming of the pixels from a first position to a second position
by means of a transmission or transier process.

Furthermore, the invention relates to a rear-view 1mage
improvement system for a vehicle, which includes a display
device for showing modified images, which have been
improved by the image improvement system, and an 1mag-
ing device for recerving recorded images, which have been
improved by the image improvement system. The system
also comprises an 1image improvement module 1n connection
with the display device, and indeed 1n such a way that pixels,
which are located in the recorded images, are grouped and
spread out, 1n order to form at least one region of interest, 1n
which reference 1s made to the pixels from a base plane in
the recorded 1mage, 1n order to form the modified 1mages.

Additionally, the object of the second aspect of this
invention 1s to create and display a camera image, which
corresponds to the best true to the scale 1mage of a region of
interest. The distortion and/or the manipulation of the image
assists the driver to perceive the situation displayed in the
region ol interest.

The invention relates to a further improvement of the
displaying system to relay an accurate or enhanced image
from a region of interest, including for example a hazardous
situation, to the driver by combining state-of-the-art tech-
nology, sensors, image capturing and analysis systems. This
1s done 1n such a way, that the driver receives a best possible
true to the scale estimation of the region of interest and can
perceive the situation comprised within the region of inter-
est, Tor example with the help of numerical, graphical and/or
audio representation variants within the vehicle, particularly
displayed on the display unait.

The mvention relates further to a system for improving
the perception of the driver by using different graphical
representations and color scales.

Furthermore, the invention relates to a vehicle comprising,
display devices, processing devices and sensors such as
cameras.

The object of the mmvention 1s to also provide an object
detection and classification system with 1mage feature
descriptors derived from periodic descriptor functions.

An object detection and classification system analyzes
images captured by an image sensor for a hazard detection
and information system, such as on a vehicle. Extracting
circuitry 1s configured to extract at least one feature value
from one or more keypoints 1n an 1mage captured by an
image sensor of the environment surrounding a vehicle. A
new 1mage feature descriptor 1s derived from a periodic
descriptor function, which depends on the distance between
at least one of the keypoints and a chosen query point 1n
complex space and depends on a feature value of at least one
of the keypoints 1n the image.
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Query point evaluation circuitry 1s configured to sample
the periodic descriptor function for a chosen query point in
the 1image from the environment surrounding the vehicle to
produce a sample value. The sample value for a query point
may be evaluated to determine whether the query point 1s the
center of an object or evaluated to determine what type of
object the query point 1s a part of.

If the evaluated query point satisfies a potential hazard
condition, such as 11 the object 1s classified as a vulnerable
road user or object posing a collision threat, a signal bus 1s
configured to transmit a signal to alert the operator of the
vehicle to the object. Additionally, or alternatively, the signal
bus may transmit a signal to a control apparatus of the
vehicle to alter the vehicle’s speed and/or direction to avoid
collision with the object.

The object detection and classification system disclosed
herein may be used 1n the area of transportation for 1denti-
tying and classifying objects encountered in the environ-
ment surrounding a vehicle, such as on the road, rail, water,
air, etc., and alerting the operator of the vehicle or autono-
mously taking control of the vehicle 1f the system deter-
mines the encountered object poses a hazard, such as a risk
of collision or danger to the vehicle or to other vehicles or
persons 1n the area.

Another aspect of this invention 1s a rearview device and

illumination means comprising different functions.

BRIEF DESCRIPTION OF THE DRAWINGS

Advantages of the invention will be readily appreciated as
the same becomes better understood by reference to the
following detailed description when considered in connec-
tion with the accompanying drawings, wherein:

FIG. 1 shows an exemplary exterior mirror;

FIG. 2 shows an examples of a mirror type;

FI1G. 3 shows a camera installation;

FIG. 4 shows an exemplary vehicle;

FIG. 5 shows a display 1n the vehicle;

FIG. 6 shows the process of 1mage capture;

FIG. 7 shows an alternative process;

FIG. 8 shows distorted and rectified pixel areas;

FIG. 9 shows an alternative process from acquiring to
displaying the relevant information;

FIGS. 10q and 106 show an example of hazardous detec-
tion during operation;

FIGS. 11a-11% show exemplarily different forms of color
scales;

FIG. 12 1llustrates a rear view of a vehicle with an object
detection and classification system;

FIG. 13 1llustrates a schematic of an 1mage capture with
a query point and a plurality of keypoints;

FIG. 14 1llustrates a block diagram of a system that may
be useful in 1mplementing the implementations disclosed
herein;

FIG. 15 1llustrates example operations for detecting and
classifying an object and transmitting a signal to an alert
system and/or to a vehicle control system; and

FIG. 16 discloses a block diagram of an example proces-
sor system suitable for implementing one or more aspects of
an object detection and classification system with Fourier
fans.

DETAILED DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an exterior mirror 1, which comprises a
mirror head 2, which 1s connected to a vehicle by a mirror
base or bracket 3. The mirror head 2 forms an opening for
a mirror glass 4.
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The size of the mirror glass 4 1s determined by the
mounting on the vehicle, as well as by the different legal
regulations about the available field of view. In this process,
different glass types for different regions have developed. In
the USA, a flat plane glass 1s used on the driver side. d

A muirror glass 4 with a curvature radius 1s shown 1n FIG.
2. The glass 1n FIG. 2 can be used 1n mirror assemblies on
the passenger side of the vehicle and on the driver side of the
vehicle m countries other than the USA. Convex mirror
glasses as well as glass with an aspherical part are used 1n
addition to convex glass.

The driver of a vehicle 1s used to the display of each type
of exterior mirror, and therefore can deduce for himself the
warning information which he needs to steer the vehicle
through the traflic.

Exterior mirrors contribute to the overall wind resistance
of the vehicle. The aerodynamics of a vehicle are influenced
by the exterior mirror. Therefore, 1t 1s sensible to replace it
with the camera system that provides the same field of view 20
while reducing the adverse eflect on aerodynamics, and so
to minimize the total CO2 emissions of the vehicle, by
reducing the turbulent flows around the vehicle, and creating,

a predominantly laminar flow.

FIG. 3 shows a possible installation of a rear view 25
assembly, generally indicated at 10 1n a vehicle. The optical
sensor 6, of which only the optic lens can be seen in the
figure, 1s enclosed 1n a housing 7. The housing 7 1s tightly
mounted to a vehicle 8, best seen 1n FIG. 4. The housing 7
has a form which 1s streamlined on the vehicle 8. The optical 30
sensor 1tself 1s mstalled in the housing 7, and has a watertight
seal against weather effects, as well as against the influence
of washing processes with detergents, solvents and high
pressure cleaners.

The housing 7 includes an opening, through which the 35
camera cabling is led. In this process, the connection of the
camera to the electric system of the vehicle 8 1s done by any
bus system or a separate cable connection. FIG. 4 shows as
an example the attachment position of a sensor in the
housing 7 on the vehicle 8. The camera position 1s therefore 40
to be chosen 1n a way that fulfils the legally required field of
view. The position can therefore be on the front mudguard,
on the mirror triangle or on the edge of the vehicle roof 8a.
Through the application of a wide-angle lens, it 1s possible
that the field of view of the sensor will be larger than through 45
a conventional mirror.

A display device 20, which can be seen by the driver 9, 1s
mounted 1nto a vehicle 8. The picture from the camera 1s
transmitted to the display device 20. In one embodiment, the
display device 20 1s mounted to an A-pillar 21 of the motor 50
vehicle 8.

FIG. 5 shows an exemplary embodiment of the present
invention 10 with a display device 20, which 1s provided 1n
the vehicle cab or vehicle interior for observation or viewing,
by the driver 9. The rear view assembly 10 delivers real-time 55
wide-angle video 1mages to the dniver 9 that are captured and
converted to electrical signals via the optical sensor 6. The
optical sensor 6 1s, for example, a sensor technology with a
Charge-Coupled Device (‘CCD’) or a Complementary
Metal Oxide Semiconductor (*CMOS’), for recording con- 60
tinuous real-time 1mages. In FI1G. 5, the display device 20 1s
attached to the A-pillar 21, so that the familiar look 1n the
rear view mirror 1s led to a position which 1s similar to the
tamiliar position of the exterior mirror used up to now.

In the event of mounting on the A-pillar 21 being dithicult 65
due to the airbag safety system, a position on the dashboard
22 near to the mirror triangle or the A pillar 1s also an option.
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The display device 20 shows the real-time 1images of camera
6, as they are recorded 1n this example by a camera 6 in the
exterior mirror.

The invention 1s not dependent on whether the exterior
mirror 1s completely replaced, or 1if, as 1s shown 1n FIG. §,
it 1s still available as additional information. The optical
sensor 6 can look through a semitransparent mirror glass, for
example a semitransparent plane mirror glass.

The field of view recorded by an optical sensor 6 1s
processed and improved in an 1mage rectification module,
which 1s associated with the rear view assembly 10, accord-
ing to the control process shown in FIG. 6. The image
rectification module uses a part of the vehicle 8 as a
reference (e.g. a part of the vehicle contour) when it modifies
the continuous 1images, which are transmitted to the display
device 20 as video data. The display device 20 can be a
monitor, a liquid crystal display device or a TFT display, or
LCD, a navigation screen or other known video display
devices, which in the present mnvention permit the driver 9
to see the area near to the vehicle 8. The application of
OLED, holographic or laser projection displays, which are
adapted to the contour of the dashboard or the A pillar 21 are
usetul.

The image rectification occurs onboard the vehicle 8, and
comprises processing capacities, which are carried out by a
computation unit, such as, for example, a digital signal
processor or DSP, a field programmable gate array
(‘FPGA’), microprocessors or circuits specific to use, or
application specific integrated circuits (*ASIC’), or a com-
bination thereof, which show programmability, for example,
by a computer-readable medium such as, for example,
soltware or hardware, which 1s recorded 1n a microproces-
sor, including Read Only Memory (‘ROM”), or as binary
image data, which can be programmed by a user. The 1image
rectification can be formed integrally with the imaging
means 20 or the display device 14, or can be positioned away
in communication (wired or wireless) with both the imaging
means as well as the display device.

The mitiation or starting up of the image rectification
occurs when the driver starts the vehicle. At least one display
device 20 displays continuous 1images ifrom the side of the
vehicle, and transmits the continuous images to the image
rectification device. The image rectification device modifies
the continuous 1mages and transmits the improved 1images
by video data to the display device 20, 1n order to help the
driver.

The individual steps of image rectification as well as
image distortion are shown in FIG. 6. In this process, the
invention distorts the image of the wide-angle camera and
applies post-distortion to this image, mn order to give this
image the same view as that of the desired mirror glass.

The first step 1s the recording of the image. In a second
step, the type of distortion, to which the image 1s subjected,
1s determined.

In a further step, the algorithm 1s selected, which 1s
adapted to the present distortion. An example 1s explained 1n
DE 102008031784.

An optical distortion correction 1s an improving function,
which 1s applied to the continuous images. The optical
distortion correction facilitates the removal of a perspective
cllect and a wvisual distortion, which 1s caused by a wide
angle lens used in the camera 6. The optical distortion
correction uses a mathematical model of the distortion, 1n
order to determine the correct position of the pixels, which
are recorded in the continuous images. The mathematical
position also corrects the pixel position of the continuous
images, as a result of the differences between the width and
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height of a pixel unit due to the aspect or side ratio, which
1s created by the wide angle lens.

For certain lenses, which are used by the camera 6, the
distortion coeflicient values k1 and k2 can be predetermined,
in order to help in eliminating the barrel distortion, which is
created by the use of a wide-angle lens. The distortion
coellicient values are used for the real-time correction of the
continuous 1mages.

The distortion coethicient values k1 and k2 can be further

adjusted or coordinated by using an 1mage, which 1is
recorded 1n the continuous 1images, which shows the known
straight line, for example, the lane markings on a road.
According to this aspect of the present mmvention, the dis-
tortion center 1s registered by analysis of the recorded
continuous 1mages in the search for the straightest horizontal
and vertical lines, whereby the center 1s situated where the
two lines intersect. The recorded image can then be cor-
rected with vaned or fine-tuned distortion co-eflicient values
k1 and k2 1n a trial and error process. If, for example, the 20
lines on one side of the image are “barrel distorted™ (“bar-
reled”) and lines on the other side of the image are “pin
cushion distorted” (““pin-cushioned”), then the center offset
must move 1n the direction of the pin-cushioned side. I a
value 1s found, which sufliciently corrects the distortion, 25
then the values for the distortion center 42 and the distortion
coellicient values k1 and k2 can be used 1n the mathematical
model of optical distortion correction.

As a result of the rectification stage at 63, a low-error
image 1s given at 64, which can be shown on the display 30
device 20. The mmage obtained aifter rectification corre-
sponds to the 1mage of a plane mirror, whereby the simulated
mirror surface would be larger than the usual mirror surface.

If such a plane mirror 1s simulated, the further steps are
climinated and the data 1s displayed directly on the display 35
according to FIG. 7. The image of a plane mirror 1s defined

by a selection of pixels of the optical sensor. In this way, as
shown 1n FIG. 8, only the pixels in the middle of the optical
sensor are chosen. In order to simulate the plane mirror 1n a
larger approximation on the hardware mirror, data must be 40
cut, and the section 1s limited to a section 1n the middle of
the 1mage.

The operator which 1s applied to the pixels 1n order to
achieve the desired 1image 1s determined 1n the next step 64.
For example, the algorithm 1s selected 1n order to again 45
distort the low-error image as would be shown 1n mirror
glass with an aspheric curve, for example. Therefore, the
pixel values must be moved in a certain area 1n order to
obtain the impression of curved mirror glass.

In the next step 63, the post-distortion of the present 50
image 1s carried out. For example, a plane mirror with a
convex additional mirror 1s chosen. For this purpose, a
defined number of pixels 1s chosen for the display of the
plane mirror surface. In FIG. 8, 1t 1s area G which shows
plane surfaces 1n the middle of the optical sensor. For the 55
display of information from the convex mirror, all pixels of
the sensor must be used, both area GG as well as H, 1n order
to provide data to the wide-angle representation of the
image, which 1s situated in a defined area of the display. This
1s due to the fact that the additional convex mirror will 60
produce an 1image of which a portion overlaps the 1mage that
1s created by the plane muirror.

The information from all pixels 1s subject to a transior-
mation, and the image of all pixels 1s distorted and shown on
a small area of the display. In this process, information 1s 65
collated by suitable operators 1n order to optimally display
the 1mage on a lower number of display pixels.
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All operations described up to now present a defined
image while the vehicle 1s 1n motion. The 1image 1s adjusted
depending on the application of the vehicle.

A Turther adjustment possibility of the simulated exterior
mirror 1s the function of adapting the field of view to the
driver’s position. As 1n a conventional mirror, which 1is
adapted by an electric drive to the perspective of the driver,
the ‘mirror adjustment’ of the plane mirror simulation 1s
done by moving section A on the optical sensor, so that other
pixels of the optical sensors are visualized. The number of
pixels, and therefore the size of the section, 1s not changed.
This adjustment 1s 1indicated by the arrows 1n FIG. 8.

For a convex mirror, the adjustment to the perspective of
the driver 1s not connected with simply moving a pixel
section, but rather with a recalculation of the 1mage.

The whole control of the exterior mirror simulation 1s
done by control elements, which are used in the conven-
tional way on the vehicle door or on the dashboard.

Furthermore, the i1nvention also relates to a {further
improvement of the displaying system to relay an accurate
image Irom a region ol interest, that may include {for
example a hazardous situation, to the driver by combining
state-oi-the-art technology, sensors, image capturing and
analysis systems. This 1s done 1n such a way that the driver
receives a best possible true-to-scale estimation of the region
of interest, and the drive can perceive the situation within the
region of interest, for example with the help of numerical,
graphical, audio representation variants or any combination
thereof within the vehicle, many of which m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>