US010700921B2

12 United States Patent (10) Patent No.: US 10,700,921 B2

Soderlund 45) Date of Patent: Jun. 30, 2020
(54) AUTOMATIC SYMPTOM DATA (58) Field of Classification Search
COLLECTION IN CLOUD DEPLOYMENT CPC . GO6F 11/0712; GO6F 11/079; GO6F 11/0793

See application file for complete search history.
(71) Applicant: NOKIA SOLUTIONS AND

NETWORKS OY, Espoo (FI)

(56) References Cited

(72) Inventor: Jani Olavi Soderlund, Vantaa (FI) |
U.S. PATENT DOCUMENTS

(73) ASSlgnee' jOkla SF(}lutlonS and Networks Oyj 950213310 Bl = 4/2015 Mccabe ********** HO4L 41/0659
Espoo (F1) 714/43

| | o | 2012/0208562 Al 82012 Wilkin et al.
(*) Notice:  Subject to any disclaimer, the term of this 2015/0026327 Al*  1/2015 Tang ... HO4T. 41/044
patent 1s extended or adjusted under 35 709/223

U.S.C. 154(b) by 211 days. 2015/0089331 Al 3/2015 Skerry et al.
2016/0224409 Al* 8/2016 Liu ....ccooeerinnnnnnn, HO4L 67/10

(21) Appl. No.: 15/751,747

OTHER PUBLICATIONS

(22) PCT Filed: Aug. 10, 2015
Clarke, Don, et al.: “Network Functions Virtualisation”, Oct. 22-24,

(86) PCT No.: PCT/EP2015/068358 2012 at the “SDN and Open Flow World Congress”, Darmstadt-
G .
§ 371 (©)(1). ermany N
(2) Date: Feb. 9, 2018 (Continued)

(87) PCT Pub. No.: WO2017/025126 Primary Examiner — Katherine Lin

PCT Pub. Date: Feb. 16, 2017 (74) Attorney, Agent, or Firm — Laurence A. Greenberg;
Werner H. Stemer; Ralph E. Locher

(65) Prior Publication Data
US 2018/0234288 Al Aug. 16, 2018 (57) ABSTRACT

(51) Int. CI. H Apparatuses, methods, and computer-readable media regard
Gool 11/00 (2006-O:~) automatic symptom data collection in cloud deployment.
HO4L 12/24 (2006-0;) The method includes detecting a failure, determining when
Goor 11/07 (2006.01) to trigger symptom data collection for collecting information

(52) US. ClL about the failure, and transmitting an indication of the
CPC ........ HO4L 41/0645 (2013.01); GO6F 11/079 triggering ol the symptom data collection to a management

(2013.01); GO6F 11/0712 (2013.01); GO6F function of the virtual network function.
1170793 (2013.01); HO4L 41/064 (2013.01);

HO4L 4170659 (2013.01); HO4L 41/022

(2013.01) 26 Claims, 6 Drawing Sheets
:;31\&
P 0L 2000 DOV SO0 T 0 DOOC D00, GG FOOX G 00 DN BODL K DO DO 2000 DO R 00 2005 &
; v 24 28
| VNF g ~\ ™
i HAservice [Hagnostus § VREM Vi
Wk b 00 DT DO 0P J0R £0CC 00, KD OOT K00 100 TOM TOR 200G a0 20t DOPE 00K X0l MRS '
R
- Fallure detection |
CEE U

-1 Fatlure mitigation |

| Propagate
Y Tailure g
L inturmation

e
533

Runisymptom |
data collection |

et | , F Coilect information L
o Colisct information | ..

2l PN ~  {soecific host)
1 {specific fatfure] St LEE2E

[ Dats ooliection § |
o r : .

. =TT Han B B MOcE A0 SO ofeBD G0N oS SO o -.: ﬁl}ﬁ} "E- {_}:‘_’iia {uﬂiiﬁ‘{‘iéfh}ﬂ

:_:. 33 : | 75“‘:3-'».:-i - \ imm . —

mmmmmmmmmm

Storzdata o operstor
diagnostics gata storage |

b REE R e R Lt e R L SOt TR SR

i
e

5310

;ﬂw#ﬂhw-




US 10,700,921 B2
Page 2

(56) References Cited

OTHER PUBLICATIONS

ETSI GS NFV-REL004 V0.0.7 (Jul. 2015); Network Functions
Virtualization (NFV); Assurance; Report on Active Monitoring and

Failure Detection.

ETSI GS NFV-REL 001 VI1.1.1 (Jan. 2015); Network Functions
Virtualisation (NFV); Resiliency Requirements.

ETSIGS NFV 002 V1.2.1 (Dec. 2014); Network Functions Virtualisa-
tion (NFV); Architectural Framework.

ETSIGS NFV 003 v1.2.1 (Dec. 2014); Network Functions Virtualisa-
tion (NFV); Terminology for Main Concepts in NFV.

ETSI GS NFV-MAN 001 V1.1.1 (Dec. 2014); Network Functions
Virtualisation (NFV);, Management and Orchestration.

Hawilo Hassan et al: “NFV: State of the Art, Challenges, and
Implementation 1n Next Generation Mobile Networks (vEPC)”,
IEEE Network, IEEE Service Center, New York, NY, US, vol. 28,
No. 6, Nov. 1, 2014 (Nov. 1, 2014), pp. 18-26, XP011565076, ISSN:
0890-8044, DOI: 10.1109/MNET.2014.6963800 [retrieved on Nov.
20, 2014].

* cited by examiner



U.S. Patent Jun. 30, 2020 Sheet 1 of 6 US 10,700,921 B2

A R

@N S ,"I....h.ﬁ't"““ﬂmﬂ..ﬂ.v'ﬁ!uﬂﬂ‘ﬁt'ﬂ:‘iﬁﬂﬁﬂ:ﬁ‘i"\ﬂ'“ﬁ“ﬁh.‘h.:"'h:"h.‘i‘lﬂ-"l.:i'..:tﬁ'#““““;ﬁh't’t‘“ﬂﬂhh:'t*hiu‘r‘-'_

=

t; -E '1 ﬂ

el et g ] é
L

F J
e

17,

AN

i et
N 2 n,

¥

N NN ﬁ“ﬂﬁw
x,??‘ SEVIE

AN Nﬁztwm \{j

- T A .

- -
l+l++l+-|.++l

P-GW

ko al ok b G ak aE Kl

&7
¢

-
-‘-{‘H gt gy At e Ryl gl Ryl -ﬂ-'-"'-"-"‘

P i s & o Iy Fa Fs W o A e P
lt E
.‘7&

RADD e
Tarminat

T T e T T T T e T T T T T T T T e T

............
--------- R )
T e T e T e T T e

PR T O O hrE A MWW

HSS

e T T T T o T T T, l?‘l.‘l‘l."ﬁ.ll‘.‘:ﬁh.l‘.ﬁi‘.

1..’* &
h
““

3,3 14

-
] #
I.'r'l. A A vl R R Rl b omth ui .-:.l. h 2 B bh Ak l.:"L b - T ST R T '-_." h W Ak b S R .:".Iu "H.:| e i bl A AR oER R R AT AR Ak el R ORY Rk RTh AW 2% r|..:.‘. ' T

P I )
e
L
W

o
ey
ol of
i gl g
ks
- R

A + +

A+ P

+*

T, e T, e T T e T e T T 2 T e T T e T e T T

i



U.S. Patent

L
o
o
-

"l " i T, e ™ Tl ™ ™ ™ i e i il ™ i "l ™

r .rf..a.-*:r.r»%. e A

L R AT Wl el Sy L i T i R I iy
r
?“'J’
¢

(SR Yo
:-m.
m
2,
Jrwts,

Mo A ]

711
i
i
1)

X E F F L R X 8 § % 8 3. J J . FEN W W W B ¥ F 3 8 8 % 3. 8 3 B _N_ B J FE.%.3 ﬁ..ﬂ.‘.ﬁ.ﬁ.ﬁ.iﬁ;ﬁ.ﬁﬁ* il R PR e e e e e v e sl B of PR R

Lk §

: .i E E
tﬂ.ﬂhﬂ! i nh rfr i vh e PR T T T h

ol L%

At Th M

Jun. 30, 2020

OIRSIRRS

###mmmﬁ
™,

3-
NIRRT

_______ Lescuption

TR, Iy Yoy,

Py i, P P P iy 0, A, P P

VIE A

E N TETE NI T B By A F R ﬁﬁ..ﬁ.hhh.ﬁ_&.ﬁ.‘.ﬁ.-----

YVNEF and indrastrusiice

S T T e D T e T T e T e i-'l-l'h.i e e e b h&l I i AT e e i e e T T Bk T I e e e e i..l..".i.'l-.'hhh._'ﬁ. R e b T O B B l-'-lnl."ln.l I e i-i--ﬁ;'lr'ir'ﬂ-'l- [ Lt e

i e e e ve ve e Beofe e e e o R e A ke e e e el i B fa TR
1
i
N
. e
y % "3
4 - Pipi \‘} <
» . I R
i
Ay o b e T A, A e M T e s e iy s, - il Sl Wl

WS&F\

w

T T ot L

Sheet 2 of 6

£i5~-MMa

Ml

S da

lllllllllllllllllllllllll

rErrreE ey

2 g i

R o A K el g

Eia s R o0 EFE

P

LT L L L L. L LY L

Vvt
Loommage §

gy ey Ryl ey g el el Sy oy i ol g il e ey i T g g el Syl i g el e, Ry ey g i e el B il e g el

r.-u-rﬂ

CXXSBLUNDELHN YO LN A YD ﬂ"l'.";l'l‘ﬂﬂ'ﬁﬁﬂ"ﬂ CRXFPSGELNFOCEN SO

LA B B EEE L.EE K.

ViRl
NiGrage

2 %

L R - o

{apaiing
Has d%ram

MWW

F o

u
nag WY L R
RS RN A Tl 5
- -‘. ] L 3 3
T P ey T, T T T, T T T T T T - T e T T T T T T, T T T T T T - - T
e e e T T e e T T T ol e el o e T e T T T T e T e T T Tl e ol e e i DT T e e T T T e e T T e i T i i e e B e T T T T T T e i T i e e BT T e T T T e T e T T T e O T e e e B B T T T T e e T T e T e e T T T T e T

Fhrth L

mmmmn““m‘mﬂﬂghlhhﬂt?
{ {
i

Voirtan
Nohsory

il
i
:;
B
7
<L,
|
iyt
Ty
-
b
'y "
L]
T R T e e g e g e e g, B g e e g e e it e e e g e g g e T gt b o P g g e e g e e g -l".".“.l-'-r"-.i-'r's"

°x m (3

Frargdyware

T ey T T T, T 0 e T T T T T T T I O T L L L L - AT

Pl Ll S i

.:.l, L T T T T L T T, T T T T T T T T T T T T T T T T T T T T T T L L L L T T e T, T T T T T T T T T T T T L T T T, T T T e T T B T e L T LT T T T, T T T T T T T L L L L T L T T T, T, T T T T T T T T L L L T L L T, L

&-"h‘u‘h"ﬁ"ﬁ"ﬁ"@

Lyaoutiog refors

1
"l

Y

Ll o

SR B

.smrnr {:}E}H{a‘:f ‘:“_L‘E § &

e o e A e e

Ty T T T T T, T, e e, T T T, Ty T T, T T T T T T T " e, T,

FEBRRRRBRREEREEE,

US 10,700,921 B2

%

4T

EE A

WH‘EHMWMHWMH‘—#MW#HS

KW
{ rchosirator

Fo T e e

e R T T :+ N

U B ke O o e e L o S I A R Y o S i o L

it i N
j I Ik, 3y AN "3&- L ]
g Nan EEINC R
X 1 L | -+ - o
i, o N - +"- " I J-i_-\-:'ht o " - -,
o i and Darchismraion
‘q%}-‘ T % ]
- + 11
i
Stovagerisy 11
B 'lI Eﬁ: l"l. : 1 ]
L8 1 ‘-:
I
iy A
Ny i-.'iz"

n
.
l..d'.‘.
2
q:-"":
=

Weifn 4

Lo

R AR ERRR RN

YViatuahsed
Infrasirpo s

o

\'ﬁ ﬂﬁ{i i:u

L

B e e Jet e e e i b o O g

;;;;;;;;;;;;;;;

&8

ﬁrﬁﬁﬂ7l‘#ﬂ‘#

S e T " ' i el T i Y el Y ' et Mk i el b

T TR T R R L T, T T e T L, T R T T R, T L L, LR T, 'ﬁ-'ﬁ-‘\-';

f 3 by 1|I ':E:F - - Y 4, . o oy
Algm NFY relovanes Doudis
LY



U.S. Patent Jun. 30, 2020 Sheet 3 of 6 US 10,700,921 B2

Fig. 3

-."‘}_1
- \..

i
g VN
i HA service Dagnostics

%mmmm PO0 2000 D000 X0 200 DOOC V6. X000 DGEC OO 000 A0S KOG GORC: SONE Wt Sl

243 28

N AN

YiNER ViR

B 000 4800 woes b

Fatiure detection

S

~1 Fafture mitigation

+ -
.Fll-l & Lo L N ] L. B T B N L - o O L L W L, L WL OO L L L

“tart ciata collesty
Liart ciaia ooligotsn
g \
 Trigger
T, e R L L e LY, e

E symptom data
L cotlection

o
-

S35

RUT SynRiasm
data colection

e g i g g e L e i g A g

l-I-+++-|-+I--I-i++++++F-I-+++++I-+l|'++++l+F--I-++‘I-I'+I-+||'++++F+||'++++++F++++I't\ﬂ
L |

53;‘“"‘ L {specific failure)
: F; :

Lata colischion

L g

PLER EE AT F PP C LS G Y SR Y P S Eﬁg‘—h { {}ﬁfa f.ﬁigff{:i}{}ﬂ ]
: \ ““““"“““’j“%“““““““::‘.?3*"’““‘
Stare data o aperator

giagnosiics data storage

T T T T e T T T T e T T e T e T i T T T T T Tl i o i e T T e T T T T T T T T T T T Tl e T T T T T e T T e T T T T T T T T T T T T e T T

.-:3.-‘.# P g g g

310

PRy



U.S. Patent Jun. 30, 2020 Sheet 4 of 6 US 10,700,921 B2

g, 4

detanting a faflure

getermining to trigger symptom dats coilantion for
coecting information about the fallure 4

transmitthing an ingication nggering the symplom
adata collection to 3 managament function of the
vivtual network funchion

e T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T

i

3
K g:'ﬁf
o



U.S. Patent Jun. 30, 2020 Sheet 5 of 6 US 10,700,921 B2

Mg, 5

receiving an indicalion triggenng symplon data
collection from a network function .
Ny

cotleoiing intormation about a fsilure indigated i X
. . . : ; &3
the teceived ndication Wi

i e e s e e s e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e



S. Patent Jun. 30, 2020 Sheet 6 of 6 S 10.700.921 B2

++ L I B N L L O I D L D L L R D L L R L L R L L D L L L L O L D L O D B L L L R L B R L L B L I

ARpEratus

* + + F F FFFFFFFFFFFFFEFEFAFEFFEFEFFEFEFFEFEFFEFEFFEFEFFEFEFFEFEFFEFEFEFEFEAFFEFEFFEFEAFFEFEFFEFEFFEFEFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFFEFEAFEFEFEAFFEFEAFFEFEFF A F

oy l:.C,.:n.'.ln.

+ + + + ¥ + F F FFFFFAFFF T
+

+*

+ + +

+‘i+++++++++++++i+t+

* + ¥+ +

T N ; T T l.l.'
{ B 4
# # 4 4+ F o FFFFFEFFFFFF
d L]

+‘+:i++++++++++:++

Oihies nehwork
Someanis,

+ + F F + F + FF o F o+

F+ + + + F o F

-

"‘. . e . N s i = iy e % :
PROCESSOR/CONTROLLER: r
M g > ¥y LN N .

iff"ff"ff!"i‘l‘ffffffffffffffffffffifffffff“f

-
+ 4 + ¥ + + + F + Ft+ Attt

F * F F o+ FFFFFFFFEFFEF T

+ + + + ¥ F + F FFFFFFFFFF

* F FFF

L TN P e o e e e e e
r ". *_ - R R R R R N R NN
*
+
» o -. +
*
N o s M - *
*
+
*
* . -
* + '
. u . + A
% . 4 . )k
na + -
* ) r &
+ r * +
A
F A ' * " g
+
*
*
+
+ .
YT Y T T T T e e e T

L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L]
L]
L
L
L]
L
L
L]
L
L
L]
L
[
*
[
+
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L
L
L]
L]

+++++++++++++++++++++++++++++++++++'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-'I-++++++++++++++++++++!

+ + + + + + + ++ At



US 10,700,921 B2

1

AUTOMATIC SYMPTOM DATA
COLLECTION IN CLOUD DEPLOYMENT

FIELD OF THE INVENTION

The present invention relates to apparatuses, methods,
systems, computer programs, computer program products
and computer-readable media regarding automatic symptom

data collection 1n cloud deployment. "

Abbreviations/Glossary

In the description of the present invention, the following
expressions will be used as defined 1n document [1].

15
API Application Programming Interface
BSS Business Support System
EMS Element Management System
EPC Evolved Packet Core 0
ETSI Furopean Telecommunications Standards Institute
FCAPS Fault Management, Configuration Management, Accounting
Management, Performance Management, Security Management
GW Gateway
HA High Availability
LTE Long Term Evolution »

MME = Mobility Management Entity
NEFV Network Function Virtualization
NMS Network Management System
0SS Operating Support System
REST  Representational State Transfer
SAE System Architecture Evolution
SDN Software Defined Network 30
SW Software

VIM Virtualized Infrastructure Manager

VM Virtual Machine

VNF Virtual Network Function

VNFM  Virtual Network Function Manager

VNFO  Virtual Network Function Orchestrator 35

Network Function (NF): functional block within a net-
work infrastructure that has well-defined external interfaces
and well-defined functional behavior. In practical terms, a
Network Function 1s today often a network node or physical
appliance.

Network Functions Virtualization (NFV): principle of
separating network functions from the hardware they run on
by using virtual hardware abstraction 45

Network Functions Virtualization Infrastructure (NFVI):
totality of all hardware and software components that build
up the environment in which VNFs are deployed. The
NFV-Infrastructure can span across several locations, e.g.
places where data centers are operated. The network pro- 50

viding connectivity between these locations 1s regarded to be
part of the NFVInfrastructure. NFV-Infrastructure and VNF
are the top-level conceptual entities in the scope of Network
Function Virtualization. All other components are sub-enti-
ties of these two main entities. 55

Network Functions Virtualization Management and
Orchestration (NFV-MANO): functions collectively pro-
vided by NFVO, VNFM, and VIM

Network Functions Virtualization Orchestrator (NFVO):
functional block that manages the Network Service (NS) 60
lifecycle and coordinates the management of NS lifecycle,
VNF lifecycle (supported by the VNFM) and NFVI
resources (supported by the VIM) to ensure an optimized
allocation of the necessary resources and connectivity.

Virtual Machine (VM): virtualized computation environ- 65
ment that behaves very much like a physical computer/
Server.

40

2

Virtual Network: virtual network routes information
among the network interfaces of VM 1nstances and physical

network interfaces, providing the necessary connectivity.
The virtual network 1s bounded by 1ts set of permissible
network interfaces.

Virtualized Infrastructure Manager (VIM): functional
block that 1s responsible for controlling and managing the
NEFVI compute, storage and network resources, usually
within one operator’s Infrastructure Domain (e.g. NFVI-
PoP).

Virtualized Network Function (VNF): implementation of
an NF that can be deployed on a Network Function Virtu-
alization Infrastructure (NFVI).

Virtualized Network Function Manager (VINFM): func-
tional block that 1s responsible for the lifecycle management
of VNF.

Failure: In the context of the present application, a failure
1s to be understood to cover many potential error scenarios,
not just a failure 1n a network. Thus, a failure 1s not limited
to connectivity/networking services. The failure can also
mean a failure of the application software, virtual machine,
hypervisor, host operating system, host hardware, etc. The
failure 1tself can be crash, getting stuck, or just performance
deterioration, 1.e. something that needs further analysis
cither online or as post-mortem activity.

BACKGROUND OF THE INVENTION

The Evolved Packet Core (EPC) mobile network, as
defined by 3GPP, consists of multiple functional elements
like S-GW (Serving Gateway) 11, P-GW (PDN-GW, Packet
Data Network Gateway) 12, MME (Mobility Management
Entity) 13 and HSS (Home Subscriber Server) 14, as shown
in FIG. 1. The EPC 1s connected via the S-GW 11 to eNBs
(eNodeBs) 15 which 1n turn are connected to mobile termi-
nals 16. Further, the EPC 1s connected via the P-GW 12 to
external networks 17, like e.g. the internet (IP network),
service networks or the like.

Currently, each element collects own troubleshooting and
diagnostics data as part of normal runtime operation. When
a Tault happens, the operator 1s mstructed to collect so-called
standard symptom data and send that data to the manufac-
turer/vendor of the elements for more detailed analysis.
There are also tools developed m-house by the manuifac-
turer/vendor for abstracting the real interfaces and com-
mands used for the data collection per network element,
exposing a more unmfied interface towards the operator. The
actual data contained 1n the collected package 1s often very
detalled and specific per network element software and
hardware. This 1s made possible since the application has
access to all the necessary information about the runtime
environment, to the level of hardware registers and embed-
ded software (for information like versions, packet counters,
etc).

For the post-mortem troubleshooting to be eflective, the
data must be collected as close to the actual fault event as
possible, 1n order to make sure that no data has been
overwritten or lost since the fault.

In the legacy network deployments, the network elements
have been quite standalone boxes, having management
(north bound) interfaces via (de-facto) standard interfaces
towards NMS (Network Management System).

In the cloud deployments and the emerging ETSI NFV
(European Telecommunications Standards Institute Network
Function Virtualization) framework which 1s commonly
used as the reference, the application access to the informa-
tion about runtime infrastructure will be limited and there
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are more possibilities offered by the management domain for
harmonized fault management.

FIG. 2 1s a block diagram illustrating the ETSI NFV
architectural framework as defined 1n document [2].

Network Functions Virtualization envisages the imple-
mentation of NFs as software-only entities that run over the
NFV Infrastructure (NFVI). FIG. 2 illustrates the high-level
NFV framework. As such, three main working domains are
identified 1n NFV:

Virtualized Network Function 21, as the software imple-
mentation of a network function which 1s capable of
running over the NFVI.

NFV Infrastructure (NFVI) 22, mncluding the diversity of
physical resources and how these can be virtualized.
NEFVI supports the execution of the VNFs.

NFV Management and Orchestration 23, which covers
the orchestration and lifecycle management of physical
and/or software resources that support the infrastruc-
ture virtualization, and the lifecycle management of
VNFs. NFV Management and Orchestration focuses on
all virtualization-specific management tasks necessary
in the NFV framework.

In this NFV context, it can be seen that new elements—
VNF Manager 24 and NFV Orchestrator 25—have emerged
along with existing EMS (Flement Management System) 26
and OSS/BSS (Operating Support System/Business Support
System) 27 solutions. These offer also possibilities for better
capabilities for post-mortem analysis. Currently, the VNFM
24 (Virtual Network Function Manager) (e.g. Nokia CAM
(Cloud Application Manager)) 1s managing only same ven-
dors VNF's, but this can be seen as something that will need
to change—already now there are real use cases where the
VNFM 24 would need to manage at least partially 3% party
components integrated with, for example, Nokia solution.

High availability (resiliency (which is the ability of the
NFV framework to limit disruption and return to normal or
at a mimmimum acceptable service delivery level 1n the face of
a fault, failure, or an event that disrupts the normal opera-
tion) and failure tolerance/recovery) are mandatory in the
telecom environment, and moreover, with emergence of
Voice over LTE (VoLTE), the requirements towards recov-
ery times are very strict (at least <1 s, the shorter the better).
The resiliency needed in the network elements consists
usually of multiple layers. The VNFM 24/VIM (Virtualized
Infrastructure Manager) 28 monitor the physical resources
and virtual machines running on top of the infrastructure,
and the VNF 1tself monitors the application status with some
specialized built-in service. The latter part 1s essential for
stateful 2N or N+M active-standby replication solutions,
which are needed in order to reach the required recovery
times without losing sessions in the operation. Having
multiple layers acting on their own for specific sets of faults
on the other hand makes 1t more complicated to be able to
automate symptom data collection.

The main problem in the cloud deployment compared to
legacy vendor-specific deployments 1s that it can no longer
be assumed that the application 1s able to collect all the
information regarding the runtime infrastructure for the
post-mortem analysis. Information about host layer (hard-
ware and software including hypervisor, host operating
system and virtual networking) 1s vital for understanding
many faults which are visible for the operator in the actual
application layer (VNF).

Especially, in elements like gateways handling the user
plane trathic and which are therefore very sensitive to
throughput and latency/jitter, the host layer has potentially
huge eflect on the performance of the application. This data
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must be available for later analysis, and 1t must be possible
to correlate this information with the application specific
data.

The ETSI NFV Management and Orchestration (MANQO)
does not currently cover troubleshooting as it seems to have
been thought to be a matter of implementation rather than a
matter ol specification.

In this invention, 1t 1s anyway proposed that the central-
ized and automatic data collection mechanism should be
working also 1n the multi-vendor environment even if the
data content remains network element specific.

REFERENCES

[1]: ETSI GS NFV 003 V1.2.1 (2014 December) Network
Functions Virtualization (NFV); Terminology for Main

Concepts in NFV
[2]: ETSI GS NFV 002 V1.2.1 (2014 December) Network
Functions Virtualization (NFV); Architectural Framework

SUMMARY OF THE INVENTION

It 1s therefore an object of the present invention to
overcome the above mentioned problems and to provide
apparatuses, methods, systems, computer programs, com-
puter program products and computer-readable media
regarding automatic symptom data collection i cloud
deployment.
According to an aspect of the present invention there 1s
provided a method for use 1 a virtual network function
comprising;
detecting a failure,
determining to trigger symptom data collection for col-
lecting information about the failure, and

transmitting an indication triggering the symptom data
collection to a management function of the virtual
network function.

According to an aspect of the present imnvention there 1s
provided a method for use 1n a management function com-
prising;:

receiving an indication triggering symptom data collec-

tion from a network function,

collecting information about a failure indicated in the

recerved indication, and

storing the collected information 1n a database.

According to an aspect of the present imnvention there 1s
provided an apparatus for use 1n a virtual network function,
comprising;

at least one processor,

and

at least one memory {for storing instructions to be

executed by the processor, wherein

the at least one memory and the instructions are config-

ured to, with the at least one processor, cause the
apparatus at least to perform:
detecting a failure,
determinming to trigger symptom data collection for col-
lecting information about the failure, and

transmitting an indication triggering the symptom data
collection to a management function of the virtual
network function.

According to an aspect of the present invention there 1s
provided an apparatus for use 1n a management function,
comprising;

at least one processor,

and
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at least one memory for storing instructions to be

executed by the processor, wherein

the at least one memory and the instructions are config-

ured to, with the at least one processor, cause the
apparatus at least to perform:
receiving an indication triggering symptom data collection
from a network function,

collecting information about a failure indicated in the

recelved indication, and
storing the collected information 1n a database.
According to another aspect of the present invention there
1s provided a computer program product comprising code
means adapted to produce steps of any of the methods as
described above when loaded into the memory of a com-
puter.
According to a still further aspect of the invention there 1s
provided a computer program product as defined above,
wherein the computer program product comprises a com-
puter-readable medium on which the software code portions
are stored.
According to a still further aspect of the invention there 1s
provided a computer program product as defined above,
wherein the program 1s directly loadable into an internal
memory of the processing device.
According to a still further aspect of the present invention
there 1s provided an apparatus comprising;:
means for detecting a failure,
means for determining to trigger symptom data collection
for collecting information about the failure, and

means for transmitting an indication triggering the symp-
tom data collection to a management function of the
virtual network function.

According to a still further aspect of the present invention
there 1s provided an apparatus comprising:

means for receiving an indication triggering symptom

data collection from a network function,

means for collecting information about a failure indicated

in the received indication, and

means for storing the collected information 1n a database.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects, features, details and advantages
will become more fully apparent from the following detailed
description of aspects/embodiments of the present invention
which 1s to be taken in conjunction with the appended
drawings, in which:

FIG. 1 1s a block diagram 1llustrating a basic architecture
of the EPC:;

FIG. 2 1s a diagram 1illustrating an example of the ETSI
NFV architectural framework to which some example ver-
sions of the present invention are applicable;

FIG. 3 1s a diagram 1illustrating an example of a workflow
tor the VNF triggered symptom data collection according to
some example versions of the present invention;

FIG. 4 15 a flowchart 1llustrating an example of a method
according to some example versions of the present mnven-
tion.

FIG. 5 1s a flowchart illustrating another example of a
method according to some example versions of the present
invention.

FIG. 6 1s a block diagram illustrating an example of an
apparatus according to some example versions of the present
invention.

DETAILED DESCRIPTION

In the following, some example versions of the disclosure
and embodiments of the present invention are described with
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reference to the drawings. For illustrating the present inven-
tion, the examples and embodiments will be described 1n
connection with a cellular communication network based on
a 3GPP based communication system, for example an LTE/
LTE-A based system. However, 1t 1s to be noted that the
present invention 1s not limited to an application using such
types of communication systems or communication net-
works, but 1s also applicable 1n other types of communica-
tion systems or communication networks, like for example
5G communication networks and the like.

The following examples versions and embodiments are to
be understood only as illustrative examples. Although the
specification may refer to “an”, “one”, or “some” example
version(s) or embodiment(s) 1n several locations, this does
not necessarily mean that each such reference 1s to the same
example version(s) or embodiment(s), or that the feature
only applies to a single example version or embodiment.
Single features of different embodiments may also be com-
bined to provide other embodiments. Furthermore, words
“comprising” and “including” should be understood as not
limiting the described embodiments to consist of only those
features that have been mentioned and such example ver-
sions and embodiments may also contain also features,
structures, units, modules etc. that have not been specifically
mentioned.

The basic system architecture of a communication net-
work where examples of embodiments of the imnvention are
applicable may comprise a commonly known architecture of
one or more communication systems comprising a wired or
wireless access network subsystem and a core network.
Such an architecture may comprise one or more commuini-
cation network control elements, access network elements,
radio access network elements, access service network gate-
ways or base transceiver stations, such as a base station
(BS), an access point or an eNB, which control a respective
coverage area or cell and with which one or more commu-
nication elements or terminal devices such as a UE or
another device having a similar function, such as a modem
chipset, a chip, a module etc., which can also be part of a UE
or attached as a separate element to a UE, or the like, are
capable to communicate via one or more channels for
transmitting several types of data. Furthermore, core net-
work elements such as gateway network elements, policy
and charging control network elements, mobility manage-
ment entities, operation and maintenance elements, and the
like may be comprised.

The general functions and interconnections of the
described elements, which also depend on the actual net-
work type, are known to those skilled in the art and
described 1n corresponding specifications, so that a detailed
description thereof 1s omitted herein. However, 1t 1s to be
noted that several additional network elements and signaling
links may be employed for a communication to or from a
communication element or terminal device like a UE and a
communication network control element like a radio net-
work controller, besides those described i1n detail herein
below.

The communication network 1s also able to communicate
with other networks, such as a public switched telephone
network or the Internet. The communication network may
also be able to support the usage of cloud services. It should
be appreciated that BSs and/or eNBs or their functionalities
may be implemented by using any node, host, server or
access node etc. enfity suitable for such a usage.

Furthermore, the described network elements and com-
munication devices, such as terminal devices or user devices

like UFs, communication network control elements of a cell,
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like a BS or an eNB, access network elements like APs and
the like, network access control elements like AAA servers
and the like, as well as corresponding functions as described
herein may be implemented by software, e.g. by a computer
program product for a computer, and/or by hardware. In any
case, for executing their respective functions, correspond-
ingly used devices, nodes or network elements may com-
prise several means, modules, units, components, etc. (not
shown) which are required for control, processing and/or
communication/signaling functionality. Such means, mod-
ules, units and components may comprise, for example, one
Or more processors or processor units mcluding one or more
processing portions for executing instructions and/or pro-
grams and/or for processing data, storage or memory units
or means for storing instructions, programs and/or data, for
serving as a work area of the processor or processing portion
and the like (e.g. ROM, RAM, EEPROM, and the like),
input or interface means for mputting data and instructions
by software (e.g. floppy disc, CD-ROM, EEPROM, and the
like), a user interface for providing monitor and manipula-
tion possibilities to a user (e.g. a screen, a keyboard and the
like), other interface or means for establishing links and/or
connections under the control of the processor unit or
portion (e.g. wired and wireless interface means, radio
interface means comprising €.g. an antenna unit or the like,
means for forming a radio communication part etc.) and the
like, wherein respective means forming an mterface, such as
a radio communication part, can be also located on a remote
site (e.g. a radio head or a radio station etc.). It 1s to be noted
that 1n the present specification processing portions should
not be only considered to represent physical portions of one
or more processors, but may also be considered as a logical
division of the referred processing tasks performed by one or
mMOore processors.

The symptom data collection in cloud deployment will
inevitably be a shared responsibility. The VNF 21 1tself can
only collect imformation about itself, and what limited
information 1s exposed to 1t by the host layer. It must
therefore be conserved a VNFM functionality to collect
information about the runtime infrastructure, as it has the
necessary 1ntertfaces in place towards the VIM 28 (like
OpenStack, VMware).

The symptom data collection can be divided into three
separate operation flows:

1. Manually triggered operation

2. Automatically triggered operation based on information

about failure from VNFM 24/VIM 28
3. Automatically triggered operation based on information
about failure from VNF 21

Thus, the logical place for the external interface (API) for
triggering the standard symptom collection 1s the VNF
Manager 24, as 1t has access to both the VNF and VIM
information. Operations 1) and 2) are triggered top-down,
1.¢. from the VNF manager 24 towards VNF(s) 21 and VIM
28. In the present invention, 1t 1s concentrated on the case 3),
which requires communication in the other direction, from
the VNF 21 to the VNF Manager 24.

In the case 3), the usual trigger tunction 1s the HA (High
Availability) service implemented in the VNF 21 1tself. It
can react to application specific faults like process crashes
by performing switchovers between active-standby pro-
cesses/VMs and restarting the failed software. These actions
will not require active participation from the VNFM 24 or
VIM 28, and are visible only implicitly via the FCAPS data
(like alarms raised by the VNF).

According to some certain aspects of the present mnven-
tion, 1t 1s proposed to add a possibility to trigger standard
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symptom collection 1n the Ve-Vnim interface 29 by the VNF
21. This interface 1s at least in the first phase going to be
semi-proprietary, 1.e. defined per vendor but opened up for
partners for integration needs.

The interface 29 may also allow specitying 1n detail the
talled VM/functional unit/soitware component, 1n order for
the VNFM 24 to collect only specific data from VIM 28, and
similarly allow the VNF 21 to pack only the relevant
information (e.g. core dump files from the crashed SW
(Software) from a certain time window) to the collected data
file.

That 1s, the failed component 1s 1dentified by the VNF 21

and the VNFM 24 needs information about the component
(e.g. VM/Tunctional unit/software component) i order to
pass this information to the VIM 28 {for specific data
collection.

Thus, according to some example versions of the present
invention, the VNF 21 1dentifies the failed VM/functional
umt/software component and transmits only the relevant
information to the VNFM 24. Then, for example, the VNFM

provides just the name of the failed VM/functional unit/
soltware component to the VIM and the VIM provides all
necessary and relevant information about it.

Alternatively, the VNFM might query separately avail-
able APIs to collect all possible information.

The mitigation actions are needed to be triggered as soon
as possible. The HA service may interact with the diagnos-
tics function inside the VNF 21 to e.g. only 1solate the failed
soltware for a period of time to allow data collection, before

restarting and re-activating this software.
The VNFM 24 will collect information from both VNF 21
and the VIM 28, combine the data and store 1t to operator

specific storage, from where 1t can be shared with the vendor
for turther analysis.

The actual intertace between VNF 21 and VNFM 24 must

be based on an easily extensible protocol, and thus, most
commonly this would be realized using a REST1ul API with
specific resources (scripts) to trigger the data collection.
Optionally, this interface could allow the VNFM 24 to
directly tell the VINF 21 the target location of the symptom

data (in order to avoid transierring it first to VNFM 24 and
from there to the persistent storage).

FIG. 3 1s a diagram 1llustrating an example of a workilow
for the VNF triggered symptom data collection according to
some example versions of the present mnvention.

As shown i FIG. 3, the HA service of the VNF 21
performs failure detection 1n a step S30 and failure mitiga-
tion 1n a step S31 and propagates the failure information in
a step S32 to the diagnostics function of the VNF 21. The
diagnostics function determines to start data collection 1n a
step S33 and sends an 1ndication triggering the data symp-
tom collection 1n a step S34 to the VNF Manager 24. Upon
receiving the trigger from the VNF 21, the VNF Manager 24
runs the symptom data collection processing 1n a step S35
and collects information from both the VNF 21 and the VIM
28. In particular, the VNF Manager 24 sends an instruction
to collect specific host information to the VIM 28 1n a step
S36 and sends an instruction to collect specific failure
information to the VNF 21 in a step S37. After data
collection being performed by the VNF 21 and the VIM 28
(step S38), the VINF Manager 24 recerves the data from the
VNF 21 and the VIM 28 and combines the collected data in
a step S39. Then, the VNF Manager 24 stores the collected
and combines data 1n the operator diagnostics data storage 1n
a step S310.
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In the following, a more general description of example
versions of the present mvention 1s made with respect to

FIGS. 4 to 6.

FIG. 4 1s a flowchart 1llustrating an example of a method
according to some example versions of the present inven-
tion.

According to example versions of the present invention,
the method may be implemented 1n or may be part of a
virtual network function or the like. The method comprises
detecting a failure 1 a step S41, determining to trigger
symptom data collection for collecting information about the
failure 1n a step S42, and transmitting an indication trigger-
ing the symptom data collection to a management function
of the virtual network function 1n a step S43.

According to some example versions of the present inven-
tion, the method further comprises receiving a request for
providing information about the failure from the manage-
ment function, and transmitting the information about the
fallure to the management function of the virtual network
function.

According to some example versions of the present inven-
tion, the method further comprises receiving a request for
providing information about the failure from the manage-
ment function and a target location for the mnformation, and
transmitting the mnformation about the failure directly to the
target location.

According to some example versions of the present inven-
tion, the method further comprises identifying specific infor-
mation relevant for the failure, and transmitting only the
specific information to the management function.

According to some example versions of the present inven-
tion, the method further comprises the specific information
relevant for the failure 1s mformation about a component
and/or software impacted by the failure and/or information
in a certain time window during which the failure occurred.

According to some example versions of the present inven-
tion, the method further comprises performing processing
for mitigating the impact of the failure.

According to some example versions of the present inven-
tion, the processing includes i1solating soitware impacted by
the failure for a predetermined time and restarting and/or
reactivating the software.

FIG. 5 1s a flowchart illustrating another example of a
method according to some example versions of the present
invention.

According to example versions of the present invention,
the method may be implemented 1n or may be part of a
management function, like for example a virtual network
function manager or the like. The method comprises receiv-
ing an idication triggering symptom data collection from a
network function 1n a step S51, collecting information about
a failure indicated in the received indication 1n a step S52,
and storing the collected information 1n a database 1n a step
S53.

According to some example versions of the present inven-
tion, collecting the information about the failure comprises
requesting information about the failure from the network
function and the virtualized infrastructure manager, collect-
ing information about the failure from the network function,
collecting information about the failure from a virtualized
infrastructure manager, combining the collected nforma-
tion, and storing the combined information in the database.

According to some example versions of the present inven-
tion, the method further comprises collecting only specific
information relevant for the failure from the network func-
tion, and requesting only specific information relevant for
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the failure from the virtualized infrastructure manager based
on the specific information collected from the network
function.

According to some example versions of the present inven-
tion, requesting the specific information from the virtualized
infrastructure manager includes transmitting information
regarding a failed component to the virtualized infrastruc-
ture manager, and collecting specific data about the failed
component from the wvirtualized infrastructure manager
based on the information regarding the failed component.

According to some example versions of the present inven-
tion, the method further comprises transmitting a query to
separate available application programming interfaces to
collect specific information relevant for the failure.

According to some example versions of the present inven-
tion, the specific information relevant for the failure 1s
information about a component and/or software impacted by
the failure and/or information i1n a certain time window
during which the failure occurred.

FIG. 6 1s a block diagram illustrating an example of an
apparatus according to some example versions of the present
invention.

In FIG. 6, a block circuit diagram 1llustrating a configu-
ration of an apparatus 60 1s shown, which 1s configured to
implement the above described aspects of the invention. It 1s
to be noted that the apparatus 60 shown in FIG. 6 may
comprise several further elements or functions besides those
described herein below, which are omitted herein for the
sake of simplicity as they are not essential for understanding
the invention. Furthermore, the apparatus may be also
another device having a similar function, such as a chipset,
a chip, a module etc., which can also be part of an apparatus
or attached as a separate element to the apparatus, or the like.

The apparatus 60 may comprise a processing function or
processor 61, such as a CPU or the like, which executes
instructions given by programs or the like. The processor 61
may comprise one or more processing portions dedicated to
specific processing as described below, or the processing
may be run 1n a single processor. Portions for executing such
specific processing may be also provided as discrete ele-
ments or within one or further processors or processing
portions, such as in one physical processor like a CPU or in
several physical entities, for example. Reference sign 62
denotes transceiver or input/output (I/O) units (interfaces)
connected to the processor 61. The I/0O units 62 may be used
for communicating with one or more other network ele-
ments, entities, terminals or the like. The I/O units 62 may
be a combined unit comprising communication equipment
towards several network elements, or may comprise a dis-
tributed structure with a plurality of diflerent interfaces for
different network elements. The apparatus 60 further com-
prises at least one memory 63 usable, for example, for
storing data and programs to be executed by the processor 61
and/or as a working storage of the processor 61.

The processor 61 1s configured to execute processing
related to the above described aspects. In particular, the
apparatus 60 may be implemented 1n or may be part of a
virtual network function or the like, and may be configured
to perform a method as described in connection with FIG. 4.
Thus, the processor 61 1s configured to perform detecting a
failure, determining to trigger symptom data collection for
collecting information about the failure, and transmitting an
indication triggering the symptom data collection to a man-
agement function of the virtual network function.

According to some example versions of the present inven-
tion, the apparatus 60 may be implemented 1n or may be part
of a management function, like a virtual network function
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manager or the like, and may be configured to perform a
method as described 1n connection with FIG. 5. Thus, the
processor 61 1s configured to perform receiving an indica-
tion triggering symptom data collection from a network
function, collecting information about a failure indicated 1n
the received indication, and storing the collected informa-
tion 1n a database.
For further details regarding the functions of the apparatus
60, reference 1s made to the description of the methods
according to some example versions of the present invention
as described 1n connection with FIGS. 4 and 5.
Thus, 1t 1s noted that the apparatus for use i a virtual
network function, and the apparatus for use 1n a virtual
network function manager, generally have the same struc-
tural components, wherein these components are configured
to execute the respective functions of the network elements,
respectively, as set out above.
In the foregoing exemplary description of the apparatus,
only the units/means that are relevant for understanding the
principles of the invention have been described using func-
tional blocks. The apparatus may comprise further units/
means that are necessary for its respective operation, respec-
tively. However, a description of these units/means 1s
omitted 1n this specification. The arrangement of the func-
tional blocks of the apparatus 1s not construed to limit the
invention, and the functions may be performed by one block
or further split into sub-blocks.
When 1n the foregoing description 1t 1s stated that the
apparatus (or some other means) 1s configured to perform
some function, this 1s to be construed to be equivalent to a
description stating that a (1.e. at least one) processor or
corresponding circuitry, potentially in cooperation with
computer program code stored 1n the memory of the respec-
tive apparatus, 1s configured to cause the apparatus to
perform at least the thus mentioned function. Also, such
function 1s to be construed to be equivalently implementable
by specifically configured circuitry or means for performing,
the respective function (1.e. the expression “umt configured
to” 1s construed to be equivalent to an expression such as
“means for”).
For the purpose of the present invention as described
herein above, 1t should be noted that
method steps likely to be implemented as software code
portions and being run using a processor at an appa-
ratus (as examples of devices, apparatuses and/or mod-
ules thereot, or as examples of entities including appa-
ratuses and/or modules therefore), are software code
independent and can be specified using any known or
future developed programming language as long as the
functionality defined by the method steps 1s preserved;

generally, any method step 1s suitable to be implemented
as software or by hardware without changing the 1dea
of the aspects/embodiments and 1ts modification 1n
terms of the functionality implemented;

method steps and/or devices, units or means likely to be

implemented as hardware components at the above-
defined apparatuses, or any module(s) thereot, (e.g.,
devices carrying out the functions of the apparatuses
according to the aspects/embodiments as described
above) are hardware independent and can be imple-
mented using any known or future developed hardware

technology or any hybrids of these, such as MOS
(Metal Oxide Semiconductor), CMOS (Complemen-

tary MOS), BIMOS (Bipolar MOS), BiICMOS (Bipolar
CMOS), ECL (Emitter Coupled Logic), TTL (Transis-
tor-Transistor Logic), etc., using for example ASIC
(Application Specific IC (Integrated Circuit)) compo-
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nents, FPGA (Field-programmable Gate Arrays) com-
ponents, CPLD (Complex Programmable Logic
Device) components or DSP (Digital Signal Processor)
components;

devices, units or means (e.g. the above-defined appara-
tuses, or any one of their respective units/means) can be
implemented as individual devices, units or means, but
this does not exclude that they are implemented 1n a
distributed fashion throughout the system, as long as
the functionality of the device, unit or means 1s pre-
served;

an apparatus may be represented by a semiconductor chip,
a chipset, or a (hardware) module comprising such chip
or chipset; this, however, does not exclude the possi-
bility that a functionality of an apparatus or module,
instead of being hardware implemented, be i1mple-
mented as soitware 1 a (software) module such as a
computer program or a computer program product
comprising executable solftware code portions {for
execution/being run on a processor;

a device may be regarded as an apparatus or as an
assembly ol more than one apparatus, whether func-
tionally in cooperation with each other or functionally
independently of each other but in a same device
housing, for example.

In general, 1t 1s to be noted that respective functional
blocks or elements according to above-described aspects can
be implemented by any known means, either in hardware
and/or software, respectively, if 1t 1s only adapted to perform
the described functions of the respective parts. The men-
tioned method steps can be realized 1n individual functional
blocks or by individual devices, or one or more of the
method steps can be realized 1n a single functional block or
by a single device.

Generally, any method step 1s suitable to be implemented
as soltware or by hardware without changing the 1dea of the
present invention. Devices and means can be implemented
as 1ndividual devices, but this does not exclude that they are
implemented in a distributed fashion throughout the system,
as long as the functionality of the device 1s preserved. Such
and similar principles are to be considered as known to a
skilled person.

Software 1n the sense of the present description comprises
soltware code as such comprising code means or portions or
a computer program or a computer program product for
performing the respective functions, as well as software (or
a computer program or a computer program product)
embodied on a tangible medium such as a computer-read-
able (storage) medium having stored thereon a respective
data structure or code means/portions or embodied 1 a
signal or in a chip, potentially during processing thereof.

It 1s noted that the aspects/embodiments and general and
specific examples described above are provided for illustra-
tive purposes only and are in no way intended that the
present invention 1s restricted thereto. Rather, 1t 1s the
intention that all variations and modifications which fall
within the scope of the appended claims are covered.

The mvention claimed is:
1. A method for use 1n a virtual network function, which
COmprises:

detecting a failure;

determining when to trigger symptom data collection for
collecting information about the failure;

transmitting an indication of a triggering of the symptom
data collection to a management function of the virtual
network function; and
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initiating processes for mitigating an impact of the failure,
the processes including 1solating software impacted by
the failure for a predetermined time and restarting
and/or reactivating the software.

2. The method according to claim 1, which further com-
Prises:

receiving a request for providing the imformation about

the failure from the management function; and
transmitting the nformation about the failure to the
management function of the virtual network function.

3. The method according to claim 1, which further com-
Prises:

receiving a request for providing the mformation about

the failure from the management function and a target
location for the information; and

transmitting the information about the failure directly to

the target location.

4. The method according to claim 2, which further com-
Prises:

identifying specific information relevant for the failure;

and

transmitting only the specific information to the manage-

ment function.

5. The method according to claim 4, wherein the specific
information relevant for the failure i1s information about a
component and/or software impacted by the failure and/or
information 1 a certain time window during which the
failure occurred.

6. A method for use mn a management function, which
COmMprises:

receiving an indication of a triggering ol symptom data

collection from a network function;

collecting information about a failure indicated in a

received 1ndication;

storing the information collected in a database; and

initiating processes for mitigating an impact of the failure,

the processes including 1solating software impacted by
the failure for a predetermined time and restarting
and/or reactivating the software.

7. The method according to claim 6, wherein the step of
collecting the information about the failure further com-
Prises:

requesting the information about the failure from the

network function and a virtualized infrastructure man-
ager;

collecting the information about the failure from the

network function;

collecting the information about the {failure from the

virtualized inirastructure manager;

combining the mformation collected; and

storing combined information 1n the database.

8. The method according to claim 7, which further com-
Prises:

collecting only specific information relevant for the fail-

ure from the network function; and

requesting only specific information relevant for the fail-

ure from the virtualized infrastructure manager based
on the specific information collected from the network
function.

9. The method according to claim 8, wherein the step of
requesting the specific information from the virtualized
infrastructure manager includes the further steps of:

transmitting information regarding a failed component to

the virtualized infrastructure manager; and

collecting specific data about the failed component from

the virtualized infrastructure manager based on the
information regarding the failed component.
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10. The method according to claim 7, which further
comprises transmitting a query to separate available appli-
cation programming interfaces to collect specific informa-
tion relevant for the failure.

11. The method according to claim 8, wherein the specific
information relevant for the failure i1s information about a
component and/or software impacted by the failure and/or
information 1 a certain time window during which the
failure occurred.

12. An apparatus for use 1n a virtual network function,
comprising;

at least one processor; and

at least one memory {for storing instructions to be

executed by said processor, wherein said at least one

memory and the instructions are configured to, with

said at least one processor, cause the apparatus at least

to:

detect a failure;

determine when to trigger symptom data collection for
collecting information about the failure;

transmit an ndication of a triggering of the symptom
data collection to a management function of the
virtual network function; and

perform processing for mitigating an impact of the
failure, said processing including isolating sotftware
impacted by the failure for a predetermined time and
restarting and/or reactivating the software.

13. The apparatus according to claim 12, wherein said at
least one memory and the instructions are further configured
to, with said at least one processor, cause the apparatus at
least to:

recerve a request for providing the information about the

failure from the management function; and

transmit the information about the failure to the manage-

ment function of the virtual network function.

14. The apparatus according to claim 12, wherein said at
least one memory and the instructions are further configured
to, with said at least one processor, cause the apparatus at
least to:

receive a request for providing the information about the

fallure from the management function and a target
location for the information; and

transmit the information about the failure directly to the

target location.

15. The apparatus according to claim 13, wherein said at
least one memory and the instructions are further configured
to, with said at least one processor, cause the apparatus at
least to:

identily specific information relevant for the failure; and

transmit only the specific information to the management

function.

16. The apparatus according to claim 135, wherein the
specific information relevant for the failure 1s information
about a component and/or soitware impacted by the failure
and/or information in a certain time window during which
the failure occurred.

17. An apparatus for use 1n a management function, the
apparatus comprising:

at least one processor; and

at least one memory {for storing instructions to be

executed by said processor, wherein said at least one

memory and the istructions are configured to, with

said at least one processor, cause the apparatus at least

to:

receive an indication triggering symptom data collec-
tion from a network function;
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collect information about a failure indicated in the
indication received;

store the information collected 1n a database; and

perform processing for mitigating an impact of the
failure, said processing including isolating sotftware
impacted by the failure for a predetermined time and
restarting and/or reactivating the software.

18. The apparatus according to claim 17, wherein the step
of collecting the information about the failure further com-
Prises:

requesting the information about the failure from the

network function and a virtualized infrastructure man-
ager;

collecting information about the failure from the network

function;

collecting information about the failure from the virtual-

1zed inirastructure manager:;

combining the iformation collected; and

storing the information combined in said database.

19. The apparatus according to claam 17, wherein said at
least one memory and the instructions are further configured
to, with said at least one processor, cause the apparatus at
least to:

collect only specific information relevant for the failure

from the network function; and

request only specific information relevant for the failure

from the virtualized infrastructure manager based on
the specific information collected from the network
function.

20. The apparatus according to claim 19, wherein the step
ol requesting the specific information from the virtualized
infrastructure manager includes:

transmitting information regarding a failed component to

the virtualized infrastructure manager; and

collecting specific data about the failed component from

the virtualized infrastructure manager based on the
information regarding the failed component.

21. The apparatus according to claim 18, wherein said at
least one memory and the instructions are further configured
to, with said at least one processor, cause the apparatus at
least to transmit a query to separate available application
programming interfaces to collect the specific information
relevant for the failure.

22. The apparatus according to claim 19, wherein the
specific information relevant for the failure 1s information
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about a component and/or software impacted by the failure
and/or information 1n a certain time window during which
the failure occurred.

23. A non-transitory computer-readable medium having
computer executable 1nstructions, to be executed on a pro-
cessing device, for performing a method for use 1n a virtual
network function, which comprises:

detecting a failure;

determiming when to trigger symptom data collection for

collecting information about the failure;

transmitting an indication of a triggering of the symptom

data collection to a management function of the virtual
network function; and

performing processing for mitigating an impact of the

failure, said processing including isolating software
impacted by the failure for a predetermined time and
restarting and/or reactivating the software.

24. The non-transitory computer-readable medium
according to claim 23, wherein the computer executable
instructions are directly loadable into an internal memory of
the processing device.

25. An apparatus, comprising:

at least one processor configured to:

detect a failure;

determine when to trigger symptom data collection for
collecting information about the failure;

transmit an ndication of a triggering of the symptom
data collection to a management function of a virtual
network function; and

initiate processes for mitigating an impact of the fail-
ure, said processes 1including isolating software
impacted by the failure for a predetermined time and
restarting and/or reactivating the software.

26. An apparatus, comprising:

at least one processor configured to:

receive an indication of a triggering of symptom data
collection from a network function;

collect information about a failure indicated in the
indication recerved;

store the information collected 1n a database; and

initiate processes for mitigating an impact of the fail-
ure, said processes 1including isolating software
impacted by the failure for a predetermined time and
restarting and/or reactivating the software.
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