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PROVIDING AN IMAGE WITH A SCALER
CHIP IN DIRECT COMMUNICATION WITH
AN EYE TRACKING DEVICE

BRIEF SUMMARY OF THE INVENTION

In one embodiment, a system for providing an 1image on
a display 1s provided. The system may include a scaler chip.
The scaler chip may be configured to recerve video data. The
scaler chip may be configured to receive eye tracking data.
The scaler chip may be configured to cause a display to
present an image, where the 1mage 1s based on the video data
and the eye tracking data.

In another embodiment, a non-transitory machine read-
able medium having instructions stored thereon for provid-
ing an 1mage on a display 1s provided. The instructions may
be executable by one or more processors on a scaler chip for
performing a method. The method may 1nclude receiving,
with the scaler chip, video data. The method may also
include receiving, with the scaler chip, eye tracking data.
The method may further include causing, with the scaler
chip, a display to present an 1mage, where the image 1s based
on the video data and the eye tracking data.

In another embodiment, a method for providing an 1image
on a display 1s provided. The method may include receiving,
with a scaler chip, video data. The method may also include
receiving, with a scaler chip, eye tracking data. The method
may further include causing, with the scaler chip, a display
to present an 1mage, where the image 1s based on the video

data and the eye tracking data.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention are described in
conjunction with the appended figures:

FIG. 1 1s a block diagram of a system for modifying an
original 1image for presentation on a display;

FIG. 2A shows an example oniginal image and how
embodiments of the mvention might mask certain areas of
the 1mage for final display;

FIG. 2B shows an example original image and how
embodiments of the invention might present the 1image using
foveated rendering;

FIG. 3 1s a block diagram of a system for modifying an
image presented on a display using an improved scaler chip;

FIG. 4 1s a block diagram of a system for modifying an
original 1mage for presentation on a display using an
improved display device having an improved scaler chip;
and

FIG. 5 1s a block diagram of a system for modifying an
original i1mage for presentation on a display using an
improved computer having an improved scaler chip.

In the appended figures, similar components and/or fea-
tures may have the same numerical reference label. Further,
various components of the same type may be distinguished
by following the reference label by a letter that distinguishes
among the similar components and/or features. If only the
first numerical reference label 1s used in the specification,
the description 1s applicable to any one of the similar
components and/or features having the same first numerical
reference label 1rrespective of the letter sullix.

DETAILED DESCRIPTION OF TH.
INVENTION

(Ll

The ensuing description provides exemplary embodi-
ments only, and 1s not intended to limit the scope, applica-
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bility, or configuration of the disclosure. Rather, the ensuing
description of the exemplary embodiments will provide
those skilled in the art with an enabling description for
implementing one or more exemplary embodiments. Per-
sons of skill in the art will understand that various changes
may be made in the function and arrangement of elements
without departing from the spirit and scope of the invention
as set forth in the appended claims.

For example, any detail discussed with regard to one
embodiment may or may not be present 1n all contemplated
versions of that embodiment. Likewise, any detail discussed
with regard to one embodiment may or may not be present
in all contemplated versions of other embodiments discussed
herein. Finally, the absence of discussion of any detail with
regard to any embodiment herein shall be an implicit rec-
ognition that such detail may athrmatively be intended not
to be present.

Specific details are given 1n the following description to
provide a thorough understanding of the embodiments.
However, 1t will be understood by one of skill in the art that
the embodiments may be practiced without these specific
details. For example, circuits, systems, networks, processes,
and other elements in the invention may be shown as
components 1 block diagram form in order not to obscure
the embodiments 1n unnecessary detail. In other instances,
well-known circuits, processes, algorithms, structures, and
techniques may be shown or discussed without unnecessary
detail in order to avoid obscuring the embodiments.

Also, 1t 1s noted that individual embodiments may be
described as a process which 1s depicted as a flowchart, a
flow diagram, a data flow diagram, a structure diagram, or
a block diagram. Although a flowchart may describe the
operations as a sequential process, many of the operations
can be performed 1n parallel or concurrently. In addition, the
order of the operations may be re-arranged. A process may
be terminated when 1ts operations are completed, but could
have additional steps not discussed or included in a figure.
Furthermore, not all operations 1n any particularly described
process may occur in all embodiments. A process may
correspond to a method, a function, a procedure, a subrou-
tine, a subprogram, etc. When a process corresponds to a
function, 1ts termination corresponds to a return of the
function to the calling function or the main function.

The term “machine-readable medium” includes, but 1s not
limited to, transitory and non-transitory, portable or fixed
storage devices, optical storage devices, wireless channels
and various other mediums capable of storing, containing or
carrying 1nstruction(s) and/or data. A code segment or
machine-executable mstructions may represent a procedure,
a function, a subprogram, a program, a routine, a subroutine,
a module, a software package, a class, or any combination
of imstructions, data structures, or program statements. A
code segment may be coupled to another code segment or a
hardware circuit by passing and/or receiving information,
data, arguments, parameters, or memory contents with the
code segment or hardware circuit. Information, arguments,
parameters, data, etc. may be passed, forwarded, or trans-
mitted via any suitable means including memory sharing,
message passing, token passing, network transmission, etc.

Furthermore, embodiments of the mmvention may be
implemented, at least in part, either manually or automati-
callyy, Manual or automatic i1mplementations may be
executed, or at least assisted, through the use of machines,
hardware, software, firmware, middleware, microcode,
hardware description languages, or any combination thereof.
When implemented 1n software, firmware, middleware or
microcode, the program code or code segments to perform
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the necessary tasks may be stored in a machine readable
medium. A processor(s) may perform the necessary tasks.

In an mitial embodiment shown 1n FIG. 1, one potential
system 100 for displaying an 1mage on a display device 110
1s provided. In this embodiment, a computer 120 1s coupled
with display device 110, as well as eye tracking device 130.

During normal user of system 100, computer 120 may
cause 1mages to be displayed on display device 110 as
directed by the operating system (OS) and software execut-
ing on the central processing unit (CPU) 121 and memory
122 thereon. Chipset 123 may provide input and output
capabilities to CPU 121 so that CPU 121 may recall oper-
ating systems and software from storage device 124; com-
municate with memory 122; receive mputs from, and pro-
vide outputs to users and/or other systems via input/output
ports 125, such as keyboard 140 and mouse 150, as well as
eye tracking device 130; as well as provide other functions.

Chipset 123 may also allow CPU 121 to direct images to
be displayed on display device 110 via graphics processing,
unit (GPU) 126, or directly from integrated graphics pro-
cessing available on some CPUs 121. The CPU, OS, and/or
software running thereon, will direct GPU 126 or integrated
graphics processing on CPU 121 to provide video data to
display device 110.

The video data from the computer 120 1s received by a
video input/output port 111 of a scaler chip 112 of display
device 110. In this embodiment, scaler chip 112, by way of
scaler processor 113 and other components, has capabilities
known 1n the art for converting video data into control
signals for a display 114 which cause display 114 to show
the 1mage mtended by the video data, thereby producing the
result mtended by computer 120. Video input/output port
111 may, merely by way of example, be a VGA port, a DVI
port, an HDMI port, a DisplayPort port, a FireWire port, a
USB port, and/or other video transmission ports known in
the art. Video input/output port 111 could also be a propri-
ctary port/video data transmission method.

In this embodiment, some of the capabilities of the scaler
chip 112 include conversion of recerved video data into final
pixel format for transmission to display 114, image process-
ing of the same, insertion of on screen displays (logos, menu
displays, picture-in-pictures, etc.), backlight control, and a
discrete processor and memory device 115 to execute these
functions. Scaler chip 112 may also communicate with user
iput/outputs 116 (for example, an on/ofl light, power
switches, menu buttons) to execute typical user adjustment
functions.

Though video mput/output port 111 and memory device
115 are shown integrated with scaler chip 112, integration
may also occur with a scaler board on which scaler chip 112
1s integrated. Likewise, any other component discussed as
part of the scaler chip 112 (or any other scaler chip referred
to herein) may be integrated onto a scaler board including
scaler chip 112. Scaler boards may be able to provide
additional functionality, including a backlight driver and/or
control/communication with other display device related
peripherals (1.e., USB ports, webcams, etc.). In additional
embodiments, scaler chip 112, and other scaler chips dis-
cussed herein may be more general chips and circuit boards
having capabilities matching existing scaler chips and the
improved scaler chips disclosed herein, as well as additional
capabilities. The improved scalar chips disclosed herein may
take advantage of any existing of future capability offered by
scaler chips/boards, based on their ability to receive addi-
tional instructions/data from which action may be taken.

Some methods performed on system 100 may adjust the
content displayed on display device 110 from the content as
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original directed to be produced by an application running
on the OS of computer 120. By way of example, eye
tracking data received from eye tracking device 130 may
determine the eye tracking data based on observation of a
user and thus the eye tracking data may indicate a gaze point
of a user on display 114, perhaps by coordinates.

CPU 121, the OS, and/or other applications may modily
an 1mage produced by an application intended for produc-
tion on display 114, based on the eye tracking data recerved
from eye tracking device 130 (via input/output ports 125 and
chupset 123), such that for a first area of the image, which
includes a gaze point of a user on the image as determined
from the eye tracking data, the 1image 1s presented in a first
manner. The CUP 121, the OS, and other applications may
also modily the image produced by the application, based on
the eye tracking data received from eye tracking device 130
(via input/output ports 125 and chipset 123), such that for a
second area of the image, which does not include the gaze
point of the user on the 1image as determined from the eye
tracking data, the image 1s presented 1n a second manner,
where the second manner 1s different from the first manner.

Thus, a single video data stream which includes the
modified image would be transmitted via GPU 126 or from
an mtegrated graphics processor in CPU 121 via chipset 123
would be transmitted to video mput/output port 111 of
display device 110. Scaler chip 112 would then cause the
modified image to be displayed on display 114, without
substantial further modification, except what normally might
be provided for all images scaler chip 112 processes (e.g.,
matching the overall image resolution to that of display 114,
brightness, contrast, etc.). Thus, the image displayed by
display 114 would be the image with a first area of that
image presented 1n the first manner, and a second area of that
image presented 1n the second manner. However, note that
in this specific embodiment, the modification of the original
image 1n this manner occurs via CPU 121, the OS running
on CPU 121, and any applications also involved therewith.

In this manner, system 100 may provide a means to
substantially mask portions of the image on display 114
where a user 1s not gazing, and leave substantially unmasked
portions of the image on display 114 where the user 1s
gazing. Thus, only the user will be able to recognize the
overall contents of the image after gazing about the entire
display over time. Consequently, substantially masked por-
tions will be less decipherable to a viewer than substantially
unmasked portions of the image. As described above, the
modification of the original 1image in this manner occurs via

CPU 121, the OS running on CPU 121, and any applications
also mvolved therewith.

Thus, for example, the masked portion of the image could
be presented using visual parameters which make the under-
lying content of the image less or un-decipherable to a
viewer. Further to the example, a solid white, black, or other
color could be overlaid onto the masked portion, while the
unmasked portion could present the image in essentially
unchanged form except for minor adjustment (1.e., color,
brightness, contrast, hue, etc.). Other types of masking could
involve blurring of the image; decreasing the brightness of
the 1mage; layover of dense patterns of pixels, including
lines, curves, shapes, etc.; and any other graphical eflect
capable of obscuring the masked area.

U.S. Pat. Nos. 8,462,949, and 9,536,097 discuss several
methods of changing a displayed image to mask/unmask
portions of an 1mage, which may also be employed by all
embodiments of the instant imvention. These patents are
hereby incorporated by reference, for all purposes, as 1f fully
set forth herein.
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FIG. 2A shows four possible examples of how an original
image 200 may be masked by embodiments herein. Other
types of masking are possible. Original image 200 may be
divided into a first area 201, and a remaining second area
202, based on the eye tracking data. The size and the shape
of first area 201 may be predefined or dynamic as deter-
mined by the components/software herein, and centered
around the gaze point of the user. In the initial embodiment,
CPU 121, the OS, and/or other applications runmng on
computer 120 may mask the remaining second area 202 to
occur based on eye tracking data received from eye tracking
device 130 as described herein. Masking may be linear as
shown 1n the first example 210, lineated as shown 1n the
second example 220, shaped as shown in the third example
230, and/or solid as shown in the fourth example. Any
variation of these methods 1s also contemplated. In this
manner, masking conceals the majority of content of the
image from all individuals, and renders only a portion of the
content of the 1mage viewable, at the location where the user
1s viewing, and capable of changing.

In other embodiments, foveated rendering may be pro-
vided by this embodiment of the invention, where CPU 121,
the OS running on CPU 121, and other applications asso-
ciated therewith receive eye tracking data via input/output
ports 125 and chipset 123, and modily an image based
thereon. In this manner, the first area of display 114 where
the user’s gaze point 1s located 1s displayed 1 a first manner
(e.g., a first resolutlon) and the second area of display 114
where the user’s gaze point 1s not located 1s displayed 1n a
second manner. For example, the second manner may be a
second resolution, where the second resolution 1s lower than
the first resolution, perhaps in a decreasing manner as
distance from the first area increases (1.e., foveated render-
ing/resolution). As described above, the modification of the
original 1mage 1n this manner occurs via CPU 121, the OS
running on CPU 121, and any applications also involved
therewith.

U.S. Pat. No. 9,830,513 and U.S. Patent Publication Nos.
2017/0090563, 2017/0090364, 2017/0091549, 2017/
0235362, 2017/0316264, and 2018/0018018 discuss several
methods of foveated rending, which may also be employed
by all embodiments of the instant invention. These patents
and applications are hereby incorporated by reference, for all

purposes, as 1f fully set forth herein. In particular, U.S.
Patent Publication Nos. 2017/0235362 (see FIGS. 2, 3A, 3B,

4, TA, 7B, 10, and 11, as well as the discussion thereof) and
2018/0018018 (see FIGS. 2-5, as well as the discussion
thereol) describe a number of methods of modifying an
image to provide foveated rendering, all of which may be
practiced by any of the components discussed herein as
conducting foveated rendering of different areas of an
image.

FIG. 2B shows an example of how an image might be
presented using a foveated resolution. While other examples
are presented in the above-referenced documents, 1n this
example, an original 1image 250 1s provided at a first reso-
lution 251 as shown by the gridlines. A first area 252
includes where eye tracking data indicates a user 1s observ-
ing. A second area 2353 includes the remaining area of the
image. In the foveated image 260 the first resolution 261 of
first area 252 1s greater than the second resolution 262 of the
second area 253. Other types of foveated resolution schemes
are possible as discussed in at least the above-referenced
documents.

Thus, the initial embodiment described above, contem-
plates one possible means of producing an 1mage on display
114, where at least two different portions of the image are
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produced in different manners based on eye tracking data
from eye tracking device 130, which may include, or from
which may be determined, a gaze location of a user on
display 114. Examples have been discussed in FIG. 2 and
FIG. 3. However, other embodiments described below will
modily certain aspects of the mitial embodiment, and
thereby result 1n 1improvements thereto. These improve-
ments include lowering the processing and data-transmis-
s1on loads on CPU 121, chipset 123, memory 122, GPU 126,
storage device 124, and input/output ports 1235.

FIG. 3 shows an improved embodiment of the invention
having a system 300 whereby an improved scaler chip 301
1s provided. Improved scaler chip 301 includes a general
input/output port 302 which 1s operable to receive eye
tracking data directly from eye tracking device 130. In this
manner, improved scaler chip 301 (via scaler processor 113)
may implement masking and foveated rendering of an
original 1mage as received from computer 120 without
assistance of computer 120 or the components thereof, and
the OS and software thereon. General input/output port 302
may, merely by way of example, be a FireWire port, a USB
port, and/or other data transmission port known in the art.
General input/output port 301 could also be a proprietary
port/data transmission method.

In some embodiments, 1nstructions stored on memory
device 115 may direct improved scaler chip 301 1n deter-
mining the first area of the image (the area which includes
the gaze point of the user) based on the eye tracking data
received directly from eye tracking device 130, as well as
the second area of the image (the area which does not
include the gaze point of the user). Instructions stored on
memory device 115 may also determine the size and the
shape of the first area, whether predefined or dynamic.
Instructions stored on memory device 115 may also define
the characteristics of the masking or foveated rendering. In
short, mstructions previously executed 1n a likewise manner
by CPU 121, memory 122, chipset 123, and/or GPU 126 to
perform masking and/or foveated rendering are now
executed by scaler chip 301 based on eye tracking data
provided directly to scaler chip 301.

In some embodiments, the instructions stored on memory
device 115 may have been received via general input/output
port 302, either previous to or concurrently with, eye track-
ing data received from eye tracking device 130. In other
embodiments, some or all of the instructions stored on
memory device 115 may have been provided at the time of
production. Memory device 115 may therefore consist of
volatile or non-volatile memory based on the needs of the
embodiment. A proprietary or non-proprietary mstruction set
(e.g., code, etc.) or proprietary or non-proprietary applica-
tion programming interface (API) may be used to commu-
nicate with and instruct improved scaler chip 301. In this
manner, any function of improved scaler chip 301 may be
controlled via mstructions received at general input/output
port 302, and potentially stored at memory device 115.

In the above described manner, improved scaler chip 301
of display device 110 modifies the original 1mage locally to
provide the intended eflfects, compared to the embodiment
shown i FIG. 1, which modifies the ornginal image
remotely at computer 120, thereby consuming valuable
processing resources of computer 120 which could be used
for other tasks. Additionally, the tasks of scaler processer
113 are common or only slightly varied between the two
embodiments, as scaler processor 113 i1s performing the
same or similar tasks as i1t did originally. Those tasks being
modification of an original 1mage received at video mput/
output port 111, but this time using additional instructions
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received at general mput/output port 302 or stored on
memory device 115. This decreases the processing and
data-transmission loads on CPU 121, chipset 123, memory
122, GPU 126, storage device 124, and put/output ports
125, thereby increasing the performance of computer 120 1n
system 300 over computer 120 1n system 100, while adding
mimmal additional processing/communication load to
improved scaler chip 301.

In another embodiment, as shown 1n FIG. 4, system 400
may include eye tracking device 130 integrated within an
improved display device 401 having improved scaler chip
301. System 400 may function substantially as described
above, as will now be apparent to those of skill in the art.

In yet another embodiment, as shown 1n FIG. 5, system
500 may 1nclude the components of improved display device
401 integrated within improved computer 501 (an “all-in-
one” computing device). However, 1n this embodiment, note
that eye tracking data from eye tracking device 130 still 1s
not transmitted to CPU 121, chipset 123, memory 122, the
OS, and any applications runmng thereon, and instead 1is
transmitted directly to improved scaler chip 301. System
500 may function substantially as described above, as will
now be apparent to those of skill 1n the art. Note that in some
embodiments, keyboard 140 may also be integrated with
improved computer 301.

In other contemplated embodiments, employing system
100, eye tracking data may be passed through chipset 123,
but not CPU 121, and hence not the OS or applications
running thereon, and be included with or attached to video
data sent by chipset 123 and/or GPU 126. In this manner,
masking or foveated rendering 1s still accomplished via
modification of the images in the video data by improved
scaler chip 301. The Basic Input/Output System (BIOS) of
computer 120 may assist 1n causing chipset to so route the
eye tracking data without the assistance of CPU 121 and/or
memory 122.

The invention has now been described in detail for the
purposes of clarity and understanding. However, it will be
appreciated that certain changes and modifications may be
practiced within the scope of the appended claims.

What 1s claimed 1s:

1. A system for providing an image on a display,

wherein the system comprises:

a scaler chip configured to:

recelve video data;

receive eye tracking data directly from an eye tracking
device through a general mput/output port; and

cause a display to present an image without using
assistance from an external computer hardware or
software components, wherein the 1image 1s based on
the video data and the eye tracking data; and

wherein the 1mage being based on at least the video
data and the eye tracking data comprises:

a first area of the image, which includes a gaze point of
a user on the image as determined from the eye
tracking data, being presented 1n a first manner; and

a second area of the 1image, which does not include the
gaze point of the user on the image as determined
from the eye tracking data, being presented 1n a
second manner, wherein the second manner 1s dif-
ferent from the first manner; and

wherein the first manner comprises the video data
substantially unmasked, such that the video data 1s
decipherable to the user; and

the second manner comprises the video data substan-
tially masked, such that the video data 1s substan-
tially indecipherable.
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2. The system for providing an image on a display of
claim 1, wherein the system further comprises:

a display device comprising:

the scaler chip; and
the display.

3. The system for providing an image on a display of
claim 2, wherein the system further comprises:

the eye tracking device configured to:
determine the eye tracking data based on observation of

a user; and
send the eye tracking data to the scaler chip.

4. The system for providing an image on a display of
claim 1, wherein the system further comprises:

a central processing unit, wherein the central processing

unit does not receive the eye tracking data.

5. The system for providing an image on a display of
claim 4, wherein the system further comprises:

a chipset configured to provide mput and output capabili-
ties to the central processing unit, wherein the chipset
does not receive the eye tracking data.

6. The system for providing an image on a display of

claim 1, wherein:

the first manner comprises the video data displayed using
a first set of visual parameters; and

the second manner comprises the video data displayed
using a second set of visual parameters, wherein the
second set of visual parameters 1s different than the first
set of visual parameters.

7. The system for providing an image on a display of

claim 6, wherein:

the first set of visual parameters includes a first resolution;
and

the second set of visual parameters includes a second
resolution, wherein the second resolution 1s lower than
the first resolution.

8. The system for providing an 1mage on a display of

claim 7, wherein the second resolution comprises:

a foveated resolution extending away from the first area of
the 1image.

9. The system for providing an image on a display of
claim 1, wherein the scaler chip being configured to receive
video data comprises:

the scaler chip comprising a video input port.

10. The system for providing an image on a display of
claim 1, wherein the scaler chip being configured to receive
eye tracking data comprises:

the scaler chip comprising a general input port.

11. The system for providing an image on a display of
claim 1, wherein the scaler chip being configured to cause
the display to present the 1image comprises:

the scaler chip comprising a scaler processor.

12. The system for providing an image on a display of
claim 1, wherein the scaler chip further comprises:

a general mput port configured to receive instructions
regarding how the image 1s to be based on the video
data and the eye tracking data.

13. The system for providing an image on a display of

claim 1, wherein the scaler chip further comprises:

a memory device storing instructions regarding how the
image 1s to be based on the video data and the eye
tracking data.

14. A non-transitory machine readable medium having
instructions stored thereon for providing an image on a
display, wherein the instructions are executable by one or
more processors on a scaler chip for at least:

recerving, with the scaler chip:
video data; and
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eye tracking data directly from an eye tracking device
through a general iput/output port; and

causing, with the scaler chip, a display to present an
image without using assistance from an external
computer hardware or software components,
wherein the 1image 1s based on the video data and the
eye tracking data; and

wherein the 1mage being based on at least the video
data and the eye tracking data comprises:

a first area of the image, which includes a gaze point of
a user on the mmage as determined from the eye
tracking data, being presented 1n a first manner; and

a second area of the image, which does not include the
gaze point of the user on the image as determined
from the eye tracking data, being presented 1n a
second manner, wherein the second manner 1s dit-
ferent from the first manner; and

wherein the first manner comprises the video data
substantially unmasked, such that the video data 1s
decipherable to the user; and

the second manner comprises the video data substan-
tially masked, such that the video data 1s substan-
tially indecipherable.

15. The non-transitory machine readable medium having
istructions stored thereon for providing an image on a
display of claim 14, wherein the istructions are further
executable by one or more processors on the scaler chip for
at least:

receiving instructions, from a general mput port of the

scaler chip, regarding how the 1mage 1s to be based on

the video data and the eye tracking data.

16. The non-transitory machine readable medium having
instructions stored thereon for providing an i1mage on a
display of claim 15, wherein the instructions are further
executable by one or more processors on the scaler chip for
at least:

receiving instructions, from a memory device of the scaler

chip, regarding how the image 1s to be based on the

video data and the eye tracking data.

17. A method for providing an 1mage on a display, the
method comprising:
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receiving, with a scaler chip:

video data; and

eye tracking data directly from an eye tracking device
through a general iput/output port; and

causing, with the scaler chip, a display to present an
image without using assistance from an external
computer hardware or software components,
wherein the 1mage 1s based on the video data and the
eye tracking data; and

wherein the 1mage being based on at least the video
data and the eye tracking data comprises:

a first area of the image, which includes a gaze point of
a user on the image as determined from the eye
tracking data, being presented 1n a first manner; and

a second area of the image, which does not include the
gaze point of the user on the 1image as determined
from the eye tracking data, being presented 1 a
second manner, wherein the second manner 1s dit-
ferent from the first manner; and

wherein the first manner comprises the video data
substantially unmasked, such that the video data 1s
decipherable to the user; and

the second manner comprises the video data substan-
tially masked, such that the video data 1s substan-
tially indecipherable.

18. The method for providing an 1mage on a display of
claim 17, further comprising:

determining, with the eye tracking device, the eye track-

ing data based on observation of a user; and

sending, from the eye tracking device, the eye tracking

data to the scaler chip.

19. The system for providing an image on a display of
claim 1, wherein the video data that 1s substantially masked,
1s made substantially indecipherable by overlaying an inde-
cipherable 1image over the masked portion of the video data.

20. The system for providing an image on a display of
claim 1, wherein the video data that 1s substantially masked,
1s made substantially indecipherable by at least one of
blurring, decreasing the brightness, overlaying a pattern of
pixel on the masked portion of the video data.
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