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ATTRIBUTE OF THE ATTRIBUTES OF THE SOIL OR
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CHARACTERISTICS OF SOIL OF CELLS WITHIN THE
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PRODUCE A MATRIX INCLUDING ENTRIES INDICATING
HOW SIMILAR THE CELLS ARE IN TERMS OF THE IMAGE
DATA AND THE SOIL DATA BASED ON THE FEATURE
VECTOR

720
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SENSOR LOCATION DETERMINATION FOR
GEOGRAPHICAL REGION

BACKGROUND

A geographical region, even a smaller geographical
region, can be quite diverse in composition. For example, a
geographical region can have variations in temperature and
altitude, which can be correlated. Even in geographical
regions with similar altitudes, the surrounding terrain can
make one portion of the geographical region habitable and
another nearby portion umnhabitable. In another example,
moisture can run down one side of the hill, making a
moisture profile of soil on both sides of the hill different. In
a Turther example, a side of the hill that 1s facing north (in
the northern hemisphere or south in the southern hemi-
sphere) generally receives less sunlight and tends to remain
moist longer and have lower temperature than a side of the
hill facing another direction. This diversity 1n even small
geographical regions makes 1t diflicult to gain and retain
knowledge of the different climate and land conditions in
and around the geographical regions.

SUMMARY

This summary section 1s provided to introduce aspects of
embodiments 1n a simplified form, with further explanation
of the embodiments following in the detailed description.
This summary section 1s not intended to 1dentily essential or
required features of the claimed subject matter, and the
combination and order of elements listed in this summary
section are not mntended to provide limitation to the elements
of the claimed subject matter.

A device for determining where to situate sensors 1n a
geographical region to account for attribute variation of soil
or foliage in the geographical region can include {irst
processing circuitry configured to receive image data of an
image ol the geographical region, the image data represen-
tative of an attribute of the soil or foliage, recerve soil data
regarding physical characteristics of soil of cells within the
geographical region, generate a feature vector based on the
image data and the soil data, and produce a matrix including
entries indicating how similar the cells are 1n terms of the
image data and the soil data, second processing circuitry to
implement a clustering circuitry configured to receive the
matrix as mput, and produce data indicating a cluster of
clusters to which each cell of the cells belongs, each cell
more similar, 1n terms of the soil data and 1image data, to
other cells of the cluster to which they belong than cells of
other clusters, each cluster indicating a location at which to
situate a sensor of the sensors to monitor the attribute.

A method for determining where to situate sensors 1n a
geographical region to account for attribute variation of one
or more attributes of soil or foliage i1n the geographical
region can include generating, by processing circuitry, a
feature vector based on 1mage data and soil data, the image
data of an 1mage of the geographical region produced by an
aerial vehicle, the image data representative of an attribute
of the attributes of the soil or foliage, and the soil data
indicating physical characteristics of soil of cells within the
geographical region, producing a matrix including entries
indicating how similar the cells are 1n terms of the image
data and the soil data based on the feature vector, and
producing, at clustering circuitry and based on the matrix,
data indicating a cluster of clusters to which each cell of the
cells belongs, each cell more similar, 1n terms of the soil data
and 1mage data, to other cells of the cluster to which they
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2

belong than cells of other clusters, each cluster indicating a
location at which to situate a sensor of the sensors to monitor
the attribute.

A non-transitory machine-readable medium can include
instructions that, when executed by a machine, configure the
machine to perform operations comprising generating a
feature vector based on 1image data and soil data, the 1mage
data of an 1image of the geographical region produced by an
aerial vehicle, the 1image data representative of an attribute
of the attributes of the soil or foliage, and the soil data
indicating physical characteristics of soil of cells within the
geographical region, producing a matrix including entries
indicating how similar the cells are 1n terms of the image
data and the soil data based on the feature vector, and
producing data indicating a cluster of clusters to which each
cell of the cells belongs, each cell more similar, 1n terms of
the so1l data and 1mage data, to other cells of the cluster to
which they belong than cells of other clusters, each cluster
indicating a location at which to situate a sensor of the
sensors to monitor the attribute.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates, by way of example, a block diagram of
an embodiment of sensors situated 1n respective cells of a
geographical region.

FIG. 2 illustrates, by way of example, a block flow
diagram of an embodiment of a system for determining
sensor deployment location for the geographic area of FIG.
1.

FIG. 3 illustrates, by way of example, a diagram of an
embodiment of a geographical region split into regions
based on a first attribute.

FIG. 4 illustrates, by way of example, a diagram of an
embodiment of the geographical region of FIG. 3 with
sensor(s) deployed therein.

FIG. § 1illustrates, by way of example, a diagram of an
embodiment of another attribute map.

FIG. 6 illustrates, by way of example, a diagram of an
embodiment of a combined attribute map that includes the
attribute maps of FIGS. 3 and 5 overlaid on each other.

FIG. 7 illustrates, by way of example, a flow diagram of
an embodiment of a method for sensor deployment 1n a
geographical region.

FIG. 8 illustrates, by way of example, a block diagram of
an embodiment of a machine (e.g., a computer system) to
implement one or more embodiments.

DETAILED DESCRIPTION

In the following description, reference is made to the
accompanying drawings that form a part hereof, and 1n
which 1s shown by way of illustration specific embodiments
which may be practiced. These embodiments are described
in suflicient detail to enable those skilled in the art to
practice the embodiments. It 1s to be understood that other
embodiments may be utilized and that structural, logical,
and/or electrical changes may be made without departing
from the scope of the embodiments. The following descrip-
tion of embodiments 1s, theretfore, not to be taken 1n a limited
sense, and the scope of the embodiments 1s defined by the
appended claims.

In optimizing operation of a farm, a geographical region
on which a crop 1s grown or an animal 1s raised, knowledge
of the land composition or climate can be helpful. To this
end, many farms are logically split into a uniform grid of
cells. Each cell 1s then equipped with one or more sensors to
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monitor the climate or land composition. This solution,
however, 1s quite cost prohibitive and likely includes sensors
that provide redundant information. The cost 1s high due to
the large number of sensors needed, one sensor of each type
in each cell of the grid, and the infrastructure to receive the
information from the sensors. The redundant information

can be from cells with similar land composition and climate
attributes providing similar or the same sensor data readings.

An advantage of embodiments can include reducing a
number of sensors or an amount of unnecessary (e.g.,
redundant) data from the sensors. To help reduce the number
of sensors or an amount of unnecessary data, the geographi-
cal region can be split into a non-uniform grid of cells based
on one or more attributes of the climate or land composition
of the geographical region. The non-umiform grid can be
used to determine where sensors can be situated, such as
without foregoing any sensor data. For example, a first
portion of a farm can have a different foliage profile than a
second portion of the farm. Those portions can be equipped
with different instances of the same sensor, such as to
monitor the climate or land composition.

Consider further, a third portion of the farm that 1s
non-contiguous with the first portion, but includes a similar
toliage profile as the first portion. The data from the sensor
in the first portion can be assumed to be valid for the third
portion. In such a manner, the number of sensors used and
data received from the sensors can be reduced.

In some embodiments, multiple types of sensors are to be
deployed 1n the geographical region, such as to monitor
respective attributes. The attribute monitored by a first
sensor may have a different corresponding attribute map
than another attribute monitored by a second sensor. In such
an example, the attribute maps can be registered to each
other or the geographical region and overlaid on each other.
Sensors for both the attributes can be situated in regions
corresponding to locations where the heterogeneous regions
of the attribute maps overlap. In this manner, the number of
clectrical power devices required to power the sensors and
an amount network communication inirastructure can be
reduced relative to other solutions.

Reference will now be made to the FIGS. to describe
turther details of embodiments.

FIG. 1 illustrates, by way of example, a diagram of an
embodiment of sensors 104A, 1048, 104C, 104D, 104E,
104F, 104G, and 104H situated in respective cells 102A,
1028, 102C, 102D, 102E, 102F, 102G, and 102H of a
geographical region 100. The geographical region 100 1is
split into a uniform grid of cells 102A-102H. For each cell
102A-102H there are one or more sensors 104A-104H
situated therein. Some drawbacks to situating sensors 104 A-
104H 1n each cell of a uniform grid include the cost and
number of the sensors 104A-104H, the cost and amount of
clectrical components required to provide power to the
sensors 104A-104H and manage data from the sensors
104A-104H, the amount of data being received from the
sensors 104A-104H, and the amount of redundant data that
1s received from the sensors 104A-104H, and that there can
be sub-regions within the grid of cells that have a unique
climate or land composition attribute that 1s not being
monitored.

Consider the sub-region corresponding to the dashed line
106 and assume that this region has an attribute that 1s
unique 1n the geographical region 100. There are no sensors
deployed 1n this region, thus no data 1s considered regarding
unique a unique characteristic of this region (unique relative
to a remainder of the geographical region 100. Thus, the
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4

unmiform grid of cells 102A-102H can be msuflicient to
account for all the diversity in the geographical region 100.

FIG. 2 illustrates, by way of example, a diagram of an
embodiment of a system 200 for determining sensor deploy-
ment location for the geographic area 100. The system 200
can overcome one or more ol the problems discussed
regarding deploying sensors based on the uniform grid of
cells of FIG. 1. The system 200 as illustrated includes an
aerial vehicle 202, processing circuitry 204, a database 206,
and a clustering circuitry 208.

The aenal vehicle 202 includes an imaging device 220
that captures one or more 1mages of the geographic area 100.
The aenial vehicle 202 can include an autonomous or
manned aerial vehicle. The aerial vehicle 202 can include a
drone, airplane, balloon, satellite, power glider, or the like.
In some embodiments, the aerial vehicle 202 1s not needed.
Instead of using the aerial vehicle 202 to produce an 1mage,
an 1mage can be produced by a user on the ground or another
structure, such as a tower or building. The location on the
ground, tower, or building can provide a vantage point at
which the geographic area 100 can be within a field of view
of the camera 222.

The aenal vehicle 202 can include an imaging device 220
that produces an 1image 210 of the geographic area 100. The
image 210 can be a spectral 1image, such as can include data
indicative of a visible color, black and white, infrared,
ultraviolet, multi-spectral, or other image. The 1mage 210
can be of the geographical region 100. Image data 212
representative of the image 210 can be provided to the
processing circuitry 204.

The database 206 includes soil data 214 stored thereon.
The so1l data 214 can include physical soil characteristics.
The physical soil characteristics can include soil texture
(relative proportions of particles of various sizes, such as
sand, silt, and clay 1n the soil), soil structure (arrangement of
the particles of the soil), consistence (resistance of soil to
deformation or rupture), particle density (mass per unit
volume of soi1l particles—does not include pores), bulk
density (mass of soil per unit volume of soil—includes
pores), pore space (percent pore space can be determined
based on the bulk density and particle density), Atterberg
limits (moisture content at which a soil changes from plastic
consistence to liquid consistence or vice versa), color, per-
meability (ability of soil to transmit water and air), or the
like.

The database 206 can be local to (on a same network) or
remote Irom (on a different network) the processing cir-
cuitry. For example, the soil data 214 can be manually
determined by sampling the soil at the geographical location
100 or retrieved from a repository of soil data, such as can
be available from the United States Department of Agricul-
ture, or the like.

The processing circuitry 204 can include electrical or
clectronic components configured to perform operations of
determining where to situate a sensor in the geographical
region 100. The processing circuitry 204 can include a
hardware processor, such as can include a central processing
umt (CPU), a graphics processing unit (GPU), an application
specific mtegrated circuit (ASIC), field programmable gate
array (FPGA), circuitry, such as one or more transistors,
resistors, capacitors, inductors, diodes, logic gates (e.g.,
AND, OR, XOR, or negate), multiplexers, oscillators, bui-
ters, modulators, regulators, amplifiers, demodulators, or the
like.

The processing circuitry 204 can receive the image data
212 and the soil data 214 and create a feature vector 216
based on the image data 212 and the soi1l data 214. A
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characteristic of the geographical region corresponding to
the 1mage data 212 can be inferred from the image data 212.

For example, the characteristic can include soil moisture
(e.g., as determined by a sensor), soi1l temperature (e.g., as

determined by a sensor), soi1l organic carbon (percentage of 3

so1l organic matter 1n a top region of soil), leaf area 1index
(LAI), plant *“greenness” index, soil moisture, pH, land
surface temperature (LST), or the like of the imaged geo-
graphical region.

So1l organic carbon has been shown to correlate with a
Fuclidean distance along a soil line. To determine soil
organic carbon, sometimes called perpendicular vegetation
index (PVI), Equations 1 and 2 can be used.

NIR+99 = 1 Reso + Po(so1l line) Equation 1

Equation 2
PVI =

\/ : (NIR790 — B1Res0 — Po)
pi+1

In Equations 1 and 2, 3,=slope of so1l line, ,=intercept
of soi1l line, NIR 1s near infrared image data. LAI can be
determined based on Equation 3.

1.5[1.2 % (NIRgoo — Gs50) — 2.3 % (Re70 — (G550)]
\ (2% NRgo0 + 1) — (64 NIRso0 — 5\ Rero — 0.3

Equation 3
MTVI2 =

In Equation 3 G 1s a green/yellow color intensity n an
image and R 1s a red color intensity in the image. Plant
greenness can be determined using Equation 4.

NIR7q99 — KE735
NIR?QD + RE}*gS

Equation 4

NDRE =

In Equation 4, NDRE 1s a normalized difference red edge
index.

So1l moisture, pH, and land surface temperature can be
determined using an NDVI index. The NDVI index can be

determined using Equation 3.

NIR790 — Reeo
NIR790 + Keeo

NDVI =

With labeled data, many of the parameters of interest can
be calculated with NDVI, but there are many indexes that
can be used that target specific parameters, (e.g., Modified
Triangular Vegetation Index—Improved (MTVI2) for LAI
or (PVI) for organic carbon content etc.). The subscript 1n
the equations above refer to the wavelength centers for that
particular spectral band. The wavelength centers can vary
slightly without aflecting data quality. For example, whether
NIR 1s centered at 800 nanometers or 790 nanometers, the
data quality 1s generally not diflerent.

The image data 212 and the soil data 214 can be parti-
tioned by cell 222 1n a umiform grid of cells. The size of each
cell 222 can be smaller than the size of each cell 102A-
102H. This smaller cell size can help guarantee that portions
of the geographic area 100 with unique attributes include
data 1n the image data 212 and the so1l data 214. This helps
the system 200 determine eflicient sensor placement within

the cells 222.
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The processing circuitry 204 can determine, for each cell
222, an average and standard deviation for each attribute to
consider. The attribute can include one or more spectral
values from the image data 212 or one of the so1l physical
characteristics. Note that different image data can be used
for different attributes and used to create respective attribute
maps. The processing circuitry 204 can determine the fea-
ture vector 216 based on the average and standard deviation
values. The feature vector 216 can include a covariance
matrix or similarity matrix that includes at least one entry for
cach cell of the cells 220. The covariance matrix or simi-
larity matrix can be produced using a radial basis function
kernel. The values for each cell 222 can be 1n its own row
in the feature vector 216. The average and standard devia-
tion of the image data 212 can be 1n respective columns of
the feature vector 216. The average and standard of the soil
data 214 can be 1n other respective columns of the feature
vector 216, and so on. If there are 64 grid cells 222, then
there can be, for example, 64 rows in the feature vector 216.

Example feature vectors for a first attribute and a second
attribute are provided below. The differences between the
feature vectors are in the first column.

Feature Vector for First Attribute

s2,
s25
$24

Feature Vector for Second Attribute

124 sl S24
125 sl, s2,
S23

In the feature vectors 1m; represents an average ot the
image data, 1, in cell j of the image of attribute m, and sp;,
represents soil data, s, of soil of cell j corresponding to soil
physical characteristic p.

The feature vector 216 can be provided as input to the
radial basis function using the processing circuitry 204. A
radial basis function 1s a real valued function whose value
depends on a distance from another point (called a center).
The distance can be a Euclidean distance or other distance.
The radial basis function can be used as a kernel 1n vector
classification, such as 1n embodiments herein. An example
of a Gaussian radial basis function kernel i1s provided in
Equation 1 where X, 1s a row of the feature vector 216 and
X; 1s another row of the teature vector 216, and o0, 1] 1s
a tuning parameter. In some embodiments, a value of 6>0.90
provides better sensor placement results.

g (x;x;)=exp(|pe—x;[*/207) Equation 1

g 1s a square matrix with dimensions NxIN, where N 1s the
number of rows of the feature vector 216. Each entry in g 1s
a number €[0, 1] that indicates an amount of similarity
between two rows. The higher the number, the more similar
the rows, and corresponding cell attributes. Each entry in the
diagonal of k equals one (1). Other entries 1n q indicate
similarity between attributes of the corresponding cells. For
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example, a fourth entry 1in the second row of g indicates the
similarity between attributes of the second and fourth cells
of the cells 222.

The clustering circuitry 208 can segregate entries of the g
matrix 1nto respective clusters 218. The number of clusters
can be configurable, such as can be based on the number of
sensors available for an attribute, a size of the geographical
region 100, a number of power sources available to power
the sensors, the network communication circuitry available
to receive data from the sensors, a bandwidth of the network
communication circuitry, an amount of storage space avail-
able to store the data from the sensors, or the like. The
clustering circuitry 208 can perform a k-means clustering
technique based on the g matrix to create the clusters 218.

A k-means clustering technique partitions n observations
(in embodiments N cells) into k clusters. In k-means clus-
tering, each observation 1s partitioned to the cluster with a
nearest mean (sometimes called a cluster center). The
k-means clustering technique can be implemented using the
clustering circuitry 208, such as can implement an unsuper-
vised machine-learning technique. A sensor can be placed at
a location corresponding to each cluster. The data from the
sensor corresponding to one of the clusters 218 can be
assumed to be the same for other locations 1n the geographi-
cal region 100 corresponding to the same one of the clusters
218. In other words, each cluster consists of a contiguous
arca within the geographic area having similar values of the
attribute or attributes.

FIG. 3 illustrates, by way of example, a diagram of an
embodiment of an attribute map 300 split into regions based
on a {irst attribute. Instead of logically splitting the geo-
graphical region 100 into a uniform grid of cells as 1n FIG.
1, the attribute map 300 of FIG. 3 1s split into heterogeneous
areas 302A, 302B, 302C, and 302D based on attributes of
the attribute map 300, such as by using the system 200.

The heterogenecous areas 302A-302D can each corre-
spond to a different cluster of the clusters 218. Note that the
heterogeneous area 302A-302D need not be contiguous in
the attribute map 300. For example, the heterogeneous area
302A includes two regions in the attribute map 300 that do
not share a border.

FIG. 4 illustrates, by way of example, a diagram of an
embodiment of the attribute map 300 with sensor(s) 304 A,
304B, 304C, and 304D deployed therein. In the embodiment
of FIG. 4, each heterogeneous area 302A-302D (e.g., each
cluster) in the attribute map 300 1s provided with sensor(s)
304A-304D. The sensors 304 A-304D can include soi1l mois-
ture, soil temperature, leal wetness, solar radiation, wind,
rain, humidity, air temperature, or dewpoint sensor, among,
others.

Note that the embodiment of FIG. 4 regards a simple case
of placing sensor(s) 304A-304D to monitor a single attri-
bute. In some embodiments, multiple attributes can be
monitored. However, each attribute can have a diflerent
attribute map. The attribute map 300 represents an attribute
map for a first attribute.

One solution to situating sensors based on multiple attri-
butes can include placing a sensor at the center of each
cluster of each attribute. That 1s, an attribute map can be
created for each attribute to be momitored. For each cluster
produced by the clustering circuitry 208, a sensor can be
located within the geographical region corresponding to the
cluster. However, such a solution is sub-optimal 1n terms of
amount ol communication network circuitry and power
supply devices required to manage operation of the sensors.

A more eflicient solution can include determining regions
of overlap between clusters 1n a {first attribute map and a
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second attribute map and locating multiple sensors near each
other so that they may be powered by the same power
circuitry or communicate over the same communication
network circuitry.

FIG. 5 illustrates, by way of example, a diagram of an
embodiment of another attribute map 500. The attribute map
500 can be created using the system 200, but using a
different attribute than that used for generating the attribute
map 300 of FIG. 3. The attribute map 500 as 1illustrated
includes four heterogeneous areas 502A, 5028, 502C, and
502D corresponding to four diflerent clusters of the attribute
map 500. Using a different attribute to determine the het-
cerogeneous areas 502A-502D results 1n a different segmen-
tation as compared to using the attribute corresponding to
the attribute map 300.

FIG. 6 illustrates, by way of example, a diagram of an
embodiment of a combined attribute map 600 that includes
the attribute maps 300 and 500 overlaid on each other. Note
that in FIGS. 1, 4, and 6 the placement of the sensors
illustrated 1s representative of an actual physical placement
within the sub-region. The combined attribute map 600
includes sensors located 1n each geographical region corre-
sponding to the heterogeneous areas 302A-302D and 502A-
502D. FEach heterogeneous areca 302A-302D and 302A-
502D corresponds to the clusters 218 produced for each of
the two attribute maps 300 and 500. In this embodiment,
only four sensor locations are required to gain information
regarding all of the heterogeneous areas 302A-302D and
502A-502D.

The sensors 304A can monitor both attributes of the
clusters 1 and 8, the sensors 3048 can monitor both attri-
butes of the clusters 2 and 5, the sensors 304D can monitor
both attributes of the clusters 4 and 6, and the sensors 304C
can monitor both attributes of the clusters 3 and 7. Each of
the sensors 304A-304D can include a sensor to monitor the
first attribute (e.g., sensor 304A-304D) and a sensor to
monitor the second attribute. In this manner, the amount of
communication network circuitry or power devices can be
retained at or near that required to monitor just one attribute.
Note that not all attributes overlap 1n a manner 1n which the
same number of sensor locations can be used for multiple
attributes as can be used for a single attribute. The embodi-
ment 1llustrated just happens to work out that way.

FIG. 7 illustrates, by way of example, a diagram of an
embodiment of a method 700 for sensor deployment 1n a
geographical region. The method 700 as illustrated includes,
generating (e.g., by processing circuitry) a feature vector
based on image data and soil data, the image data of an
image ol the geographical region produced by an aerial
vehicle, the image data representative of an attribute of the
attributes of the soil or foliage, and the soil data indicating
physical characteristics of soil of cells within the geographi-
cal region, at operation 710; producing a matrix including
entries mdicating how similar the cells are 1in terms of the
image data and the soil data based on the feature vector, at
operation 720; and producing, (e.g., by clustering circuitry)
based on the matrix, data indicating a cluster of clusters to
which each cell of the cells belongs, each cell more similar,
in terms of the soil data and image data, to other cells of the
cluster to which they belong than cells of other clusters, each
cluster indicating a location at which to situate a sensor of
the sensors to monitor the attribute, at operation 730.

The image data can include one or more of multi-spectral
image data and color image data, the attribute includes one
of soil moisture and soil temperature, and the physical
characteristics of the soil include at least one of soil texture,
so1l structure, consistence, particle density, bulk density,
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pore space, color, and permeability. The feature vector can
include, for each cell of the cells, an average of the image
data corresponding to the cell and soil data corresponding to
the cell for one or more of the physical characteristics. The
method 700 can further include, wherein the 1mage data 1s
first image data of a first image and 1s representative of a first
attribute, the feature vector 1s a first feature vector, the
matrix 1s a first matrix, the data 1s first data, the cluster and
clusters are a first cluster and first clusters, respectively, and
the sensor and sensors are a first sensor and first sensors,
respectively. The method 700 can further include receiving
second 1mage data of a second 1mage of the geographical
region, the second image data representative of a second
attribute of the soil or foliage. The method 700 can further
include generating a second feature vector based on the
second 1mage data and the soi1l data. The method 700 can
turther include producing a second matrix including entries
indicating how similar the cells are 1n terms of the image
data and the soi1l data. The method 700 can further include
producing second data indicating a second cluster of second
clusters to which each cell of the cells belongs, each cell
more similar, 1n terms of the soil data and 1image data, to
other cells of the second cluster to which they belong than
cells of other second clusters, each second cluster indicating
a location at which to situate a second sensor of second
sensors to monitor the second attribute.

The method 700 can further include comparing the first
clusters and the second clusters to determine locations 1n the
geographical region where a cluster of the first cluster
overlaps with a cluster of the second clusters. The method
700 can further include producing data indicating the loca-
tions of overlap 1 which to place both (a) a sensor of the first
sensors and (b) a second sensor of the second sensors.

The method 700 can further include, wherein the feature
vector includes, for each cell of the cells, an average of the
image data corresponding to the cell and soi1l data corre-
sponding to the cell for one or more of the physical char-
acteristics. The method 700 can further include, wherein the
feature vector includes a row of data for each cell of the
cells, each row including data for that cell. The method 700
can further include, wherein generating the matrix includes
using a radial basis function with the feature vector as input.
The method 700 can further include, wherein the radial basis
function 1s a Gaussian radial basis function. The method 700
can further include, wherein producing the data indicating a
cluster of clusters to which each cell of the cells belongs
includes using a k-means clustering unsupervised machine
learning technique.

FI1G. 8 1llustrates, by way of example, a block diagram of
an embodiment of a machine 800 (e.g., a computer system)
to 1mplement one or more embodiments. One example
machine 800 (in the form of a computer), may include a
processing unit 1002, memory 1003, removable storage
1010, and non-removable storage 1012. Although the
example computing device 1s 1illustrated and described as
machine 800, the computing device may be in different
forms 1n different embodiments. For example, the comput-
ing device may instead be a smartphone, a tablet, smart-
watch, or other computing device including the same or
similar elements as illustrated and described regarding FIG.
8. Devices such as smartphones, tablets, and smartwatches
are generally collectively referred to as mobile devices.
Further, although the various data storage eclements are
illustrated as part of the machine 800, the storage may also
or alternatively include cloud-based storage accessible via a
network, such as the Internet.
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Memory 1003 may include volatile memory 1014 and
non-volatile memory 1008. The machine 800 may include—
or have access to a computing environment that includes—a
variety of computer-readable media, such as volatile
memory 1014 and non-volatile memory 1008, removable
storage 1010 and non-removable storage 1012. Computer
storage 1ncludes random access memory (RAM), read only
memory (ROM), erasable programmable read-only memory
(EPROM) & electrically erasable programmable read-only
memory (EEPROM), flash memory or other memory tech-
nologies, compact disc read-only memory (CD ROM), Digi-
tal Versatile Disks (DVD) or other optical disk storage,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices capable of storing computer-
readable 1nstructions for execution to perform functions
described herein.

The machine 800 may include or have access to a com-
puting environment that includes mput 1006, output 1004,
and a communication connection 1016. Output 1004 may
include a display device, such as a touchscreen, that also
may serve as an mput device. The mput 1006 may include
one or more ol a touchscreen, touchpad, mouse, keyboard,
camera, one or more device-specific buttons, one or more
sensors integrated within or coupled via wired or wireless
data connections to the machine 800, and other mput
devices. The computer may operate 1n a networked envi-
ronment using a communication connection to connect to
one or more remote computers, such as database servers,
including cloud based servers and storage. The remote
computer may include a personal computer (PC), server,
router, network PC, a peer device or other common network
node, or the like. The communication connection may
include a Local Area Network (LAN), a Wide Area Network
(WAN), cellular, Institute of Electrical and Electronics Engi-
neers (IEEE) 802.11 (Wi1-Fi1), Bluetooth, or other networks.

Computer-readable 1nstructions stored on a computer-
readable storage device are executable by the processing
unit 1002 of the machine 800. A hard drive, CD-ROM, and
RAM are some examples of articles including a non-tran-
sitory computer-readable medium such as a storage device.
For example, a computer program 1018 may be used to
cause processing unit 1002 to perform one or more methods
or algorithms described herein.

Additional notes and examples:

Example 1 includes a device for determining where to
situate sensors 1 a geographical region to account for
attribute vanation of soil or foliage 1n the geographical
region, the device comprising first processing circuitry con-
figured to receive 1image data of an 1mage of the geographi-
cal region, the 1mage data representative of an attribute of
the soil or foliage, receive soi1l data regarding physical
characteristics of so1l of cells within the geographical region,
generate a feature vector based on the image data and the
so1l data, and produce a matrix including entries indicating,
how similar the cells are in terms of the image data and the
so1l data, second processing circuitry to implement a clus-
tering circuitry configured to receive the matrix as iput, and
produce data indicating a cluster of clusters to which each
cell of the cells belongs, each cell more similar, 1n terms of
the soil data and 1mage data, to other cells of the cluster to
which they belong than cells of other clusters, each cluster
indicating a location at which to situate a sensor of the
sensors to monitor the attribute.

In Example 2, Example 1 further includes, wherein the
image data includes one of multi-spectral 1mage data and
color image data, and the attribute includes one of soil
moisture and soil temperature.
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In Example 3, at least one of Examples 1-2 can further
include, wherein the physical characteristics of the soil
include at least one of soil texture, soil structure, consis-
tence, particle density, bulk density, pore space, color, and
permeability.

In Example 4, at least one of Examples 1-3 can further
include, wherein the feature vector includes, for each cell of
the cells, an average of the image data corresponding to the
cell and soi1l data corresponding to the cell for one or more
of the physical characteristics.

In Example 5, Example 4 can further include, wherein the
feature vector includes a row of data for each cell of the
cells, each row including data for that cell.

In Example 6, at least one of Examples 1-5 can further
include, wherein generating the matrix includes using a
radial basis function with the feature vector as input.

In Example 7, Example 6 can further include, wherein the
radial basis function 1s a Gaussian radial basis function.

In Example 8, at least one of Examples 1-7 can further
include, wherein producing the data indicating a cluster of
clusters to which each cell of the cells belongs includes
using a k-means clustering unsupervised machine learning,
technique.

In Example 9, at least one of Examples 1-8 can further
include, wherein the 1mage data 1s first image data of a first
image and 1s representative of a first attribute, the feature
vector 1s a first feature vector, the matrix 1s a first matrix, the
data 1s first data, the cluster and clusters are a first cluster and
first clusters, respectively, and the sensor and sensors are a
first sensor and first sensors, respectively, and wherein the
first processing circuitry 1s further configured to receive
second 1mage data of a second 1image of the geographical
region, the second image data representative of a second
attribute of the soil or foliage, generate a second feature
vector based on the second 1image data and the soil data, and
produce a second matrix including entries indicating how
similar the cells are in terms of the image data and the soil
data, the second processing circuitry is further configured to
receive the second matrix as iput, and produce second data
indicating a second cluster of second clusters to which each
cell of the cells belongs, each cell more similar, in terms of
the soil data and image data, to other cells of the second
cluster to which they belong than cells of other second
clusters, each second cluster indicating a location at which
to situate a second sensor of second sensors to monitor the
second attribute.

In Example 10, Example 9 can further include, wherein
the first processing circuitry 1s further configured to compare
the first clusters and the second clusters to determine loca-
tions 1n the geographical region where a cluster of the first
cluster overlaps with a cluster of the second clusters, and
produce data indicating the locations of overlap in which to
place both (a) a sensor of the first sensors and (b) a second
sensor of the second sensors.

Example 11 includes a method for determining where to
situate sensors 1n a geographical region to account for
attribute variation of one or more attributes of soil or foliage
in the geographical region, the device comprising generat-
ing, by processing circuitry, a feature vector based on image
data and soil data, the image data of an i1mage of the
geographical region produced by an aerial vehicle, the image
data representative of an attribute of the attributes of the soil
or foliage, and the soil data indicating physical characteris-
tics of soil of cells within the geographical region, producing,
a matrix including entries indicating how similar the cells
are 1n terms of the 1image data and the so1l data based on the
teature vector, and producing, at a clustering circuitry and
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based on the matrix, data indicating a cluster of clusters to
which each cell of the cells belongs, each cell more similar,
in terms of the soi1l data and image data, to other cells of the
cluster to which they belong than cells of other clusters, each
cluster indicating a location at which to situate a sensor of
the sensors to monitor the attribute.

In Example 12, Example 11 can further include, wherein
the image data includes one of multi-spectral image data and
color image data, the attribute includes one of soi1l moisture
and so1l temperature, and the physical characteristics of the
so1l include at least one of soil texture, soil structure,
consistence, particle density, bulk density, pore space, color,
and permeability.

In Example 13, at least one of Examples 11-12 can turther
include, wherein the feature vector includes, for each cell of
the cells, an average of the image data corresponding to the
cell and so1l data corresponding to the cell for one or more
of the physical characteristics.

In Example 14, at least one of Examples 11-13 can further
include, wherein the 1mage data 1s first image data of a first
image and 1s representative of a first attribute, the feature
vector 1s a first feature vector, the matrix 1s a first matrix, the
data 1s first data, the cluster and clusters are a first cluster and
first clusters, respectively, and the sensor and sensors are a
first sensor and first sensors, respectively, and wherein the
method further comprises receiving second image data of a
second 1mage of the geographical region, the second 1image
data representative of a second attribute of the soil or
foliage, generating a second feature vector based on the
second 1mage data and the soil data, producing a second
matrix mcluding entries indicating how similar the cells are
in terms of the image data and the soil data, and producing
second data indicating a second cluster of second clusters to
which each cell of the cells belongs, each cell more similar,
in terms of the soil data and image data, to other cells of the
second cluster to which they belong than cells of other
second clusters, each second cluster indicating a location at
which to situate a second sensor of second sensors to
monitor the second attribute.

In Example 15, Example 14 can further include compar-
ing the first clusters and the second clusters to determine
locations 1n the geographical region where a cluster of the
first cluster overlaps with a cluster of the second clusters,
and producing data indicating the locations of overlap 1n
which to place both (a) a sensor of the first sensors and (b)
a second sensor of the second sensors.

Example 16 includes a non-transitory machine-readable
medium including istructions that, when executed by a
machine, configure the machine to perform operations com-
prising generating a feature vector based on 1image data and
so1l data, the image data of an image of the geographical
region produced by an aerial vehicle, the image data repre-
sentative of an attribute of the attributes of the soil or foliage,
and the soi1l data indicating physical characteristics of soil of
cells within the geographical region, producing a matrix
including entries indicating how similar the cells are 1n
terms of the image data and the soil data based on the feature
vector, and producing data indicating a cluster of clusters to
which each cell of the cells belongs, each cell more similar,
in terms of the soil data and image data, to other cells of the
cluster to which they belong than cells of other clusters, each
cluster indicating a location at which to situate a sensor of
the sensors to monitor the attribute.

In Example 17, Example 16 can further include, wherein
the feature vector includes a row of data for each cell of the
cells, each row including data for that cell, and wherein
producing the data indicating a cluster of clusters to which
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cach cell of the cells belongs includes using a k-means
clustering unsupervised machine learning technique.

In Example 18, at least one of Examples 16-17 can further
include, wherein generating the matrix includes using a
radial basis function to generate the matrix with the feature
vector as mput, and wherein the radial basis function 1s a
(Gaussian radial basis function.

In Example 19, at least one of Examples 16-18 can further
include, wherein the 1mage data 1s first image data of a first
image and 1s representative of a first attribute, the feature
vector 1s a first feature vector, the matrix 1s a first matrix, the
data 1s first data, the cluster and clusters are a first cluster and
first clusters, respectively, and the sensor and sensors are a
first sensor and first sensors, respectively, and wherein the
operations further comprise receiving second 1image data of
a second 1mage of the geographical region, the second 1image
data representative of a second attribute of the soil or
foliage, generating a second feature vector based on the
second 1mage data and the soil data, producing a second
matrix imcluding entries indicating how similar the cells are
in terms of the image data and the soil data, and producing
second data indicating a second cluster of second clusters to
which each cell of the cells belongs, each cell more similar,
in terms of the soil data and 1image data, to other cells of the
second cluster to which they belong than cells of other
second clusters, each second cluster indicating a location at
which to situate a second sensor of second sensors to
monitor the second attribute.

In Example 20, Example 19 can turther include, wherein
the operations turther comprise comparing the first clusters
and the second clusters to determine locations in the geo-
graphical region where a cluster of the first cluster overlaps
with a cluster of the second clusters, and producing data
indicating the locations of overlap 1n which to place both (a)
a sensor of the first sensors and (b) a second sensor of the
second sensors.

Although a few embodiments have been described 1in
detail above, other modifications are possible. For example,
the logic flows depicted 1n the figures do not require the
order shown, or sequential order, to achieve desirable
results. Other steps may be provided, or steps may be
climinated, from the described flows, and other components
may be added to, or removed from, the described systems.
Other embodiments may be within the scope of the follow-
ing claims.

What 1s claimed 1s:

1. A device for determining where to situate sensors 1n a
geographical region to account for attribute variation of soil
or foliage 1n the geographical region, the device comprising:

first processing circuitry configured to:

receive 1mage data of an 1mage of the geographical

region, the 1image data representative of an attribute of
the soil or foliage;

receive soil data regarding physical characteristics of soil

of cells within the geographical region;

generate a feature vector based on the 1image data and the

so1l data; and

produce a matrix including entries indicating how similar

the cells are 1n terms of the 1image data and the soil data;
second processing circuitry to implement a clustering
circuitry configured to:

receive the matrix as input; and

produce data indicating a cluster of clusters to which each

cell of the cells belongs, each cell more similar, 1n terms
of the so1l data and image data, to other cells of the
cluster to which they belong than cells of other clusters,
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cach cluster indicating a location at which to situate a
sensor of the sensors to monitor the attribute.
2. The device of claim 1, wherein the image data includes
one of multi-spectral 1mage data and color image data, and
the attribute includes one of so1l moisture and soil tempera-
ture.
3. The device of claim 1, wherein the physical character-
1stics of the soil include at least one of soil texture, soil
structure, consistence, particle density, bulk density, pore
space, color, and permeability.
4. The device of claim 1, wherein the feature vector
includes, for each cell of the cells, an average of the image
data corresponding to the cell and so1l data corresponding to
the cell for one or more of the physical characteristics.
5. The device of claim 4, wherein the feature vector
includes a row of data for each cell of the cells, each row
including data for that cell.
6. The device of claim 1, wherein producing the matrix
includes using a radial basis function with the feature vector
as nput.
7. The device of claim 6, wherein the radial basis function
1s a Gaussian radial basis function.
8. The device of claim 1, wherein producing the data
indicating a cluster of clusters to which each cell of the cells
belongs includes using a k-means clustering unsupervised
machine learning technique.
9. The device of claim 1, wherein the 1image data 1s first
image data of a first image and 1s representative of a first
attribute, the feature vector 1s a first feature vector, the
matrix 1s a first matrix, the data 1s first data, the cluster and
clusters are a first cluster and first clusters, respectively, and
the sensor and sensors are a first sensor and first sensors,
respectively, and wherein the first processing circuitry 1s
turther configured to:
recerve second i1mage data of a second image of the
geographical region, the second 1image data represen-
tative of a second attribute of the soil or foliage;

generate a second feature vector based on the second
image data and the soil data; and

produce a second matrix including entries indicating how

similar the cells are 1n terms of the image data and the
so1l data;

the second processing circuitry 1s further configured to:

receive the second matrix as input; and

produce second data indicating a second cluster of second

clusters to which each cell of the cells belongs, each
cell more similar, 1n terms of the soil data and 1mage
data, to other cells of the second cluster to which they
belong than cells of other second clusters, each second
cluster indicating a location at which to situate a second
sensor ol second sensors to monitor the second attri-
bute.

10. The device of claim 9, wherein the first processing
circuitry 1s further configured to:

compare the first clusters and the second clusters to

determine locations in the geographical region where a
cluster of the first cluster overlaps with a cluster of the
second clusters; and

produce data indicating the locations of overlap 1n which

to place both (a) a sensor of the first sensors and (b) a
second sensor of the second sensors.

11. A method for determining where to situate sensors in
a geographical region to account for attribute variation of
one or more attributes of soil or foliage 1n the geographical
region, the method comprising:

generating, by processing circuitry, a feature vector based

on 1mage data and soil data, the image data of an 1mage
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of the geographical region produced by an aeral
vehicle, the image data representative of an attribute of
the attributes of the soil or foliage, and the soil data
indicating physical characteristics of soil of cells within
the geographical region; d

producing a matrix including entries indicating how simi-
lar the cells are 1n terms of the 1mage data and the soil
data based on the feature vector; and

producing, at clustering circuitry and based on the matrix,
data indicating a cluster of clusters to which each cell
of the cells belongs, each cell more similar, in terms of
the soil data and 1image data, to other cells of the cluster
to which they belong than cells of other clusters, each
cluster indicating a location at which to situate a sensor

ol the sensors to monitor the attribute.
12. The method of claim 11, wherein the 1mage data
includes one of multi-spectral image data and color 1image
data, the attribute includes one of soil moisture and soil
temperature, and the physical characteristics of the soil ,,
include at least one of soil texture, soil structure, consis-
tence, particle density, bulk density, pore space, color, and
permeability.
13. The method of claim 11, wherein the feature vector
includes, for each cell of the cells, an average of the image
data corresponding to the cell and soil data corresponding to
the cell for one or more of the physical characteristics.
14. The method of claim 11, wherein the 1image data 1s
first image data of a first image and 1s representative of a first
attribute, the feature vector 1s a first feature vector, the ,,
matrix 1s a first matrix, the data 1s first data, the cluster and
clusters are a first cluster and first clusters, respectively, and
the sensor and sensors are a first sensor and first sensors,
respectively, and wherein the method further comprises:
recelving second image data of a second image of the .
geographical region, the second 1image data represen-
tative of a second attribute of the soil or foliage;

generating a second feature vector based on the second
image data and the soil data;

producing a second matrix including entries indicating ,,

how similar the cells are 1n terms of the image data and
the so1l data; and

producing second data indicating a second cluster of

second clusters to which each cell of the cells belongs,
each cell more similar, in terms of the soil data and ,;
image data, to other cells of the second cluster to which
they belong than cells of other second clusters, each
second cluster indicating a location at which to situate
a second sensor of second sensors to monitor the
second attribute. 50
15. The method of claim 14, further comprising:
comparing the first clusters and the second clusters to
determine locations in the geographical region where a
cluster of the first cluster overlaps with a cluster of the
second clusters; and 55
producing data indicating the locations of overlap in
which to place both (a) a sensor of the first sensors and
(b) a second sensor of the second sensors.

16. A non-transitory machine-readable medium including
instructions that, when executed by a machine, configure the
machine to perform operations comprising;:
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generating a feature vector based on 1mage data and soil
data, the 1image data of an 1image of the geographical
region produced by an aerial vehicle, the image data
representative of an attribute of attributes of the soil or
foliage, and the soil data indicating physical character-
istics of soil of cells within the geographical region;

producing a matrix including entries indicating how simi-
lar the cells are 1in terms of the 1mage data and the soil
data based on the feature vector; and
producing data indicating a cluster of clusters to which
cach cell of the cells belongs, each cell more similar, 1n
terms of the soil data and 1image data, to other cells of
the cluster to which they belong than cells of other
clusters, each cluster indicating a location at which to
situate a sensor of sensors to monitor the attribute.
17. The non-transitory machine-readable medium of
claim 16, wherein the feature vector includes a row of data
for each cell of the cells, each row including data for that
cell, and wherein producing the data indicating a cluster of
clusters to which each cell of the cells belongs includes
using a k-means clustering unsupervised machine learning
technique.
18. The non-transitory machine-readable medium of
claiam 16, wherein producing the matrix includes using a
radial basis function to generate the matrix with the feature
vector as mput, and wherein the radial basis function 1s a
(Gaussian radial basis function.
19. The non-transitory machine-readable medium of
claim 16, wherein the 1image data 1s first image data of a first
image and 1s representative of a first attribute, the feature
vector 1s a first feature vector, the matrix 1s a first matrix, the
data 1s first data, the cluster and clusters are a first cluster and
first clusters, respectively, and the sensor and sensors are a
first sensor and first sensors, respectively, and wherein the
operations further comprise:
recerving second image data of a second image of the
geographical region, the second 1image data represen-
tative of a second attribute of the soil or foliage;

generating a second feature vector based on the second
image data and the soil data;

producing a second matrix including entries indicating

how similar the cells are 1n terms of the image data and
the soil data; and

producing second data indicating a second cluster of

second clusters to which each cell of the cells belongs,
each cell more similar, in terms of the soil data and
image data, to other cells of the second cluster to which
they belong than cells of other second clusters, each
second cluster indicating a location at which to situate
a second sensor of second sensors to monitor the
second attribute.

20. The non-transitory machine-readable medium of
claim 19, wherein the operations further comprise:

comparing the first clusters and the second clusters to

determine locations 1n the geographical region where a
cluster of the first cluster overlaps with a cluster of the
second clusters; and

producing data indicating the locations of overlap 1n

which to place both (a) a sensor of the first sensors and
(b) a second sensor of the second sensors.
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