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(57) ABSTRACT

A memory system configured to support internal data (DQ)
termination of a data bufler 1s provided. The memory system
includes a first memory module, which 1s a target memory
module accessed by an external device, and a second
memory module, which 1s a non-target memory module not

accessed by the external device. The second memory mod-
ule performs the internal DQ termination on an internal data
path during an internal operation mode 1n which data
communication 1s performed by using the internal data path
between internal memory chips. Signal reflection over the
internal data path 1s reduced or prohibited due to the internal
DQ termination, and thus, signal integrity 1s improved.

20 Claims, 14 Drawing Sheets

100
4
g
Ly H " 1ry -~ T 0

; rarger 1 MNor--Target Pt
P MM DIMIMZ
b 5 4 434 {04
E o ]:1 - 1 +:in £
: . ot (5] |
: NV i '
- o] [} | |
P 1'|2 210 !
= ’ &

105 L DRAM | gi |
N E COTROLLER
E i‘g‘.ﬂ ﬂﬂﬂﬂﬂ _:4'. W ]
: i 113
: 51

CPY SR R 1032
L bE ‘= N
L O P OGS i  OUTH2Y = Q081 |
LT T . SSSSSSSSL NS
1 :
‘% N3 r

Data Bug (134)

CA Bug {132) »
,




US 10,684,979 B2

Page 2
(56) References Cited
U.S. PATENT DOCUMENTS
7,716,411 B2* 5/2010 Panabaker .............. GO6F 12/06
711/101
8,274,308 B2 9/2012 McCall et al.
8,539,145 B1* 9/2013 Warnes ............... GO6F 13/1684
711/105
9,158,726 B2* 10/2015 Xu ...ccooevevrrnnnnnnn GO6F 13/4086
9,166,583 B2 10/2015 Oh et al.
9,183,901 B2* 11/2015 Kim ..., G110 5/063
9.432,018 B2* 8/2016 Park ................... HO3K 19/0013
2008/0112233 AL* 5/2008 W00 .....coooevvivinnnnn, G11C 7/1045
365/189.05
2009/0063761 Al 3/2009 Gower et al.
2009/0284281 Al 11/2009 Oh et al.
2011/0095783 Al 4/2011 Ferolito et al.
2013/0086309 Al* 4/2013 Lee ...cooooevrvinnnnnnn, GO6F 12/0246
711/103
2014/0185374 Al 7/2014 Ramachandra
2015/0084672 Al 3/2015 Oh et al.
2015/0261446 Al 9/2015 Lee
2015/0331817 A1 11/2015 Han et al.
2016/0065212 Al1* 3/2016 McCall ................ G11C 7/1045
326/30
2016/0092351 Al* 3/2016 Uematsu ............. GO6F 12/0246
711/103
2016/0203065 Al* 7/2016 Benedict .............. G11C 7/1012
714/6.3
2016/0291894 Al 10/2016 Yeung et al.
2016/0314822 Al 10/2016 Yeung et al.
2017/0093400 Al 3/2017 Bains et al.
2017/0178750 Al1* 6/2017 Kang ................. G11C 11/4074

* cited by examiner



US 10,684,979 B2

Sheet 1 of 14

Jun. 16, 2020

U.S. Patent

T

eI

| HITIOHLNGD

1530

650

| HITIOHLNGO

| ) K |

I

(1dJ

601"



(z81) g ¥
(v€ 1) Sng eleq

US 10,684,979 B2

590

2500 _ W Nd9

-

- m -

2 Wmmﬁoﬁwa Y S—
M\ﬂu m | MO | d
Q

&

<

=

—

-

mgzaw W AN
Jal jabie | -UON G4 1elie]

¢ Jid

U.S. Patent



(z81) g ¥
(v€ 1) Sng eleq

US 10,684,979 B2

15001

) cS00
E | HITIONINGD

. _ 290
Q

~

°

=

2

21- 1oBie-UON o

OUL

L Uld

U.S. Patent

CE00 0O 00D 0K WOX 00 OO W00 ODOD 030N

(1dJ

601"



FiL) ITIOHINGD

N .
i HOOL IOOH DOGE WOM MOD 05N OO DOGO OOOL M3 DAGH WOO( 003 AOLE WION 00D 00D JOD3 DOON B0y m.......w WW

US 10,684,979 B2

iBJjng
noul

+
] ;
ey riarier  riartm wiwrls et et At et

1BYng
yaing
BB

L8 m ot >

e e e o e o e s ok Al o e s e e e e

Sheet 4 of 14

AVHO = = e e e e b e m DD
)

Jun. 16, 2020

vooold

U.S. Patent

=

140 WO1/0]



FiL) ITIOHINGD

€N e
| o o o e . e e e e e . . e g &3 o3

US 10,684,979 B2

3ie ,,.im
.................................................................................. :
.......................... :
viihg :
oyl m
=2 BiE( M
SO K4 A N I 1 4 A 3
w hmmmm ....... |
7 wwwmo m@ (GOL) NdD Wol/0]
__________________________ b ob g
Q
&
] i
=
—
-

S K|

U.S. Patent



L) HITIOHINOGD

US 10,684,979 B2

2 Z
g e ey S s
028 0 028~
.................................................................................. :
__________________________ : .
oG M m
G} ; %
- eieg ; H
= | :
& b Rl e b 1§ AQWUGAL ] g
3 134ng fon?
= nding s 34
BIE
__________________________ AL ut
—
S
g |
o AN
=
'
—

9 Ul

U.S. Patent

pel

=

140 WO1/0]



U.S. Patent Jun. 16, 2020 Sheet 7 of 14 US 10,684,979 B2

FIG. 7

Non~Target DIMMZ

internal DO Termé‘mtian



US 10,684,979 B2

alaw alaals  Alaals  oalls
L v omle wsle el woale ek dw ek

St fwPar Fate P T

-‘-‘-E-‘-—“-‘-‘-—‘--‘-‘--‘-‘-

ﬁ
ﬁ
M
!
*

L T T ] L L B X ]

“
H
M
:
w

L kB % ] -a -E. -ET

bR L

: w :
NG L

llllllll'ﬂllllllll

M m
w } !

__,.“__Qv 3P0 Sm B18d0 _mﬁm

e

AVE L Py vt o EY )Y

L L 8 % 8 8 N % L N % 8 % % L § e, alie, nlle. alie, i, nlie. nlle. nle. e, ke, i, nlle. ale. ok, ol ol ule e, ok, ol A o, e, ol ol ol e, o, ol o, e, o, ol ol o, ok, ol ol o, . ol

e ke e mhr - ke b ke ok

30 W

e v vkl e, i ok ol e v ol e e e ol

(£2HE0 10 (22)2100

'
'
'
'
'
L

[ =
e slw ee smss 'smss sssss mess
n--n

*";;/“" P

ﬁ
} M |

e nlie nlie. nle. alle ol ol ol ol

LV

(2083801 D (4/) teusei)
(221 NVH0 (07120 1908 | -LoN
(12 LINAN

e
) L
¥ L
¥ L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
|
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
LT YT Y TR

il nlie. nlle, nlle. nlle. nlle. ol ol

Gl

il alie. nlle. ol i, ol ol nle. ol

| b

il nlie. nlle, nlle. ol nlle. ol ol

Xt

e
LR T

L B

|

Ill'll'lh'll'll'll'll'!l

YLy

RET0H | o

nlir v ol ol wirair coirair wolirnh Brafirw ofr ol nlir ol - ol

-‘.I'll"l"l"l".l".l'll'

At

IShg BIe0) -
(471 1S01;
IS0 ¥ (S L LINVHG
150ie
angq v (LLLWAN (D31 HANIG 1

Py iy gy Sy N Sy Ty T T Sy, Syt Sy Ty T Ty Syl Sy ey T T Syl Sy T T T STyt S,y SNy

Sheet 8 of 14

- e FEyY &S 5SS -FE O "ES BFET BE- OB -a s rEyF -ES- 585 585 5 FPEF BRE- BE - -EE FrEr

il

*mmmﬂﬁmmm'ﬂﬁmmmﬂﬂmmmmﬂw-
Mﬂmwmummwmuﬁmmmtﬁ““mm“mw

mum e dmsms dmsde  smsn ssmsh wansk dmsms e smse csmsr s mdmm dmss dess csmsk sdmsh madew dmsew u.-'_'-._'_“'lu.i O L

munss semsh wessh dwsms e eis smes csmer weinsh mess e smus csmsr ssmss wmess dwsss  slwew smes semeh wessk dweles e elw

w——-——-——--——-—-—--——-—-—-—-——-—-——-—-
¥
L
L
¥
¥
¥
L
¥
¥
¥
L
¥
¥
dacliend cdaclm decls ook ool Beclend ol el lels el ookl el ocdeols ook mcleh lew ks olels ool
et et et effeth  wte leftet et et sfteth eheft lefhet hethet Shefts Sl ethet wet hethet et ot

—— e e e w—— ——
e aerw EErm e wrem
" er e et T T fate TeTes et 2T T Pt
i e e e s s A i

wirair coiiralir ol e oliew ol ol nlir olir e o

]
]
L]
|
M
]
]
]
|
]
|
]
]
L
]
1

1181 34 @l vl £l Gl

(o)
Yo
&
free
o
i-‘-'-lr-
y———
-

Jun. 16, 2020
=
-
-

8 Uld

U.S. Patent



U.S. Patent Jun. 16, 2020 Sheet 9 of 14 US 10,684,979 B2

FIG. 9

farget Non~Target

CPU (105) DIMMT(110) DiIMM2(120)

(WR CMD)
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FIG. 11
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MEMORY SYSTEM FOR SUPPORTING
INTERNAL DQ TERMINATION OF DATA
BUFFER

CROSS-REFERENCE TO RELATED D
APPLICATION

This application 1s a continuation of U.S. application Ser.
No. 15/916,929, filed on Mar. 9, 2018, which claims the
benefit of Korean Patent Application Nos. 10-2017-
0058904, filed on May 11, 2017, and 10-2017-0102574,
filed on Aug. 11, 2017, in the Korean Intellectual Property
Oflice, the disclosures of each of which are incorporated
herein 1n their entirety by reference.

10

15

BACKGROUND

Inventive concepts relate to a memory system, and more
particularly, to a memory module having a data buffer ,,
configured to perform, in an internal operation mode of the
memory module, internal data (D(Q) termination which may
increase signal mtegrity, and/or an operating method of the
memory module.

In a field of information processing apparatuses, such as 25
servers, etc., desires for high speed access to high capacity
data, such as a database (DB), have been increased, as the
big data era has advanced. A bottleneck of an operation
capacity of an information processing apparatus dealing
with big data, such as a server, etc., 1s a data loading 30
capability. In order to improve the performance of the
information processing apparatus, connecting a high capac-
ity memory to a central processing unit (CPU) memory bus
connected to the CPU and having a wide range of processing
may be considered. 35

Flash memories have successiully entered into consumer
and enterprise applications by using high performance prod-
ucts. Flash memories having a high data rate are arranged in
the CPU memory bus. A nonvolatile dual inline memory
module (NVDIMM), 1n which the flash memory 1s arranged 40
in the CPU memory bus, has been developed. The
NVDIMM has both a high speed processing technique of
dynamic random-access memory (DRAM) and a high
capacity of the flash memory. The NVDIMM has drawn
attention as demands for big data, clouds, artificial intelli- 45
gence (Al), a high speed network, etc., have increased.

SUMMARY

Inventive concepts provide a memory module having a 50
data buller configured to perform, 1n an 1nternal operation
mode of the memory module, internal data (D(Q) termination
to 1ncrease signal itegrity, and/or an operating method of
the memory module.

According to an example embodiment of inventive con- 55
cepts, there 1s provided a memory module including a
plurality of first memory chips, a plurality of second
memory chips, a controller configured to control an internal
operation mode 1n which data communication 1s performed
between the plurality of first memory chips and the plurality 60
of second memory chips, and a plurality of data buflers
connected to the plurality of second memory chips, respec-
tively, wherein the controller 1s configured to control the
internal operation mode such that during the internal opera-
tion mode, internal data (DQ) termination 1s performed on 65

an 1nternal data path, connecting the plurality of data bufllers
with the plurality of second memory chips.

2

According to an example embodiment of mventive con-
cepts, there 1s provided a memory system including a first
memory module connected to a data bus, the first memory
module being a target memory module accessed by an
external device of the memory system, and a second
memory module connected to the data bus, the second
memory module being a non-target memory module not
accessed by the external device, wherein the second memory
module 1s configured to perform internal data (DQ) termi-
nation on an internal data path, during an internal operation
mode 1n which data communication 1s performed by using
the 1nternal data path of the second memory module.

According to an example embodiment of inventive con-
cepts, there 1s provided an operating method of a memory
system 1ncluding first and second memory modules, the
operating method including accessing the {first memory
module through an external device of the memory system,
performing an internal operation mode by using an internal
data path, 1n the second memory module not accessed by the
external device, and performing internal data (DQ) termi-
nation on the internal data path, during the internal operation
mode of the second memory module.

BRIEF DESCRIPTION OF THE DRAWINGS

Example embodiments of inventive concepts will be more
clearly understood from the following detailed description
taken 1n conjunction with the accompanying drawings in
which:

FIG. 1 15 a block diagram of a memory system according,
to an example embodiment;

FIGS. 2 and 3 are diagrams for describing an access
operation mode and an 1nternal operation mode with respect
to the memory system of FIG. 1;

FIGS. 4 and 3 are diagrams for describing a first memory
module of FIG. 1, which 1s a target memory module;

FIG. 6 1s a diagram for describing a second memory
module of FIG. 1, which 1s a non-target memory module;

FIG. 7 1s a table showing an on/ofl operation of an
on-die-termination (ODT) circuit of FIG. 1, based on an
operation mode;

FIGS. 8 and 9 are diagrams for describing operations of
the memory system of FIG. 1, according to an embodiment;

FIGS. 10 and 11 are diagrams for describing an operation
of the memory system of FIG. 1, according to an embodi-
ment;

FIG. 12 1s a diagram for describing a memory module
according to an embodiment;

FIG. 13 1s a view showing a data eye pattern based on
internal data (DQ) termination of a data bufler in the
memory module of FIG. 12; and

FIG. 14 1s a block diagram of an example of inventive
concepts, which 1s applied to a cloud system.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1l

As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed 1tems.
Expressions such as “at least one of,” when preceding a list
of elements, modily the entire list of elements and do not
modily the imndividual elements of the list.

FIG. 1 1s a block diagram of a memory system 100
according to an example embodiment.

Referring to FIG. 1, the memory system 100 may include
first and second memory modules 110 and 120 and may be
accessed by a central processing unit CPU 105. The CPU



US 10,684,979 B2

3

105 may include an operation unit, e.g. a CPU core, a cache
memory, and/or a memory controller configured to control
the first and second memory modules 110 and 120. The first
and second memory modules 110 and 120 may be nonvola-
tile dual inline memory modules (INVDIMMSs) having a
plurality of packaged memory devices or memory chips.
According to an example embodiment, two memory mod-
ules, for example, the first and second memory modules 110
and 120 in the memory system 100 are described. However,
inventive concepts are not limited thereto, and may 1nclude
various numbers ol memory modules.

In the memory system 100, any one of the first and second
memory modules 110 and 120, on which an access operation
of the CPU 105 1s performed, will be referred to as a target
memory module, and the first or second memory module 110
or 120, on which the access operation of the CPU 105 1s not
performed, will be referred to as a non-target memory
module. The first memory module 110 will be described as
a target memory module Target DIMMI1 and the second
memory module 120 will be described as a non-target
memory module Non-Target DIMM?2.

The first and second memory modules 110 and 120 may
be homogeneous NVDIMMs, as 1illustrated in FIG. 1. The
first and second memory modules 110 and 120 are examples
and the first and second memory modules 110 and 120 do
not limit the scope of inventive concepts. According to
example embodiments, the first and second memory mod-
ules 110 and 120 may be heterogeneous NVDIMMs.

Each of the first and second memory modules 110 and 120
may include a plurality of memory chips, such as non-
volatile memory chips 111 or 121 (hereinafter, referred to as
“NVM chips”) and dynamic random-access memory
(DRAM) chips 112 or 122. Also, each of the first and second
memory modules 110 and 120 may include a plurality of
data buflers 113 or 123 connected to the DRAM chips 112
or 122. The data buflers 113 or 123 may be implemented as
single chips corresponding to the DRAM chips 112 or 122.
Also, each of the first and second memory modules 110 and
120 may include a controller 114 or 124 connected to the
NVMc. 11ps 111 or 121, the DRAM chips 112 or 122, and the
data buflers 113 or 123. The controllers 114 or 124 may be
implemented as single chips configured to control the NVM
chips 111 or 121, the DRAM chips 112 or 122, and the data
builers 113 or 123. According to example embodiments, the
controllers 114 and 124 may be implemented as multiple
chips.

The NVM chips 111 and 121 may be or may include
non-volatile memory devices configured to store data in a
non-volatile way. For example, the NVM chips 111 and 121
may be or may include flash memory devices including flash
memory cells. Alternatively or additionally, the NVM chips
111 and 121 may be or may include memory devices, such
as resistance random-access memory (ReRAM), magnetic
random-access memory (MRAM), phase-change random-
access memory (PCRAM), or the like, which include resis-
tive memory cells. Heremnafter, embodiments will be

described assuming that the NVM chips 111 and 121 are
flash memory devices including NAND or NOR flash
memory cells.

The DRAM chips 112 and 122 may be volatile memory
devices. The DRAM chips 112 and 122 may be or may

include clock synchronization-type DRAM chips, such as
synchronous DRAM (SDRAM). For example, the DRAM

chups 112 and 122 may be memory devices, such as double
data rate (DDR) SDRAM, low power DDR (LPDDR)
SDRAM, graphics DDR (GDDR) SDRAM, Rambus
DRAM (RDRAM®), etc.
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4

The first and second memory modules 110 and 120 may

be mounted 1n a dual inline memory module (DIMM) socket
provided 1n a main board of the memory system 100, so as
to contact a memory bus 130. The memory bus 130 refers to
signal lines formed on a surface of or in the main board of
the memory system 100. The CPU 105 may be connected to
the first and second memory modules 110 and 120 through
the memory bus 130. The memory bus 130 may include a
command/address/control bus 132 (heremafter, referred to
a “CA bus,”) and a data bus 134.
A command signal, an address signal, and/or a control
signal applied from the CPU 105 and used to access the first
and second memory modules 110 and 120 may be transmiut-
ted to the CA bus 132. When the first memory module 110
1s a target memory module accessed by the CPU 105, the
CPU 105 may transmit the command signal, the address
signal, and/or the control signal for a write/read operation
to/from the first memory module 110 to the first memory
module 110 through the CA bus 132. When the second
memory module 120 1s a target memory module, the CPU
105 may transmit the command signal, the address signal,
and/or the control signal for a write/read operation to/from
the second memory module 120 to the second memory
module 120 through the CA bus 132. When the first or the
second memory module 110 or 120 1s a non-target memory
module, the CPU 105 may transmit the command signal
commanding an internal operation mode of the first or the
second memory module 110 or 120 to the first or the second
memory module 110 or 120 through the CA bus 132.

Data that 1s exchanged between the CPU 105 and the first
or the second memory module 110 or 120 may be transmiut-
ted to the data bus 134. When the first memory module 110
1s the target memory module, the CPU 105 may transmit the
data to be written to the first memory module 110 to the first
memory module 110 through the data bus 134, and may
receive the data read from the first memory module 110
through the data bus 134. When the second memory module
120 1s the target memory module, the CPU 1035 may transmit
the data to be written to the second memory module 120 to
the second memory module 120 through the data bus 134,
and may receive the data read from the second memory
module 120 through the data bus 134.

In the first memory module 110, the plurality of NVM
chips 111 may be driven 1n response to a first chip selection
signal CS1, and the plurality of DRAM chips 112 may be
driven 1n response to a second chip selection signal CS2.
According to example embodiments, the plurality of DRAM
chips 112 may be driven 1n response to the first chip
selection signal CS1 and the plurality of NVM chips 111
may be driven in response to the second chip selection signal
CS2.

When the first memory module 110 is the target memory
module, the first and second chip selection signals CS1 and
CS2 may be applied to the controller 114 from the CPU 105
through the CA bus 132. When the first chip selection signal
CS1 1s activated, the controller 114 may control a write
operation to the NVM chips 111 and/or a read operation
from the NVM chips 111. When the second chip selection
signal CS2 1s activated, the controller 114 may control a
write operation to the DRAM chips 112 and/or a read
operation from the DRAM chips 112.

When the controller 114 of the first memory module 110
controls the write operation of the NVM chips 111 based on
the first chip selection signal CS1, data to be written to the
NVM chips 111 may be applied to the data buflers 113
through the data bus 134. The controller 114 may receive

write data DQ of the data buflers 113, organize the write data
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DQ), and provide the write data DQ as write data I/0 of the
NVM chips 111. The controller 114 may control the write
data I/0 to be written, e.g. programmed, to the NVM chips
111.

The controller 114 may include a flash transition layer
(FTL) and/or a mapping table. The controller 114 may
perform management with respect to write, read, and erase
operations, etc., ol the NVM chips 111 by using the FTL
and/or the mapping table. The FTL may convert an address
for example, a logical address, provided from the CPU 1035
into a physical address indicating a physical location of a
memory cell to be actually accessed by the NVM chips 111.
The FTL may generate the physical address by performing
a conversion operation with respect to the logical address,
based on a mapping unmt having a specific, (or, alternatively,
predetermined), size, and may provide the generated physi-
cal address to the NVM chips 111. The mapping table may
store mapping information between the logical address from
the CPU 105 and the physical address of the NVM chips 111,
the physical address corresponding to the logical address.
The controller 114 may convert the logical address into the
physical address with reference to the mapping information.
The NVM chips 111 may write the write data I/O to memory
cells corresponding to the physical address.

When the controller 114 of the first memory module 110
controls the read operation of the NVM chips 111 based on
the first chip selection signal CS1, the controller 114 may
convert a logical address provided from the CPU 103 1nto a
physical address and may provide the converted physical
address to the NVM chips 111. The NVM chips 111 may
read data I/O from memory cells corresponding to the
physical address. The controller 114 may receive the data
I/O from the NVM chips 111, may process the data I/O 1n a
data access unit, and may provide the data I/O as read data
DQ of the data buflers 113. The controller 114 may control
the read data DQ of the data buflers 113 to be transmitted to
the data bus 134 and provided to the CPU 105.

When the controller 114 of the first memory module 110
controls the write operation of the DRAM chips 112 based
on the second chip selection signal CS2, data to be written
to the DRAM chips 112 may be applied to the data buflers
113 through the data bus 134. The controller 114 may control
write data DQ of the data buflers 113 to be written to the
DRAM chips 112.

When the controller 114 of the first memory module 110
controls the read operation of the DRAM chips 112 based on
the second chip selection signal CS2, the controller 114 may
control data DQ read from the DRAM chips 112 to be
transmitted to the data bus 134 and provided to the CPU 105
through the data builers 113.

In the second memory module 120, the plurality of NVM
chips 121 may be drniven in response to the first chip
selection signal CS1 and the plurality of DRAM chips 122
may be driven 1n response to the second chip selection signal
CS2. When the second memory module 120 i1s the target
memory module, the first and second chip selection signals
CS1 and CS2 may be applied to the controller 124 from the
CPU 105 through the CA bus 132. When the first chip
selection signal CS1 1s activated, the controller 124 may
control a write operation to the NVM chips 121 and/or a read
operation from the NVM chips 121. When the second chip
selection signal CS2 1s activated, the controller 124 may
control a write operation to the DRAM chips 122 and/or a
read operation from the DRAM chips 122.

When the controller 124 of the second memory module
120 controls the write operation of the NVM chips 121
based on the first chip selection signal CS1, data to be
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written to the NVM chips 121 may be applied to the data
buflers 123 through the data bus 134. The controller 124
may recerve write data DQ of the data buflers 123, organize
the write data DQ, and provide the write data D(Q as write
data I/O of the NVM chips 121. The controller 124 may
control the write data I/O to be written to the NVM chips
121.

When the controller 124 of the second memory module
120 controls the read operation of the NVM chips 121 based

on the first chip selection signal CS1, the controller 124 may
receive the data I/O read from the NVM chips 121, process
the data I/O 1n a data access unit, and provide the data I/O
as read data DQ of the data buflers 123. The controller 124
may control the read data DQ) of the data buflers 123 to be
transmitted to the data bus 134 and provided to the CPU 105.

When the controller 124 of the second memory module
120 controls the write operation of the DRAM chips 122
based on the second chip selection signal CS2, data to be
written to the DRAM chips 122 may be applied to the data
buflers 123 through the data bus 134. The controller 124
may control write data D(Q of the data buflers 123 to be
written to the DRAM chips 122.

When the controller 124 of the second memory module
120 controls the read operation of the DRAM chips 122
based on the second chip selection signal CS2, the controller
124 may control the data DQ read from the DRAM chips
122 to be transmitted to the data bus 134 and provided to the
CPU 105 through the data buflers 123.

As a speed of signal transmission between the CPU 105
and the first and second memory modules 110 and 120
increases, a delay time for the signal transmission 1s desired
to be reduced or minimized. To this end, a swing range of a
signal interfaced between the CPU 1035 and the first and
second memory modules 110 and 120 has been decreased.
As the swing range of the signal i1s decreased, an eflfect on
external noise increases, and signal reflection from an inter-
face terminal due to impedance mismatching becomes
important. When impedance mismatching occurs 1n a pro-
cess of signal transmission, a signal integrity 1ssue occurs. In
order to increase the signal integrity by minimizing the
signal reflection from the interface terminal between the
CPU 105 and the first and second memory modules 110 and
120, an impedance matching circuit, which may be referred
to as an on-die-termination (ODT) circuit, may be adopted.

The data builers 113 and 123 of the first and second
memory modules 110 and 120 may be arranged in the
interface terminals between the CPU 105 and the first and
second memory modules 110 and 120. Each of the data
buflers 113 and 123 of the first and second memory modules

110 and 120 may include a first ODT circuit 11 or 21 and a
second ODT circuit 12 or 22. The first ODT circuits 11 and
21 and the second ODT circuits 12 and 22 may perform an
ODT operation 1n response to the first and second ODT
control signals OCS1 and OCS2 from the controllers 114
and 124 of the first and second memory modules 110 and
120.

The first ODT circuits 11 and 21 and the second ODT
circuits 12 and 22 may be selectively turned on or off based
on operation modes of the first and second memory modules
110 and 120, such as an access operation mode, a normal
mode, and/or an internal operation mode. Hereinatter, the
operation modes of the first and second memory modules
110 and 120 will be described 1n detail.

FIGS. 2 and 3 are diagrams for describing an access

operation mode and an 1nternal operation mode with respect
to the memory system 100 of FIG. 1. FIG. 2 describes that
the CPU 1035 accesses the NVM chips 111 of the first
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memory module 110, and the access operation mode in
which the DRAM chips 112 are accessed 1s described with
reference to FIG. 3. In FIGS. 2 and 3, the second memory
module 120 may operate in the internal operation mode.

Referring to FIG. 2, for brevity of description, each of the
first and second memory modules 110 and 120 shows one
NVM chip 111 or 121, one DRAM chip 112 or 122, and one
data builer 113 or 123 corresponding to the DRAM chip 112
or 122, from among the plurality of memory chips described
with reference to FIG. 1; however, inventive concepts are
not limited thereto. The NVM chip 111 of the first memory
module 110 indicates a memory chip on which the access
operation of the CPU 105 1s performed, and the NVM chip
121 and the DRAM chip 122 of the second memory module
120 indicate memory chips which operate in the internal
operation mode without involving the CPU 105.

When the first memory module 110 1s a target memory
module, the CPU 105 may perform the access operation with
respect to the first memory module 110 through the CA bus
132 and the data bus 134. The CPU 105 may transmit a
command signal, an address signal, and/or a control signal
for a write/read operation to/from the first memory module
110 to the controller 114 of the first memory module 110
through the CA bus 132.

Along with the command signal, the address signal,
and/or the control signal for the write operation to the first
memory module 110, the CPU 105 may transmit the first
chip selection signal CS1 for driving the NVM chip 111 to
the controller 114 through the CA bus 132. Also, the CPU
105 may transmait data to be written to the NVM Chlp 111 to
the data buffer 113 of the first memory module 110 through
the data bus 134. An access data path 210 including the data
bus 134, the data bufler 113, and the controller 114 may be
formed between the CPU 105 and the NVM chip 111.
Write/read data DQ to/from the NVM chip 111 may be
transmitted through the access data path 210.

The first ODT circuit 11 of an end of the data bufler 113
of the first memory module 110, the end being for receiving
the data to be written to the NVM chip 111, may be
controlled to be 1n an on-state, and the second ODT circuit
12 of an end of the data buffer 113 of the first memory
module 110, the end being for transmitting the data to be
written to the NVM chip 111, may be controlled to be 1n an
ofl-state. For example, the controller 114 may control the
first ODT circuit 11 to enable a termination resistor in
response to the first ODT control signal OCS1 and may
control the second ODT circuit 12 not to perform a termi-
nation operation.

The controller 114 of the first memory module 110 may
receive the write data DQ of the data bufler 113, and may
provide the write data DQ as write data I/O of the NVM
chups 111 by performing an address conversion operation to
convert an address signal, e.g. a logical address, into a
physical address based on a mapping unit. The NVM chip
111 may write the write data I/O transmitted through the
access data path 210 to memory cells corresponding to the
physical address.

The CPU 105 may transmit a command signal, an address
signal, and/or a control signal for the read operation from the

first memory module 110, and the first chip selection signal
CS1 for drniving the NVM chip 111, to the controller 114

through the CA bus 132. The controller 114 may perform an
address conversion operation 1n which an address signal,
¢.g. a logical address, 1s converted into a physical address,

and may provide the converted physical address to the NVM
chup 111. The NVM chip 111 may read data I/O from
memory cells corresponding to the physical address and
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provide the data I/0 to the controller 114. The controller 114
may receive the data I/O read from the NVM chip 111,
process the received data I/O 1 a data access umt, and
provide the data I/O as read data DQ of the data buffer 113.

The second ODT circuit 12 of an end of the data builer
113 of the first memory module 110, the end being for
receiving the data DQ generated by processing the data I/O
read from the NVM chip 111 1n the data access unit, may be
controlled to be 1n an on-state, and the first ODT circuit 11
of an end of the data bufler 113 of the first memory module
110, the end being for transmitting the data D(Q, may be
controlled to be 1n an ofl-state. For example, the controller
114 may control the second ODT circuit 12 to enable a
termination resistor in response to the second ODT control
signal OCS2 and may control the first ODT circuit 11 not to
perform a termination operation. The controller 114 may
control the read data DQ of the data bufler 113 to be
transmitted to the data bus 134 and provided to the CPU 105.

When the second memory module 120 i1s a non-target
memory module not accessed by the CPU 105, the second
memory module 120 may operate 1n a normal mode or 1n an
internal operation mode. The normal mode may refer to a
mode 1n which a write or a read operation 1s not performed.
For example, the normal mode may include an 1dle mode, a
pre-charge mode, a power-down mode, a refresh mode, a
standby mode, and/or the like.

When the second memory module 120 operates in the
normal mode, the first ODT circuit 21 may be selectively
turned on or ofif and the second ODT circuit 22 may be
turned ofl. The controller 124 may control the first ODT
circuit 21 to enable a termination resistor 1n response to the
first ODT control signal OCS1. The first ODT circuit 21 may
be turned on to provide normal termination resistance to the
data bus 134. The controller 124 may control the second
ODT circuit 22 not to perform a termination operation.
According to example embodiments, the controller 124 may
control the first ODT circuit 21 not to perform the termina-
tion operation by turning ofl the first ODT circuit 21.

When the second memory module 120 operates 1n the
internal operation mode, the controller 124 may generate the
first and second chip selection signals CS1 and CS2. The
controller 124 may perform internal data communication
through an internal data path 220 between the NVM chip
121 driven based on the first chip selection signal CS1 and
the DRAM chip 122 driven based on the second chip
selection signal CS2. The controller 124 may be included 1n
the internal data path 220, and may read data DQ from the
DRAM chip 122 and write the data DQ to the NVM chip
121, or may read data IO from the NVM chip 121 and write
the data I/O to the DRAM chip 122.

When the second memory module 120 operates 1n the
internal operation mode, the second ODT circuit 22 of the
data bufler 123 may be turned on to perform an internal
termination operation. The controller 124 may control the
second ODT circuit 22 to enable a termination resistor in
response to the second ODT control signal OCS2. When the
second ODT circuit 22 1s turned on, internal termination
resistance may be provided to the internal data path 220
through which the data DQ 1s loaded into/from the DRAM
chip 122. For convenience of explanation, when the second
memory module 120 operates in the internal operation
mode, the operation of the second ODT circuit 22 for
providing the internal termination resistance to the internal
data path 220 may be referred to as internal data (DQ)
termination.

When the second memory module 120 operates 1n the
internal operation mode and the data DQ 1s read from the
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DRAM chip 122 and written to the NVM chip 121, the
internal D(Q) termination of the second ODT circuit 22 may
be performed to reduce or prohibit signal reflection over the
internal data path 220 due to the data bufler 123. Likewise,
when the data I/O 1s read from the NVM chip 121 and
written to the DRAM chip 122, the internal DQ termination
of the second ODT circuit 22 may be performed to reduce
or prohibit signal retlection over the internal data path 220
due to the data bufler 123. Accordingly, when the second
memory module 120 operates in the internal operation
mode, the signal reflection over the internal data path 220
due to the data bufller 123 may be reduced or prohibited, so
as to increase the signal integrity.

Referring to FIG. 3, the CPU 105 may perform the access
operation on the DRAM chip 112 of the first memory
module 110 through the CA bus 132 and the data bus 134.
The CPU 105 may transmit a command signal, an address

signal, and/or a control signal for a write operation to the
DRAM chip 112, and the second chip selection signal CS2

for driving the DRAM chip 112, to the controller 114
through the CA bus 132. The CPU 105 may transmit data to
be written to the DRAM chip 112 to the data bufler 113 of
the first memory module 110 through the data bus 134. The
data bus 134, through which the write/read data DQ to/from
the DRAM chip 112 1s transmitted, and the data bufler 113
may be included in an access data path 310, between the
CPU 105 and the DRAM chip 112.

The first ODT circuit 11 of an end of the data bufler 113
of the first memory module 110, the end being for receiving
the data to be written to the DRAM chip 112, may be
controlled to be 1n an on-state, and the second ODT circuit
12 of an end of the data bufler 113 of the first memory
module 110, the end being for transmitting the data to be
written to the DRAM chip 112, may be controlled to be 1n
an oil-state. For example, the controller 114 may control the
first ODT circuit 11 to enable a termination resistor in
response to the first ODT control signal OCS1 and may
control the second ODT circuit 12 not to perform a termi-
nation operation.

The controller 114 of the first memory module 110 may
provide the write data DQ of the data builer 113 to the
DRAM chip 112. The DRAM chip 112 may write the write
data DQ transmitted through the access data path 310 to
memory cells corresponding to the address signal provided
from the CPU 105.

The CPU 105 may transmit a command signal, an address
signal, and/or a control signal for a read operation from the
DRAM chip 112, and the second chip selection signal CS2
for driving the DRAM chip 112, to the controller 114
through the CA bus 132. The DRAM chip 112 may read the
data DQ of memory cells corresponding to the address
signal provided from the CPU 105. The controller 114 may
control the data DQ read by the DRAM chip 112 to be
provided to the CPU 105 through the access data path 310.

The second ODT circuit 12 of an end of the data bufler
113 of the first memory module 110, the end being for
receiving the data DQ read by the DRAM chip 112, may be
controlled to be 1n an on-state, and the first ODT circuit 11
of an end of the data bufler 113 of the first memory module
110, the end being for transmitting the data DQ read by the
DRAM chip 112, may be controlled to be 1n an ofi-state. For
example, the controller 114 may control the second ODT
circuit 12 to enable a termination resistor 1n response to the
second ODT control signal OCS2 and may control the first
ODT circuit 11 not to perform a termination operation.

The second memory module 120 may be the non-target
memory module not accessed by the CPU 105, and may
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operate 1n the normal mode or the iternal operation mode.
When the second memory module 120 operates in the
normal mode, the first ODT circuit 21 may be selectively
turned on or ofl, and the second ODT circuit 22 may be
turned ofl. The controller 124 may control the first ODT
circuit 21 to enable a termination resistor 1n response to the
first ODT control signal OCS1 or may control the first ODT
circuit 21 not to perform a termination operation. The
controller 124 may control the second ODT circuit 22 not to
perform a termination operation.

When the second memory module 120 operates 1n the
internal operation mode, the controller 124 may generate the

first and second chip selection signals CS1 and CS2, and
may read the data DQ from the DRAM chip 122 and write

the data DQ) to the NVM chip 121, or may read data I/O from
the NVM chip 121 and write the data I/O to the DRAM chip
122, through an internal data path 320 between the NVM
chip 121 and the DRAM chip 122.

The controller 124 of the second memory module 120
may control the second ODT circuit 22 to enable a termi-
nation resistor in response to the second ODT control signal
OCS2 so as to perform internal D(Q termination on the
internal data path 320. Accordingly, signal reflection over
the internal data path 320 due to the data bufler 123 may be
reduced or prohibited 1n the internal operation mode. Like-
wise, when the data I/0 1s read from the NVM chip 121 and
written to the DRAM chip 122, the internal DQ termination
of the second ODT circuit 22 may be performed to reduce
or prohibit signal reflection over the internal data path 320
due to the data bufler 123. Accordingly, during the internal
operation mode of the second memory module 120, signal
reflection over the internal data path 320 due to the data
bufler 123 may be reduced or prohibited, and thus, the signal
integrity may be improved.

FIGS. 4 and 5 are diagrams for describing the first
memory module 110 of FIG. 1, which may be the target
memory module. Referring to FIG. 4, a read operation of the
first memory module 110 will be described, and referring to
FIG. FIG. 5, a write operation of the first memory module
110 will be described.

Retferring to FIG. 4, the first memory module 110 may
include the NVM chip 111, the DRAM chip 112, the data
bufler 113, and the controller 114 in the access data paths
210 and 310 of FIGS. 2 and 3.

The NVM chip 111 may include a memory cell array 411
and an mput and output circuit 412. Although not shown, the
NVM chip 111 may further include a control logic unit, a
voltage generation unit, a row decoder, and/or other ele-
ments. The memory cell array 411 may include a plurality of
flash memory cells, and may be connected to word lines WL,
a string selection line SSL, a ground selection line GSL, and
bit lines BL. The memory cell array 411 may be connected
to the row decoder through the word lines WL, the string
selection line SSL., and the ground selection line GSL, and
may be connected to the page bufler through the bit lines BL.

The input and output circuit 412 may temporarily store a
command, an address, a control signal, and/or data provided
from the controller 114 through an 1nput and output line 401
(heremaftter, referred to as an “I/O line”). The mput and
output circuit 412 may be connected to a memory cell array
411 through the bit lines BL. The input and output circuit
412 may be connected to an input and output pin 413
(heremaftter, referred to as an “I/O pin”). Here, the term
“pin” widely refers to electrical interconnection with respect
to an 1ntegrated circuit, and may 1include, for example,
different electrical points of contact on a pad of the inte-
grated circuit.
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The mput and output circuit 412 may temporarily store
read data 1I/O of the memory cell array 411 and may output
the read data 1/O to the controller 114 through the I/O pin
413 and the I/O line 401. The mput and output circuit 412
may receive write data 1/0O from the controller 114 through
the I/O line 401 and the I/O pin 413 and may write (or
program) the write data I/O to the memory cell array 411.
The 1nput and output circuit 412 may include components,
such as a column selection gate, a page butler, a data bufler,
and/or other elements.

The DRAM chip 112 may include a memory core 421, a
data output bufller 422, and/or a data mput buller 423.
Although not shown, the DRAM chip 112 may further
include a command/address bufler, a command decoder, a
refresh controller, a row decoder, a column decoder, an input
and output gating circuit, a write driver, and/or other ele-
ments. The memory core 421 may include banks including
a plurality of DRAM cells and sense amplifiers connected to
the banks. According to example embodiments, the bank of
the memory core 421 may 1include magnetic RAM (MRAM)
cells rather than, or 1n addition to, the DRAM cells.

The memory core 421 may write data DQ provided from
the data mput bufler 423, may generate read data, and may
provide the generated read data to the data output butler 422.
The data output bufler 422 and the data input bufler 423 may
be connected to a data input and output pin 424 (hereinaftter,
referred to as a “DQ pin™). The data output bufler 422 may
transmit the read data DQ provided from the memory core
421 to the data bufler 113 through the DQ pin 424 and a data
input and output line 402 (hereinafter, referred to as a “DQ
line”). The data mput buller 423 may receive the write data
DQ provided from the data bufler 113 through the DQ line
402 and the DQ pin 424.

The data bufler 113 may include an output bufler 431 and
an mnput buller 432. A transmitting end of the output buller
431 and a recerving end of the input bufler 432 may be
connected to a first terminal 433, and a receiving end of the
output builer 431 and a transmitting end of the 1input butler
432 may be connected to a second terminal 434. The first
terminal 434 may be connected to the data bus 134 and the
first ODT circuit 11, and the second terminal 434 may be
connected to the DQ line 402 and the second ODT circuit 12.
The output builer 431 may bufler data provided to the
second terminal 434 and transmit the buflered data to the
data bus 134 through the first terminal 433, and the 1nput
bufler 432 may bufler data provided from the CPU 105
through the data bus 134 and the first terminal 433 and
transmit the bufllered data to the DQ line 402 through the
second terminal 434.

The first ODT circuit 11 may include a first switch SW1,
and a first resistor R1 selectively connected to the first
terminal 433 based on a switching operation of the first
switch SW1. The first switch SW1 may be implemented as
or may include a transistor which is turned on in response to
the first ODT control signal OSC1 provided from the con-
troller 114. The first ODT circuit 11 1s illustrated as 1nclud-
ing a single resistor R1 and a single switch SW1. However,
inventive concepts are not limited thereto, and according to
example embodiments, the first ODT circuit 11 may include
a plurality of resistors connected 1n parallel, and a plurality
of switches configured to control connection of the plurality
ol resistors.

The second ODT circuit 12 may include a second switch
SW2, and a second resistor R2 selectively connected to the
second terminal 434 based on a switching operation of the
second switch SW2. The second switch SW2 may be
implemented as or may include a transistor which 1s turned
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on in response to the second ODT control signal OCS2
provided from the controller 114. The second ODT circuit 12
1s 1llustrated as including a single resistor R2 and a single
switch SW2. However, inventive concepts are not limited
thereto, and according to embodiments, the second ODT
circuit 12 may include a plurality of resistors connected 1n
parallel, and a plurality of switches configured to control
connection of the plurality of resistors.

When the CPU 105 commands a read operation of the
NVM chip 111, the controller 114 may transmuit data I/O read
from the NVM chip 111 to the CPU 105 through the access
data path 210. Here, when the controller 114 activates the
second ODT control signal OCS2, the second switch SW2 of
the second ODT circuit 12 may be turned on and the second
resistor R2 may be electrically connected to the second
terminal 434. Also, the controller 114 may 1nactivate the first
ODT control signal OCS1 to turn off the first switch SW1 of
the first ODT circuit 11. The first resistor R1 may be
clectrically disconnected from the first terminal 434 due to
the first switch SW1 which 1s turned ofl.

When the CPU 105 commands a read operation of the
DRAM chip 112, the controller 114 may transmit data D(Q
read from the DRAM chip 112 to the CPU 1035 through the
access data path 310. Here, when the controller 114 activates
the second ODT control signal OCS2, the second switch
SW2 of the second ODT circuit 12 may be turned on and the
second resistor R2 may be electrically connected to the
second terminal 434. Also, the controller 114 may 1nactivate
the first ODT control signal OCS1 to turn off the first switch
SW1 of the first ODT circuit 11. The first resistor R1 may be
clectrically disconnected from the first terminal 433 due to
the first switch SW1 which 1s turned off.

Referring to FIG. 5, when the CPU 105 commands a write
operation to the NVM chip 111, the controller 114 may
transmit write data I/O recerved from the CPU 105 through
the data bus 134 and the data bufler 113 to the I/O pin 413
of the NVM chip 111 through the access data path 210. Here,
the controller 114 may activate the first ODT control signal
OCS1 so that the first switch SW1 of the first ODT circuit
11 1s turned on and the first resistor R1 1s electrically
connected to the first terminal 433. Also, the controller 114
may inactivate the second ODT control signal OCS2 so that
the second switch SW2 of the second ODT circuit 12 1s
turned off and the second resistor R2 1s electrically discon-
nected from the second termmal 434 due to the second
switch SW2 which 1s turned of

When the CPU 105 commands a write operation to the
DRAM chip 112, the controller 114 may transmit write data
DQ recerved from the CPU 103 through the data bus 134 and
the data bufler 113 to the DQ pin 424 of the DRAM chip 112
through the access data path 310. Here, the controller 114
may activate the first ODT control signal OCS1 so that the
first switch SW1 of the first ODT circuit 11 1s turned on and
the first resistor R1 1s electrically connected to the first
terminal 433. Also, the controller 114 may iactivate the
second ODT control signal OCS2 so that the second switch
SW2 of the second ODT circuit 12 1s turned off and the
second resistor R2 1s electrically disconnected from the
second terminal 434 due to the second switch SW2 which 1s
turned ofl.

FIG. 6 1s a diagram for describing the second memory
module 120 of FIG. 1, which 1s the non-target memory
module.

Referring to FIG. 6, the second memory module 120
includes the NVM chip 121, the DRAM chip 122, the data
bufler 123, and the controller 124 1n the internal data paths
220 and 320 of FIGS. 2 and 3.
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The NVM chip 121 may be implemented the same as the
NVM chip 111 of the first memory module 110 (FIG. 4). The
NVM chip 121 may include a memory cell array 511 and an
input and output circuit 512. The DRAM chip 122 may be
implemented the same as the DRAM chip 112 of the first
memory module 110 (FIG. 4). The DRAM chip 122 may
include a memory core 521, a data output buller 522, and/or
a data mput bufler 523. The data bufler 123 may be
implemented the same as the data bufler 113 of the first
memory module 110 (FIG. 4). The data bufler 123 may
include an output builer 531, an input bufler 532, the first
ODT circuit 21, and the second ODT circuit 22.

The CPU 105 may command an internal operation mode
to the second memory module 120, which 1s the non-target
memory module not using the memory bus 130 (FIG. 1).
According to example embodiments, a command for com-
manding the internal operation mode of the second memory
module 120 may be generated when the second memory
module 120 requests the CPU 103 for an internal operation
mode and the CPU 105 accepts the request. According to
another example embodiment, the CPU 105 may directly
generate the command for commanding the internal opera-
tion mode to the second memory module 120, by recogniz-
ing that the second memory module 120 1s the non-target
memory module.

Based on the internal operation mode command of the
CPU 105, the controller 124 may read data DQ from the
DRAM Chlp 122 and write the data DQ to the NVM chip
121, or may read data I/O from the NVM chip 121 and write
the data I/O to the DRAM chip 122, through the internal data
path 220 or 320 between the NVM chip 121 and the DRAM
chup 122. Here, the controller 124 may activate the second
ODT control signal OCS2, so that the second switch SW2 of
the second ODT circuit 22 1s turned on and the second
resistor R2 1s electrically connected to the second terminal
534. For example, the controller 124 may perform internal
DQ termination, whereby the second resistor R2 1s con-
nected to the second terminal 434, in order to reduce or
prohibit signal retlection over the mternal data path 220 or
320 due to the data bufler 123. Accordingly, signal integrity
on the internal data path 220 or 320 may be improved.

In the internal operation mode of the second memory
module 120, the first ODT circuit 21 may electrically
connect or disconnect the first resistor R1 to or from a first
terminal 533. For example, the CPU 105 may control the
controller 124 to reduce or prohibit signal retlection from the
data bus 134 due to the second memory module 120. Here,
the controller 124 may activate the first OD'T control signal
OCS1 so that the first switch SW1 of the first ODT circuit
21 1s turned on and the first resistor R1 1s electrically
connected to the first terminal 533. As another example,
when the controller 124 1nactivates the first ODT control
signal OCS1, the first switch SW1 of the first ODT circuit 11
may be turned ofl and the first resistor R1 may be electrically
disconnected from the first termmal 533 due to the first
switch SW1 which 1s turned of

FIGS. 4 through 6 illustrate t__’lat the first and second ODT
circuits 11, 12, 21, and 22 perform a pull-down termination
operation, whereby termination resistance connected
between the ground voltage VSS, and the first and second
terminals 433, 434, 533, and 3534 i1s provided. However,
inventive concepts are not limited thereto. According to
example embodiments, the first and second ODT circuits 11,
12, 21, and 22 may perform a pull-up termination operation,

whereby termination resistance connected between a power
voltage, and the first and second terminals 433, 434, 533,
and 334 1s provided.
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FIG. 7 1s a table showing an on/ofl operation of the first
and second ODT circuits 11, 21, 12, and 22 of FIG. 1, based
on operation modes.

Referring to FIGS. 1 through 7, 1n a read mode of the first
memory module 110, which 1s a target memory module, the
first ODT circuit 11 may be turned off not to provide
termination resistance to the first terminal 433, and the
second ODT circuit 12 may be turned on to provide termi-
nation resistance to the second terminal 434. Here, when the
second memory module 120, which 1s a non-target memory
module, operates 1n an internal operation mode, the first
ODT circuit 21 may be selectively turned on/off and the
second ODT circuit 22 may be turned on to perform internal
DQ termination. When the second memory module 120,
which 1s the non-target memory module, operates 1n a
normal mode, the first ODT circuit 21 may be selectively
turned on/ofl and the second ODT circuit 22 may be turned
off.

In a write mode of the first memory module 110, which 1s
the target memory module, the first ODT circuit 11 may be
turned on to provide termination resistance to the first
terminal 433 and the second ODT circuit 12 may be turned
ofl not to provide termination resistance to the second
terminal 434. Here, when the second memory module 120,
which 1s the non-target memory module, operates in the
internal operation mode, the first ODT circuit 21 may be
selectively turned on/off and the second ODT circuit 22 may
be turned on to perform nternal DQ termination. When the
second memory module 120, which 1s the non-target
memory module, operates in the normal mode, the first ODT
circuit 21 may be selectively turned on/off and the second
ODT circuit 22 may be turned ofl.

FIGS. 8 and 9 are diagrams for describing operations of
the memory system 100 of FIG. 1, according to an embodi-
ment. FIG. 8 1s a timing diagram for describing the operation
in a host interface of a target memory module and the
operation in an internal interface of a non-target memory
module of the memory system 100. FIG. 9 describes the
operations of the target memory module and the non-target
memory module based on the timing diagram of FIG. 8.

Referring to FIG. 8, 1n connection with FIGS. 1, 2, and 6,
the CPU 105 may command an access to the NVM chip 111
of the first memory module 110, which 1s the target memory
module. For example, the CPU 105 may command a read
operation of the NVM chip 111. Also, the CPU 105 may
command an internal operation mode of the second memory
module 120, which 1s the non-target memory module. Here,
the first memory module 110 may be included 1n the host
interface of the memory bus 130, and the second memory
module 120 may operate 1n the internal interface including
the internal data path 220.

At pomnts T1 and T2, the CPU 105 may generate a {first
read command RD1 and a second read command RD?2,
respectively, for the first memory module 110, through the
CA bus 132 of the host interface. The first and second read
commands RD1 and RD2 may be read commands with
respect to the NVM chip 111.

The CPU 105 may receive first read data DATA1 read
from the NVM chip 111 1n response to the first read
command RD1 at a point T3 through the data bus 134, and
receive second read data DATA2 read from the NVM chip

111 in response to the second read command RD2 at a point
TS.

The CPU 1035 may generate an internal operation mode
enter command 10P_Enter through the CA 132 at the point
T3. The internal operation mode enter command IOP_Enter
may command a start of internal data commumnication
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between the NVM chip 121 and the DRAM chip 122,
internally 1 the second memory module 120, without
involving the CPU 1035, The internal operation mode enter
command IOP_Enter may be generated when the second
memory module 120 requests the CPU 105 for the internal
operation mode and the CPU 105 accepts the request, and
may be provided to the second memory module 120. Alter-
natively, the internal operation mode enter command
IOP_Enter may be provided to the second memory module
120, after the CPU 1035 determines that the second memory
module 120 1s the non-target memory module.

The second memory module 120 may operate i the
internal operation mode IOP based on the internal operation
mode end command IOP

_Enter, at a point T4. The internal
operation mode IOP may be set such that data 1s read from
the DRAM chip 122 and written, e.g. programmed, to the
NVM chip 121. During the internal operation mode 10P, the
controller 124 may turn on the second ODT circuit 22 of the
data bufler 123 to perform internal D(Q termination ITER-
M_ON. Also, the controller 124 may generate an active
command 1ACT to the DRAM chip 122.

After the DRAM chip 122 receives the active command
1ACT, the DRAM chip 122 may recerve third through fifth
read commands 1RD3 through 1RD3 provided from the
controller 124 at points T6, 17, and T8, respectively. The
DRAM chip 122 may output third through fifth data iDATA3
through 1DATAS respectively corresponding to the third
through fifth read commands 1RD3 through 1RD3 at points
19, T10, and T11, through the DQ line 502. The third
t_lrough ﬁ th read data 1DATA3 through iDATAS transmitted
through the DQ line 502 may be written, e.g. programmed,
to the NVM chip 121 through the controller 124. The third
through fifth read data 1DATA3 through 1DATAS based on
the third through fifth read commands 1RD3 through 1RD3
of the DRAM chip 122 may be used in internal data
communication between the DRAM chip 122 and the NVM
chup 121.

The CPU 105 may generate an internal operation mode
exit command IOP_Exit through the CA bus 132 at a point
T12. The internal operation mode exit command IOP_Exit
may command an end of the internal operation mode IOP, in
which the second memory module 120 operates.

In response to the internal operation mode exit command
IOP_EXxit, the controller 124 of the second memory module
120 may turn ofl the second ODT circuit 22 of the data
bufler 123 and may not perform the mternal D(Q termination
ITERM_OFF, at a point T13.

The internal operation mode IOP of the second memory
module 120 may be performed from the points T4 through
T13. For example, the internal operation mode IOP may be
performed based on the internal operation mode enter com-
mand IOP_Enter at the point T3 and the internal operation
mode exit command IOP_Exit at the point T12. Also, during,
the internal operation mode 10P, the second ODT circuit 22
of the data bufier 123 may perform the internal DQ termi-
nation ITERM to connect a termination resistor to the DQ
line 502 of the internal data path 220. The internal DQ
termination ITERM may reduce or prohibit signal reflection
over the internal data path 220, through which the third
through fifth read data 1DATA3 through 1DATAS of the
DRAM chip 122 1s transmitted to the NVM chip 121, due to
the data bufler 123, in order to improve the signal integrity.

Referring to FIG. 9, the CPU 105 may generate the first
and second read commands RD1 and RD2 to the first
memory module 110, and the first memory module 110 may
perform a read operation READ with respect to the NVM
chip 111 or the DRAM chip 112 of the first memory module
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110, 1n response to the first and second read commands RD1
and RD2. For example, the read data DATA1 and DATA2

read from the NVM chip 111 of the first memory module 110
may be transmitted to the CPU 105. According to embodi-
ments, the CPU 105 may generate a write command WR to
the first memory module 110, and the first memory module
110 may perform a write operation WRITE with respect to
the NVM chip 111 or the DRAM chip 112 of the first
memory module 110, 1 response to the write command WR.

The CPU 1035 may generate the internal operation mode
enter command IOP_Enter to the second memory module
120. The second ODT circuit 22 of the data buflter 123 of the

second memory module 120 may perform the internal DQ
termination ITERM in response to the internal operation
mode enter command IOP_FEnter, so as to connect a termi-
nation resistor to the internal data path 220. Also, the second
memory module 120 may operate in the iternal operation

mode IOP whereby internal data communication 1s per-

formed between the NVM chip 121 and the DRAM chip 122
through the internal data path 220 on which the internal DQ)
termination ITERM 1s performed. For example, the third
through fifth read data 1DATA3 through 1DATAS (FIG. 8)
based on the third through fifth read commands 1RD3
through 1RD5 of the DRAM chip 122 may be written, e.g.
programmed, to the NVM chip 121.

Thereatter, the CPU 105 may generate the internal opera-
tion mode exit command IOP_Exit to the second memory
module 120, and the second memory module 120 may end
the iternal DQ termination I'TERM of the second ODT
circuit 22 of the data bufler 123, in response to the iternal
operation mode exit command IOP_Exit, so as to block the
termination resistor of the internal data path 220 and end the
internal operation mode I0OP performed between the NVM
chip 121 and the DRAM chip 122.

FIGS. 10 and 11 are diagrams for describing operations of
the memory system 100 of FIG. 1, according to an example
embodiment.

Referring to FIGS. 10 and 11, the operating methods of
the memory system 100 are different from the operating
methods of FIGS. 8 and 9 1n terms of first through third
internal D(Q terminations ITERM_a, ITERM_b, and
ITERM c of the second ODT circuit 22 of the data bufler
123, during the internal operation mode IOP of the second
memory module 120, which 1s a non-target memory module.
The operating methods are the same as the operating meth-
ods of FIGS. 8 and 9 1n terms of other aspects. Heremafter,
descriptions will be given by {focusing on diflerences
between the operating methods of FIGS. 10 and 11 and the
operating methods of FIGS. 8 and 9.

The first memory module 110, which 1s the target memory
module, may perform a read or a write operation 1n response
to a read or a write command of the CPU 105, through a host
interface.

The CPU 105 may generate an internal operation mode
command IOPM through the CA bus 132 at a point T3. The
internal operation mode command IOPM may command
internal data communication between the NVM chip 121
and the DRAM chip 122, internally in the second memory
module 120, without involving the CPU 105. The internal
operation mode command IOPM may be generated when the
second memory module 120 requests the CPU 105 for the
internal operation mode IOP and the CPU 105 accepts the
request. Alternatively, the internal operation mode command
IOPM may be provided to the second memory module 120,
after the CPU 105 determines that the second memory
module 120 1s the non-target memory module.




US 10,684,979 B2

17

In response to the internal operation mode command
IOPM at the point T3, the DRAM chip 122 may receive an

active command 1ACT at a point T4 from the controller 124,

and then, may receive third through fifth read commands
1RD3 through 1RDS at points T6, T7, and T8, respectively.

Thereatter, the DRAM chip 122 may output third through
fifth read data 1DATA3 through 1iDATAS corresponding to
the third through fifth read commands 1RD3 through 1RDS5,
respectively, at points 19, T10, and T11 through the DQ line

502.
During the imternal operation mode 10P, the controller

124 may control the first through third mternal DQ termi-
nations ITERM_a, ITERM_b, and ITERM_c respectively
corresponding to the third through fifth read commands
1RD3 through 1RD5 generated through the DRAM chip 122

at the points T6, T7, and T8, to be performed. For example,
the controller 124 may control the first internal DQ termi-
nation ITERM_a to be performed in response to the third
read command 1RD3 at the point T6, may control the second
internal DQ termination ITERM_b to be performed 1in
response to the fourth read command 1RD4 at the point T7,
and may control the third internal DQ termination ITERM_ ¢
to be performed 1n response to the fifth read command 1RD3
at the point T8.

The internal data communication may be performed,
whereby the third through fifth read data iDATA3 through
1D ATAS transmitted through the DQ line 502 of the internal
data path 220 in response to the third through fifth read
commands 1RD3 through 1RDS3 i1s written, e.g. programmed,
to the NVM chip 121 through the controller 124. Here, the
controller 124 may generate the second ODT control signal
OCS2 for turning on the second ODT circuit 22 of the data
butler 123 1n connection with the first through third internal
DQ terminations I'TERM_a, ITERM_b, and ITERM_c.
Accordingly, a termination resistor may be connected to the
DQ line 502 of the internal data path 220, through which the
third through fifth read data 1DATA3 through 1DATAS
corresponding to the third through fifth read commands
1RD3 through 1RDS, respectively, are transmitted. The first
through third ternal DQ terminations ITERM_a,
ITERM_b, and ITERM_c may reduce or prohibit signal
reflection over the internal data path 220 through which the
third through fifth read data iDATA3 through 1iDATAS of the
DRAM chip 122 1s transmitted to the NVM chip 121, due to
the data butler 123, so as to improve the signal integrity.

FIG. 12 15 a dlagram for describing a memory module
according to an embodiment.

Referring to FIG. 12, the memory module may include an
NVDIMM 1200. A socket terminal 1220 inserted into a duel
inline memory module (DIMM) socket may be arranged on
a printed circuit board 1210. Four NVM chips 1211, nine
DRAM chips 1212, nine data butlers 1213 corresponding to
the nine DRAM chips 1212, and a controller 1214 may be
arranged on the printed circuit board 1210. According to an
example embodiment, the NVM chips 1211, the DRAM
chips 1212, and the nine data buflers 1213 may be arranged
on the other surface of the printed circuit board 1210. The
NVM chips 1211 and the DRAM chips 1212 of both
surfaces of the printed circuit board 1210 may be connected
to one another through via-holes of the printed circuit board
1210.

According to the example embodiment, four NVM chips
1211 and nine DRAM chips 1212 are arranged in the
NVDIMM 1200. However, according to modified embodi-
ments, various numbers of NVM chips 1211 and DRAM
chups 1212 may be arranged in the NVDIMM 1200.
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When the NVDIMM 1200 1s a non-target memory mod-
ule, an internal operation mode may be performed, whereby
internal data commumnication 1s performed through an inter-
nal data path between the NVM chips 1211 and the DRAM
chips 1212. During the internal operation mode, an ODT
circuit of the data bufler 1213 of the NVDIMM 1200, the
ODT circuit being connected to the internal data path, may
be turned on to perform internal DQ termination. Based on
the 1iternal DQ termination of the NVDIMM 1200, signal
reflection over the internal data path due to the data bufler
1213 may be reduced or prohibited so as to improve the
signal integrity.

FIG. 13 15 a view showing a data eve pattern according to
the mternal DQ termination of the data builer 1213 of the
memory module 1200 of FIG. 12.

Referring to FIGS. 12 and 13, during the internal opera-
tion mode of the memory module 1200, data eye patterns
when the internal DQ termination 1s performed and when the
internal DQ termination 1s not performed are shown. The
data eye pattern 1s seen as overlay of a plurality of data
transitions indicating jitter due to noise. The second ODT
circuit ODT2 of the data bufler 1213 may be turned on to
perform the mnternal D(Q termination on the internal data
path over which internal data communication 1s performed
between the NVM chips 1211 and the DRAM chips 1212.
An eye opening area indicated as valid data when the
internal DQ termination 1s performed 1s shown as a large,
¢.g. maximum eye, and 1s significantly more symmetrical
without jitter, compared to an eye opening area when the
internal DQ termination 1s not performed. This may denote
that signal reflection over the internal data path due to the
data bufler 1213 1s reduced or prohibited, based on the
internal DQ termination, so as to improve the signal integ-
rity.

FIG. 14 1s a block diagram of an applied example of
inventive concepts, which is applied to a cloud system 1400.

Referring to FIG. 14, the cloud system (or a cloud
computing system) 1400 may include a cloud server 1410,
a user database (DB) 1420, a cloud network 1430, comput-
ing resources 1440, user terminals 1450, and the Internet
1460.

The user terminals 1450 may be provided as computers,
ultra mobile personal computers (UMPCs), workstations,
net-book computers, personal digital assistants (PDAs), por-
table computers, web tablet computers, tablet computers,
wireless phones, mobile phones, smart phones, electronic
books (e-books), portable multimedia players (PMP), por-
table game players, navigation devices, black boxes, digital
cameras, digital multimedia broadcasting (DMB) players,
three-dimensional televisions, digital audio recorders, digi-
tal audio players, digital picture recorders, digital picture
players, digital video recorders, digital video players, stor-
ages 1included 1n a data center, devices configured to transmat
and receive imnformation i a wireless environment, any of
various electronic devices included 1n a home network, any
of various electronic devices included 1n a computer net-
work, any of various electronic devices included 1n a tele-
matics network, radio frequency identification devices
(RFIDs), and/or any of various components included 1n an
clectronic apparatus, such as any of various components
included in a computing system.

The cloud system 1400 may provide on-demand outsourc-
ing services of the computing resources 1440 through an
information network such as the Internet 1460, in response
to a request of the user terminals 1450. In a cloud computing
environment, a service provider may integrate, through a
virtualization technique, the computing resources 1440 of
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data centers located 1n different physical locations and
provide required services to users.

The service users may not install the computing resources
1440, such as applications, storages, operating systems
(OSs), security, etc., in terminals owned by the users. Rather,
the service users may select and use services of a virtual
space generated through the virtualization technique, at a
desired time for a desired amount. The user terminals 1450
of users using specific services may be connected to the
cloud server 1410 through the information network, such as
the Internet 1460 and/or a mobile communication network.
The user terminals 1450 may receive cloud computing
services, for example, a video play service, from the cloud
server 1410.

The cloud server 1410 may integrate the plurality of
computing resources 1440 scattered 1n the cloud network
1430 and provide the integrated plurality of computing
resources 1440 to the user terminals 1450. The plurality of
computing resources 1440 may include various types of data
services, and may include data uploaded from the user
terminals 1450. The cloud server 1410 may integrate data
(for example, video data) distributed 1n various places
through a wvirtualization technmique and provide services
required by the user terminals 1450.

User information of users registered in the cloud com-
puting service may be stored in the user DB 1420. Here, the
user information may include log-in information, and per-
sonal credit information, such as addresses, names, and/or
other 1tems. For example, the user information may include
an mdex of a video. Here, the index may include a list of
videos which were completely reproduced, a list of videos
which are being reproduced, standstill points of the videos
being reproduced, etc. The information about the videos
stored 1n the user DB 1420 may be shared among the user
terminals 1430.

For example, when a notebook computer, which is the
user terminal 1450, requests a video to be reproduced and a
specific, (or, alternatively, predetermined), video service 1s
provided to the notebook computer, the user DB 1420 may
store a history of reproducing the specific, (or, alternatively,
predetermined), video service. When a request of reproduc-
ing the same video service 1s received from a smart phone
of the same user, the cloud server 1410 may refer to the user
DB 1420 and search for and reproduce the specific, (or,
alternatively, predetermined), video service.

The cloud server 1410 may refer to the history of repro-
ducing the specific, (or, alternatively, predetermined), video
service stored i the user DB 1420. The cloud server 1410
may receive a request of reproducing the video stored 1n the
user DB 1420, from the user terminals 1450. When the video
was being reproduced before, the cloud server 1410 may
reproduce the video from the start or from a previous
standstill point based on selection of the user terminals 1450,
wherein according to whether the cloud server 1410 repro-
duces the video from the start or the previous standstill
point, methods of data streaming may become diflerent. For
example, when the user terminals 1450 request the video to
be reproduced from the start, the cloud server 1410 may
stream the video to the user terminals 1450 from a first frame
of the video. However, when the user terminals 1450 request
the video to be reproduced from the previous standstill point,
the cloud server 1410 may stream the video to the user
terminals 1450 from a frame of the standstill point.

The cloud server 1410, the user DB 1420, the computing,
resources 1440, and the user terminals 1450 may include the
first and second memory modules 110 and 120 and the
memory system 100 according to inventive concepts. The
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first and second memory modules 100 and 120 may be
implemented by using the embodiments 1llustrated in FIGS.
1 through 12. The first and second memory modules 110 and
120 may include the plurality of NVM chips 111 and 121,
the plurality of DRAM chips 112 and 122, the controllers
114 and 124 configured to control the internal operation
mode TOP whereby internal data commumnication 1s per-

formed between the NVM chips 111 and 121 and the DRAM
chips 112 and 122, and the plurality of data buflers 113 and
123 connected to the DRAM chips 112 and 122, respec-
tively. The controllers 114 and 124 may control the internal
DQ termination to be performed on the internal data path
220 or 320 connecting the data builers 113 and 123 and the
DRAM chips 112 and 122, during the internal operation
mode TOP. The memory system 100 may include the first
memory module 110, which 1s the target memory module
accessed by an external device of the memory system 100,
and the second memory module 120, which 1s the non-target
memory module not accessed by the external device. The
second memory module 120 may perform the internal DQ
termination on the internal data path 220 or 320, during the
internal operation mode TOP whereby the internal data
communication 1s performed by using the internal data path
220 or 320 of the second memory module 120.

While inventive concepts have been particularly shown
and described with reference to example embodiments
thereof, 1t will be understood that various changes 1n form
and details may be made therein without departing from the
spirit and scope of the following claims.

What 1s claimed 1s:

1. A non-volatile dual inline memory module (NVDIMM )
comprising;

a non-volatile memory (NVM) device;

a dynamic random access memory (DRAM) device
coupled to the NVM device through an internal data
path of the NVDIMM;

a data bufler coupled between a data bus and the internal
data path, the data bufler having an internal on-die-
termination (ODT) circuit connected to the internal
data path; and

a controller configured to control an internal operation
mode 1n which the NVDIMM performs data commu-
nication between the DRAM device and the NVM
device.

2. The NVDIMM of claim 1, wherein the controller 1s
configured to use the DRAM as a cache memory of the
NVM device.

3. The NVDIMM of claim 1, wherein the data bufier 1s
configured to provide a data (D(Q)) termination on the inter-

nal data path when an internal data movement 1s performed
between the DRAM device and the NVM device.

4. The NVDIMM of claim 1, wherein the NVM device,
the controller and the data bufler are configured to be
implemented as a single chip.

5. The NVDIMM of claim 1, wherein the controller 1s
configured to select the NVM device based on a first chip
selection signal and select the DRAM device based on a
second chip selection signal.

6. The NVDIMM of claim 1, wherein the data bufler
includes a first on-die-termination (ODT) circuit connected
to the internal data path, the first ODT circuit being config-
ured to perform an iternal data (D(Q)) termination on the
internal data path during the internal operation mode, and a
second on-die-termination (ODT) circuit connected to the
data bus, the second ODT circuit being configured to per-
form a data (DQ) termination on the data bus.
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7. The NVDIMM of claim 6, wherein the controller 1s
configured to control the first ODT circuit to perform the
internal D(Q termination in response to a first ODT control
signal and control the second ODT circuit to perform the DQ
termination in response to a second ODT control signal.

8. The NVDIMM of claim 6, wherein the second ODT
circuit performs the DQ termination on the data bus during

the 1nternal operation mode.
9. The NVDIMM of claim 6, wherein the data bufler

disconnects the data bus and the internal data path during the
internal operation mode.

10. The NVDIMM of claim 1, wherein the NVM device
1s a phase-change random-access memory.

11. The NVDIMM of claim 1, wherein the controller
includes a flash transition layer (F'TL) and a mapping table.

12. The NVDIMM of claim 1, wherein the NVDIMM 1s
included 1n a data center.

13. A method of operating within a non-volatile dual
inline memory module (NVDIMM) including a non-volatile
memory (NVM) device and a dynamic random access
memory (DRAM) device, the method comprising:

performing an 1internal operation mode in which the

NVDIMM performs data communication between the
DRAM device and the NVM device through an internal
data path of the NVDIMM; and

performing an internal data (DQ) termination on the

internal data path during the internal operation mode.
14. The method of claim 13, wherein the performing of
the internal operation mode comprises performing the inter-
nal operation mode when the NVDIMM 1s a non-target
memory module.
15. The method of claim 13, wherein the performing of
the 1nternal operation mode further comprises:
sending a request to a host of an external of the
NVDIMM;

accepting the request by the host;

receiving an internal operation mode enter command from
the host to enter the internal operation mode; and

receiving an internal operation mode exit command from
the host to end the internal operation mode.

16. The method of claim 15, wherein the data communi-
cation 1s performed 1n response to first and second read
commands to the DRAM device, and
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the performing of the internal DQ termination comprises
performing the internal DQ termination whenever first
and second read data of the DRAM device are trans-
mitted on the data path corresponding to the first and
second read commands, respectively.

17. The method of claim 15, wherein the data communi-
cation 1s performed in response to first and second read
commands to the NVM device, and

the performing of the internal DQ termination comprises
performing the iternal DQ termination whenever first
and second read data of the NVM device are transmuit-

ted on the data path corresponding to the first and
second read commands, respectively.

18. A memory system comprising:

a first non-volatile dual i1nline memory module
(NVDIMM) coupled to a data bus, the first NVDIMM
being a target memory module accessible by a host that
controls the memory system; and

a second NVDIMM coupled to the data bus, the second

NVDIMM being a non-target memory module not
accessed by the host,

wherein the first NVDIMM is configured to perform data
communication with the host through the data bus,

the second NVDIMM 1is configured to perform an internal
operation mode through an internal data path of the
second NVDIMM and perform an internal data (DQ)
termination on the internal data path during the internal
operation mode, and

the data communication of the first NVDIMM and the

internal operation mode of the second NVDIMM are
selectively performed at the same time.

19. The memory system of claim 18, wherein the second
NVDIMM performs a data (D(Q) termination on the data bus
during the internal operation mode.

20. The memory system of claim 18, wherein the second
NVDIMM enters the internal operation mode 1n response to
an internal operation mode enter command from the host,
and ends the internal operation mode in response to an
internal operation mode exit command from the host.
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