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1

STORAGE DEVICE AND STORAGE
CONTROL METHOD

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit of priority from U.S.
Provisional Application No. 62/366,457, filed on Jul. 25,
2016, the entire contents of which are incorporated by
reference herein.

FIELD

Embodiments described herein relate generally to a stor-
age device and a storage control method.

BACKGROUND

A storage device 1s configured to read data from a
nonvolatile memory having a plurality of planes.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1illustrating an example of a storage
device according to a first embodiment.
FIG. 2 1s a diagram illustrating an example of tables

stored 1n DRAM and in NAND memory of the first embodi-

ment.
FIG. 3 1s a diagram 1llustrating an example of the NAND

chip of the first embodiment.

FIG. 4 1s a diagram 1illustrating an example of blocks and
pages 1n a memory cell array of the first embodiment.

FIG. 5§ 1s a diagram 1llustrating an example of fields
included 1n a request generated by a first controller of the
first embodiment.

FIG. 6 1s a diagram 1illustrating an example of forming a
multi-plane read command in the first embodiment.

FI1G. 7 1s a sequence diagram 1illustrating an example of a
process of reading user data in the first embodiment.

FIG. 8 1s a flowchart illustrating an example of an address
resolution process in the first embodiment.

FIG. 9 15 a sequence diagram 1llustrating an example of a
write-back process for user data in the first embodiment.

FIG. 10 1s a flowchart illustrating an example of an
address update process 1n the first embodiment.

FIG. 11 15 a sequence diagram illustrating an example of
a valid data determination process 1n the first embodiment.

FI1G. 12 1s a sequence diagram 1llustrating an example of
a cluster migration process in the first embodiment.

FI1G. 13 1s a sequence diagram 1illustrating an example of
toreground UNMAP processing 1n the first embodiment.

FIG. 14 1s a sequence diagram 1llustrating an example of
a background UNMAP processing in the first embodiment.

FIG. 15 1s a diagram 1illustrating an example of a storage
device according to a second embodiment.

FIG. 16 1s a diagram illustrating an example of forming a
multi-plane read command 1n the second embodiment.

FIG. 17 1s a diagram 1llustrating an example of a distri-
bution of threshold voltages of memory cells 1n which an
MLC recording scheme 1s employed.

FIG. 18 1s a diagram 1llustrating page addressing 1n a full
sequence of the MLC.

FI1G. 19 1s a diagram 1illustrating page addressing in an LM
sequence of the MLC.

FI1G. 20 1s a diagram 1llustrating page addressing 1n a full
sequence of a TLC.
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FIG. 21 1s a diagram illustrating page addressing in a
foggy-fine sequence of the TLC.

DETAILED DESCRIPTION

According to some embodiments, a storage device
includes a nonvolatile semiconductor memory and a con-
troller. The nonvolatile semiconductor memory includes a
first region and a second region. The controller classifies a
plurality of read requests for reading data from the nonvola-
tile semiconductor memory into first read requests for read-
ing data from the first region and second read requests for
reading data from the second region, pairs one of the first
read requests with one of the second read requests to
generate a third read request, and outputs the third read
request to the nonvolatile semiconductor memory.

Hereinafiter, a storage device and a storage control method
of an embodiment will be described with reference to the
accompanying drawings.

First Embodiment

FIG. 1 1s a diagram 1llustrating an example of a storage
device according to a first embodiment. First, an overview of
the storage device 100 will be described with reference to
FIG. 1. The storage device 100 1s, for example, a solid state
drive (SSD), but not limited thereto.

The storage device 100 1s connected to a host device
(hereinafter referred to as “host™) 200 so that the storage
device 100 can communicate with the host 200. The host 200
transmits a command such as a read command or a write
command to the storage device 100. The “read command” 1s
a command for reading information from the storage device
100. The “write command” 1s a command for writing
information to the storage device 100.

The storage device 100 includes a controller 110, a host
I'F 130, a dynamic random access memory (DRAM) 150,
and a NAND memory (NAND) 190, but 1s not limited to this
configuration. The host I'F 130 transmits the command
recetved from the host 200 to the controller 110, and
transmits data receirved from the controller 110 to the host
200.

For example, the host I'F 130 recerves a command (for
example, a read command or a write command) for access-
ing the NAND 190 or the DRAM 150 from the host 200. The
controller 110 generates a plurality of read requests based on
the command received by the host I'F 130, and generates a
multi-plane read request by pairing the plurality of read
requests. The multi-plane read request will be described 1n
detail below.

The controller 110 1s realized by a processor such as a
central processing unit (CPU) executing a program stored 1n
a program memory. The controller 110 may be partially or
entirely realized by hardware such as a large scale integra-
tion (LSI), an application specific integrated circuit (ASIC),
and a field-programmable gate array (FPGA) having the
same function as the function of the processor executing a
program.

The controller 110 may include the following processing
units: a read command processor 111, a write command
processor 112, a garbage collection processor 113, an
UNMAP processor 114, an address converter 1135, a classi-
fier 116, a pairer 117, and a NAND controller (NANDC)
118, but i1s not limited thereto.

The processing units 111 to 118 are realized by a proces-
sor such as a CPU executing a program stored in the
program memory. The processing units 111 to 118 may be
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realized by hardware such as an LSI, an ASIC, and an FPGA
having the same function as the function of the processor
executing their respective programs.

The read command processor 111 generates a read request
for reading data from the NAND 190 based on the read
command received from the host I/F 130. The write com-
mand processor 112 generates a write request for writing,
data to the NAND 190 based on the write command received
from the host I'F 130. The garbage collection processor 113,
the UNMAP processor 114, the address converter 115, the
classifier 116, and the pairer 117 will be described 1n detail
below.

The NAND 190 1s a nonvolatile semiconductor memory,
and stores at least an address conversion table 191 and user
data 196. The address conversion table 191 1s a table that 1s
used to convert a logical address included 1n the command
transmitted from the host into a physical address on the

corresponding NAND 190. The user data 196 1s, for

example, data generated through a process of the host 200.
The user data 196 includes data requested to be written to the
NAND 190 by the write command, and data already written
to the NAND 190 based on the write command.

The NANDC 118 controls reading of data from the
NAND 190 and writing of data to the NAND 190. The
DRAM 150 stores a portion of the address conversion table
191 stored in the NAND 190 as an address conversion table

(cache) 151. The entire address conversion table 191 1s not
stored 1n the DRAM 150 because the DRAM 150 1s more

expensive per unit capacity than the NAND 190. The

DRAM 150 includes a write buller 152 and a read builler
153. The write bufler 152 temporarily stores data to be

written to the NAND 190. The read bufler 153 temporarily
stores data to be transmitted to the host 200. The DRAM 150
may be partially or entirely replaced with, for example, a
static random access memory (SRAM).

FIG. 2 1s a diagram illustrating an example of tables
stored 1n the DRAM and 1n the NAND memory of the first
embodiment. The NAND 190 stores the address conversion

table 191. A physical address indicating a physical location
of the user data stored in the NAND 190 is stored in the

address conversion table 191.

The DRAM 1350 stores the address conversion table
(cache) 151, a DRAM address table 154, and a NAND
address table 155. The address conversion table (cache) 151
includes portions, in particular sub-tables, of the address
conversion table 191 stored 1in the NAND 190, as described
above. The sub-table of the address conversion table 1s a
table including a plurality of physical addresses 1n which
logical addresses are consecutive, and 1s a portion of the
address conversion table 191. Hereinafter, the term ‘sub-
table’ and the term ‘portion’ of the address conversion table
191 or the address conversion table (cache) 151 are used
interchangeably. Further, a sub-table (or a portion) included
in the address conversion table may be simply referred to as
‘the address conversion table” depending on the context. The
addresses (DRAM addresses) in the DRAM 150 of the
sub-table of the address conversion table stored in the
address conversion table (cache) 151 are stored in the
DRAM address table 154, 1n an order of logical addresses.
Further, 1n a case where the sub-table of the address con-
version table corresponding to a logical address 1s not stored
in the address conversion table (cache) 151, information
indicating that the cache does not exist (not cached) 1s stored
in the DRAM address table 154. The sub-table of the address

conversion table stored 1n the address conversion table 191,
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and the address (NAND address) in the NAND 190 are
stored 1n the NAND address table 155 1n an order of logical

addresses.

For example, when the read command 1s input to the
controller 110, the read command processor 111 acquires the
logical address of the read target data from the read com-
mand and generates an address resolution request including
the acquired logical address. The address resolution request
1s a request for converting the logical address 1nto a physical
address of the NAND 190. The address converter 115
acquires the logical address (logical address of the read
target data) included 1n the address resolution request. The
address converter 115 determines whether a DRAM address
corresponding to the acquired logical address 1s stored 1n the

DRAM address table 154. Since the DRAM addresses are
stored 1n the logical address order in the DRAM address
table 154, the address converter 115 can perform the above
determination using the logical address included in the
address resolution request.

In a case where the address converter 1135 determines that
a DRAM address corresponding to the acquired logical
address has been stored in the DRAM address table 154
(cache hit), the address converter 115 acquires the physical
address in the address conversion table (cache) 151 by
referring to the DRAM address. Thus, the address converter
115 can convert the logical address into the physical address
without reference to the address conversion table 191 stored
in the NAND 190. Since a time to access the DRAM 1350 1s
shorter than a time to access the NAND 190, the storage
device 100 can efliciently perform address conversion.

On the other hand, 1n a case where the address converter
115 determines that the DRAM address corresponding to the
acquired logical address 1s not stored 1n the DRAM address
table 154 (cache miss), the address converter 115 acquires
the NAND address corresponding to the acquired logical
address from the NAND address table 1535. Since the NAND
addresses are stored in the logical address order in the
NAND address table 155, the address converter 115 can
acquire the NAND address corresponding to the logical
address by looking up the NAND address table 155 using the
logical address as an index. The address converter 115
generates a table read request including the acquired NAND

address. The table read request 1s a request for reading the
address conversion table 191 1n the NAND 190.

The NANDC 118 acquires the NAND address from the
table read request generated by the address converter 115.
The NANDC 118 accesses the acquired NAND address, and
acquires the physical address from the address conversion
table 191. The NANDC 118 outputs the acquired physical
address to the address converter 115. Thus, the address
converter 115 can convert the logical address into the
physical address.

However, 1n this case, since 1t 1s necessary for the
NANDC 118 to access the NAND 190, it takes a long time
to perform address conversion. In this embodiment, even
when the NANDC 118 accesses the NAND 190, perior-
mance degradation resulting from such access 1s mitigated
by performing the multi-plane read to be described below.
Hereinafter, a configuration for performing the multi-plane
read 1n this embodiment will be described.

FIG. 3 1s a diagram 1llustrating an example of a NAND
chip of the first embodiment. The NAND 190 includes a

plurality of the NAND chips 192. Each NAND chip 192
includes a first plane PL-1 (first region), and a second plane
PL-2 (second region), but 1s not limited thereto. For
example, the NAND chip 192 may include three or more
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planes. Each plane included in the NAND chip 192 has
hardware that outputs data according to a read request.

The first plane PL-1 includes a memory cell array 193-1,
a sense amplifier 194-1, and a page buller 195-1, but 1s not
limited thereto. In the memory cell array 193-1, a plurality
of memory cells are arranged in a matrix form. The matrix
form 1s a form in which a plurality of memory cells are
arranged 1n direction of bit lines and word lines intersecting
cach other. The sense amplifier 194-1 reads the data 1n the
memory cell array 193-1 on a page-by-page basis at the time
of data reading. The sense amplifier 194-1 writes data to the
memory cell array 193-1 on a page-by-page basis at the time
of data writing. The page bufler 195-1 temporarily stores
data to be written to the memory cell array 193-1 and data
read from the memory cell array 193-1.

The second plane PL-2 includes a memory cell array
193-2, a sense amplifier 194-2, and a page bufler 195-2, but
1s not limited thereto. In the memory cell array 193-2, a
plurality of memory cells are arranged 1n a matrix form. The
sense amplifier 194-2 reads the data 1n the memory cell array
193-2 on a page-by-page basis at the time of data reading.
The sense amplifier 194-2 writes data to the memory cell
array 193-2 on a page-by-page basis at the time of data
writing. The page buller 195-2 temporarily stores data to be
written to the memory cell array 193-2 and data read from
the memory cell array 193-2.

FIG. 4 1s a diagram 1llustrating an example of blocks and
pages 1n the memory cell array i the first embodiment.
Hereinaftter, 1n a case where the particular plane to which the
components belong 1s not being referenced, the components
are simply referred to as a memory cell array 193, a sense
amplifier 194, and a page buller 195. As illustrated 1n FIG.
4, the memory cell array 193 includes a plurality of blocks
BLK-0 to BLK-(n-1) (n 1s a natural number). Each of the
plurality of blocks BLK-0 to BLK-(n-1) includes a plurality
of pages 0 to m—1 (m 1s a natural number). The storage
device 100 performs writing of data and reading of data on
a page-by-page basis, and erases the data on a block-by-
block basis.

FIG. 5 1s a diagram illustrating an example of fields
included 1n a request generated by the controller 1n the first
embodiment. For example, the request generated by the
controller 110 may be a table read request for reading a
portion of the address conversion table 191 from the NAND
190, a user data read request for reading the user data 196
from the NAND 190, or a write request for writing data to
the NAND 190, but i1s not limited thereto.

As 1llustrated 1n FIG. 5, each of the requests includes a
first field F1 i which a chip address 1s described, a second
field F2 1n which a plane address 1s described, a third field
F3 1in which a block address 1s described, a fourth field F4
in which a page address 1s described, a fifth field F5 1n which
an oflset 1s described, and a sixth field F6 in which a transfer
length 1s described, but i1s not limited thereto. The chip
address indicates an address of the NAND chip 192 i the
NAND 190. The plane address indicates an address of the
plane PL in the NAND chip 192. The block address indicates
an address of the block BLK i the plane PL. The page
address indicates an address of the page in the block BLK.
The oflset 1s a value indicating a position of data 1n the page.
The transier length indicates a size of data to be transierred.

The physical address of the NAND 190 1s an address that
1s specified by the chip address, the plane address, the block
address, the page address, and the oflset. Therefore, the
physical address of the NAND 190 1s specified by the
addresses described 1n the fields F1 to F4 and the offset
described in the field FS.
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FIG. 6 1s a diagram 1llustrating an example of forming the
multi-plane read command 1in the first embodiment. For
example, when an address resolution request or an address
update request to be described below 1s mnput to the address
converter 115, the address converter 115 generates a plural-
ity of table read requests R-1 to R-k (k 1s a natural number).
The table read request 1s a request for reading a portion of
the address conversion table 191 from the NAND 190. The
address converter 115 outputs the generated table read
request to the classifier 116 (see FIG. 1).

The classifier 116 classifies a plurality of table read
requests R-1 to R-k generated by the address converter 1135
into a request for a first NAND chip 192-1 and a request for
a second NAND chip 192-2. Although the two NAND chips
192-1 and 192-2 are illustrated in order to simplily the
description 1n FIG. 6, three or more NAND chips may be
provided 1n the NAND 190.

Hereinaftter, 1t 1s assumed that ‘a’ in the table read request
Ra-b denotes a value for specifying the chip, and ‘b’ denotes
a value for specilying the plane. The classifier 116 classifies
a plurality of table read requests for the first NAND chip
192-1 1nto a table read request R1-1 for reading the data
from the first plane PL-1, and a table read request R1-2 for
reading the data from the second plane PL-2. Similarly, the
classifier 116 classifies a plurality of table read requests for
the second NAND chip 192-2 into a table read request R2-1
for reading the data from the first plane PL-1, and a table
read request R2-2 for reading the data from the second plane
PL-2.

Herematter, ‘a” in a queue Qa-b denotes a value for
speciiying the chip, and ‘b’ denotes a value for speciiying
the plane. The classifier 116 stores the table read request
R1-1 1n a queue QQ1-1, stores the table read request R1-2 1n
a queue (Q1-2, stores the table read request R2-1 1n a queue
(Q2-1, and stores the table read request R2-2 1n a queue Q2-2.
Each of the queues Q1-1, Q1-2, Q2-1, and Q2-2 1s a FIFO
(First In, First Out) queue and 1s provided in the DRAM 150.

For example, as illustrated in FIG. 6, the table read
request R-1 1s a table read request for reading data from the
second plane PL-2 of the second NAND chip 192-2, the
table read request R-2 1s a table read request for reading data
from the first plane PL-1 of the first NAND chip 192-1, and
the table read request R-k 1s a table read request for reading
data from the first plane PL-1 of the second NAND chip
192-2. Therelore, the table read request R-1 1s stored 1n the
queue Q2-2, the table read request R-2 1s stored in the queue
Q1-1, and the table read request R-k 1s stored 1n the queue
Q2-1.

The pairer 117 pairs the table read request R1-1 stored 1n
the queue Q1-1 with the table read request R1-2 stored in the
queue Q1-2 to generate a multi-plane read request MPR-1.
For example, in a case where there are one or more table
read requests in both of the queue (Q1-1 and the queue Q1-2,
the pairer 117 extracts and pairs first read requests 1n both of
the queue Q1-1 and the queue Q1-2. On the other hand, 1n
a case where there 1s no table read request in one of the
queues, the pairer 117 outputs the single plane read request
without pairing table read requests.

In another embodiment, 1n a case where there 1s a table
read request 1n one of the queues and there 1s no table read
request 1n the other queue, the pairer 117 may wait for the
table read request for the other queue for a certain time. In
a case where the table read request 1s stored 1n the other
queue within the certain time, the pairer 117 pairs the table
read requests to generate the multi-plane read request. In a
case where the table read request 1s not stored 1n the other
queue within the certain time, the pairer 117 outputs the
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single plane read request as 1t 1s without pairing table read
requests. The certain time may be determined by a trade-oil
between latency and throughput.

The patrer 117 outputs the generated multi-plane read
request MPR-1 to the NANDC 118. The NANDC 118
outputs the multi-plane read request MPR-1 received from
the pairer 117 to the first NAND chip 192-1. The page
address of the first plane PL-1 and the page address of the
second plane PL-2 included 1n the multi-plane read request
MPR-1 may be diflerent.

When the multi-plane read request MPR-1 1s mput to the
first NAND chip 192-1, the first NAND chip 192-1 reads
data corresponding to one page from the memory cell array
193-1 of the first NAND chip 192-1 based on the NAND
address 1ncluded 1n the paired table read request R1-1, and
reads data corresponding to one page from the memory cell
array 193-2 of the first NAND chip 192-1 based on the
NAND address included in the paired table read request
R1-2 in parallel. The first NAND chip 192-1 outputs the read
data to the NANDC 118. The NANDC 118 outputs t

he data
received from the first NAND chip 192-1 to the address
converter 115.

Similarly, the pairer 117 pairs the table read request R2-1
stored 1n the queue Q2-1 with the table read request R2-2
stored 1 the queue Q2-2 to generate a multi-plane read
request MPR-2. The pairer 117 outputs the generated multi-
plane read request MPR-2 to the NANDC 118. The NANDC
118 outputs the multi-plane read request MPR-2 received
from the pairer 117 to the second NAND chip 192-2. The
page address of the first plane PL-1 and the page address of
the second plane PL-2 included in the multi-plane read
request MPR-2 may be different.

When the multi-plane read request MPR-2 1s mput to the
second NAND chip 192-2, the second NAND chip 192-2
reads data corresponding to one page from the memory cell
array 193-1 of the second NAND chip 192-2 based on the
NAND address included in the paired table read request
R2-1, and reads data corresponding to one page {from the
memory cell array 193-2 of the second NAND chip 192-2
based on the NAND address included 1n the paired table read
request R2-2. The second NAND chip 192-2 outputs the
read data to the NANDC 118. The NANDC 118 outputs the
data received from the second NAND chip 192-2 to the
address converter 115.

Thus, the NANDC 118 outputs the multi-plane read
request generated by the pairer 117 to the NAND 190. By
performing the multi-plane read that pairs a plurality of read
requests, the NAND 190 can read data in parallel from a
plurality of planes. Therefore, 1t 1s possible to 1improve
throughput compared to the read request with the single-
plane reads that are transmitted to the NAND 190 one by
one.

FI1G. 7 1s a sequence diagram 1illustrating an example of a
process of reading user data in the first embodiment. Here-
inafter, a process of reading the user data 196 from the
NAND 190 will be described.

The host 200 transmits a read command to the storage
device 100. The host I'F 130 of the storage device 100
outputs the read command received from the host 200 to the
read command processor 111 (810).

The read command processor 111 acquires a logical
address of the read target data 1n the read command received
from the host I'F 130. The read command processor 111
generates an address resolution request including the
acquired logical address. The read command processor 111
outputs the generated address resolution request to the

address converter 115 (S11).
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The address converter 115 performs an address resolution
process to be described below based on the address resolu-
tion request received from the read command processor 111
(S12). The address resolution process 1s a process for
converting the logical address into the physical address of
the NAND 190. The address converter 115 outputs the
physical address obtained by performing the address reso-
lution process to the read command processor 111 (S13).

The read command processor 111 generates a user data
read request including the physical address received from
the address converter 115. The read command processor 111
outputs the generated user data read request to the NANDC
118 (S14).

The NANDC 118 reads the user data 196 {from the NAND
190 based on the user data read request received from the
read command processor 111 (S15). For example, the
NANDC 118 acquires the physical address of the NAND
190 included 1n the user data read request, and accesses the
acquired physical address to read the user data 196 from the
NAND 190.

The NANDC 118 outputs the user data 196 read from the
NAND 190 to the read command processor 111 (S16). Then,
the read command processor 111 stores the user data 196
received from the NANDC 118 1n the read bufler 153 of the
DRAM 150. The controller 110 reads the user data 196 from
the read butfler 153, and transmits the read user data 196 to
the host 200 via the host I'F 130 (S17).

FIG. 8 1s a flowchart illustrating an example of the address
resolution process 1n the first embodiment. When the address
resolution request 1s mput to the address converter 115, the
address converter 115 acquires the logical address included
in the address resolution request and determines whether a
sub-table of the address conversion table (cache) 151 cor-
responding to the logical address included 1n the address
resolution request 1s stored i the DRAM 150. In a case
where the address converter 115 determines that the sub-
table 1s not stored in the DRAM 1350 (i.e., 1n the case of a
cache miss), the address converter 115 generates a table read
request for the sub-table (520) and subsequently executes
steps S21-S25. On the other hand, in a case where the
address converter 1135 determines that the sub-table 1s stored
in the DRAM 150 (i.e., in the case of a cache hit), the
address converter 115 simply skips steps S21-S24 and
acquires the corresponding physical address (S25) by look-
ing up the sub-table.

The following description 1s a description about the cache
miss case, where the address converter 115 generates a table
read request for reading the sub-table corresponding to the
acquired logical address (S20). The table read request 1s a
request for reading the address conversion table 191 from
the NAND 190. The address converter 115 looks up the
NAND address table 155 with an index of the logical
address and obtains a physical address where the sub-table
corresponding the logical address i1s stored in the NAND
190. The address converter 115 generates a table read
request including the obtained physical address of the sub-
table.

The classifier 116 classifies for each NAND chip, the table
read request generated by the address converter 115 1nto a
first table read request for reading data from the first plane
PL-1, and a second table read request for reading data from
the second plane PL-2 (S821).

The pairer 117 pairs the first table read request and the
second table read request classified by the classifier 116 with
cach other to generate a multi-plane read request (522). The
pairer 117 outputs the generated multi-plane read request to

the NANDC 118.
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In a case where there 1s only one of the first table read
request and the second table read request, the pairer 117 may
output one of the first read request and the second read
request to the NANDC 118 without performing the pairing
to read the data from the NAND 190. Thus, i1t 1s not
necessary for the pairer 117 to wait until both of the first
table read request and the second table read request are
obtained. Accordingly, it 1s possible to improve throughput.

The NANDC 118 outputs the multi-plane read request
received Irom the pairer 117 to the NAND 190 (523). When
the multi-plane read request 1s input to the NAND chip 192,
the NAND chip 192 reads the address conversion table
corresponding to the logical address of the address resolu-
tion target from the memory cell array 193 (S24).

As explained above, by performing the multi-plane read
that pairs a plurality of table read requests, 1t 1s possible to
read the data in parallel from a plurality of planes and to
improve throughput.

The NANDC 118 outputs the address conversion table

read from the memory cell array 193 to the address converter
115.

Accordingly, 1n the cache miss case, the address converter
115 acquires a physical address corresponding to the logical
address of the address resolution target from the address
conversion table recerved from the NANDC 118 (S25). On
the other hand, 1n the cache hit case, the address converter
115 looks up the DRAM address table 154 with the logical
address as an index and acquires a location 1n the DRAM at
which the address conversion table (cache) 151 1s stored,
and then looks up the address conversion table (cache) 151
with the logical address as an index to acquire the corre-
sponding physical address.

As explained above, the address converter 1135 determines
whether the sub-table corresponding to the logical address
included 1n the address resolution request 1s included in the
address conversion table (cache) 151 stored in the DRAM
150. In a case where the sub-table corresponding to the
logical address included in the address resolution request 1s
included 1n the address conversion table (cache) 151 stored
in the DRAM 150 (cache hit), the address converter 115
converts the logical address 1nto a physical address using the
address conversion table (cache) 151 stored in the DRAM
150. On the other hand, in a case where the sub-table
corresponding to the logical address included in the address
resolution request 1s not included 1n the address conversion
table (cache) 151 stored 1n the DRAM 150 (cache miss), the
address converter 115 converts the logical address into the
physical address using the address conversion table 191
stored 1n the NAND 190.

The address converter 115 stores a portion of the address
conversion table read from the NAND 190 in the DRAM
150 as the address conversion table (cache) 151, and updates
the DRAM address table 154 (see FIG. 2). Thus, the address
converter 115 can acquire the physical address by referring
to the address conversion table (cache) 151 in the DRAM
150 without accessing the NAND 190 from the next time.

In the address resolution process, since the multi-plane
read 1n which a plurality of table read requests are paired 1s
performed, 1t 1s possible to improve throughput.

FIG. 9 1s a sequence diagram 1llustrating an example of a
write-back process for user data in the first embodiment. The
write-back process 1s a process of temporarily storing, in the
write buffer 152, the data instructed to be written to the
NAND 190 by the write command, transmitting a comple-
tion response to the host, at any timing, and then writing the
data in the write buller 152 to the NAND 190. The timing

at which the completion response 1s transmitted to the host
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1s asynchronous with respect to writing data ito the NAND
190. Hereinatter, a write-back processing for the user data
will be described.

The host 200 transmits a write command and user data to
the storage device 100. The host I'F 130 of the storage
device 100 outputs the write command and the user data
received from the host 200 to the write command processor
112 (S30).

In the write command, information indicating a start
logical block address (LBA) of the data and a data length 1s
included. The write command processor 112 writes the user
data corresponding to the write command to the write buller
152 in the DRAM 150 (S31). Thereatter, the write command
processor 112 transmits a completion notification indicating
the completion of writing to the host 200 via the host I/F 130
(S32).

The write command processor 112 allocates a physical
address of write destination 1n the NAND 190, and then
generates a write request for writing the user data in the
write bufler 152 with the allocated physical address. The
generation of the write request to the NAND 190 1s asyn
chronous with respect to receiving the write command from
the host and with respect to sending the completion notifi-
cation to the host. The write request also includes the logical
address of the user data. The write command processor 112
outputs the generated write request to the NANDC 118
(S33).

The NANDC 118 stores the user data 196 in the NAND
190 based on the write request recerved from the write
command processor 112 (534). Then, the NANDC 118
outputs a completion notification indicating that writing of

the user data 196 has been completed, to the write command
processor 112 (S35).

When the user data 196 1s written in the NAND 190, 1t 1s
necessary to update the address conversion table 191. There-
fore, when the write command processor 112 receives the
completion notification from the NANDC 118, the write
command processor 112 generates an address update request
including the logical address and the physical address at
which the user data i1s stored in NAND 190. The write
command processor 112 outputs the generated address
update request to the address converter 115 (S36).

The address converter 115 performs an address update
process to be described below based on the address update
request received from the write command processor 112
(S37). The address update process 1s a process of updating
the address conversion table 191 stored 1n the NAND 190.

When the address converter 115 completes the address
update process, the address converter 115 outputs a comple-
tion notification indicating that the address update process 1s
completed to the write command processor 112 (S38). The
write command processor 112 releases the write butler 152
based on the completion notification received from the
address converter 115 (S39).

As explained above, when the write command processor
112 does not write the user data 1n the NAND 190 even after
the write command processor 112 has stored the user data in
the write buller 152 of the DRAM 150, the write command
processor 112 does not generate an address update request.
This 1s because 1t 1s not necessary to update the address
conversion table 191 when the user data has not yet been
written 1n the NAND 190.

The write command processor 112 transmits a completion
notification to the host 200 when the user data 1s stored 1n the
write buller 152 instead of when the user data 1s written to
the NAND 190. The write-back process 1s executed to speed
up apparent processing completion.
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Therelore, according to the write-back process 1llustrated
in FIG. 9, 1t 1s possible to increase the number of write
commands that the host 200 can transmit per unit time.
Further, according to the write-back process, the total num-
ber of table reads 1s not limited by a queue depth (QD) of the
write commands. The QD of the write commands 1s a total
number (upper limit) of write commands that can be trans-
mitted at a time from the host 200 to the storage device 100,
in other words, to be processed or being processed (1n flight).
By increasing the number of the table reads to be queued 1n
the processing within the storage device 100 of the write-
back processing, the pairer 117 can improve a probability of
the table read requests to be paired.

FIG. 10 1s a flowchart illustrating an example of an
address update process 1n the first embodiment. When the
address update request 1s input to the address converter 115
(wherein the logical address and the physical address, which
points to the NAND 190 at which the user data has been
written, are included in the address update request), the
address converter 115 acquires the logical address included
in the address update request. The address converter 1135
determines whether a sub-table of the address conversion
table (cache) 151 corresponding to the logical address 1s
stored 1n the DRAM 150 (cache hit) or not (cache miss), by
looking up the DRAM address table 152 with the logical
address as an index. In the cache hit case, the address
converter 115 skips steps S40-S44 and proceeds to the step
S45. On the other hand, in the cache miss case, the address
converter 115 generates the table read request for reading the
sub-table including the acquired logical address (S40).

The classifier 116 classifies the table read request gener-
ated by the address converter 115 into a first table read
request for reading data from the first plane PL-1 and a
second table read request for reading the data from the
second plane PL-2 (841).

The pairer 117 pairs the first table read request and the
second table read request classified by the classifier 116 to
generate a multi-plane read request (S42). The pawrer 117
outputs the generated multi-plane read request to the
NANDC 118.

In a case where only one of the first table read request and
the second table read request exists, the pairer 117 may
turther generate a single-plane read request without per-
forming the pairing, and output the single-plane read request
to the NANDC 118. Thus, since 1t 1s not necessary for the
pairer 117 to wait until both of the first table read request and
the second table read request are obtained, 1t 1s possible to
improve throughput.

The NANDC 118 outputs the multi-plane read request
received Irom the pairer 117 to the NAND 190 (543). When
the multi-plane read request 1s input to the NAND chip 192,
the NAND chip 192 reads the sub-tables including the
logical addresses that are targets of the address update, from
the memory cell array 193 (S44).

As explained above, by performing the multi-plane read
that pairs a plurality of table read requests, 1t 1s possible to
read the data 1n parallel from a plurality of planes, and to
improve throughput.

The NANDC 118 outputs the sub-table read from the
memory cell array 193 to the address converter 115 1n the
cache miss case (this step 1s omitted 1n the cache hit case).
Then, the address converter 1135 updates the sub-table cor-
responding to the logical address with the physical address
in response to the address update request, wherein the
logical address and the physical address are included in the
address update request. The physical address here points to

the NAND 190 at which the user data has been written.
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The address converter 115 stores the updated sub-table 1n
the DRAM 150 as part of the address conversion table
(cache) 151, and updates the DRAM address table 154 (see
FIG. 2). Thus, next time, the address converter 115 can
acquire the physical address by referring to the address
conversion table (cache) 151 in the DRAM 150 without
accessing the NAND 190. The NANDC 118 writes the
address conversion table (cache) 151 in the DRAM 150 into
the NAND 190 at any timing, and then, the address con-
verter 115 updates an entry of the NAND address table 1355
corresponding to the sub-table (the address conversion table
(cache) 151 written 1nto the NAND 190) with the physical
address at which the sub-table has been written (S45).

As explained above, the write command processor 112
temporarily stores the user data 1n the write buller 152 of the
DRAM 150 based on the write command received from the
host 200, and notifies the host 200 of the completion of the
write command. The NANDC 118 writes the user data
stored 1n the write butler 152 of the DRAM 150 into the
NAND 190. The write command processor 112 generates an
address update request for updating the correspondence
relationship between the logical address and the physical
address for the user data. The address converter 115 gener-
ates a first read request and a second read request based on
one or more address update requests. The pairer 117 pairs the
first read request with the second read request to generate a
multi-plane read request. The NANDC 118 outputs the
multi-plane read request to the NAND 190, and reads the
address conversion table from the NAND 190. The address
converter 115 updates the address conversion table read
from the NAND 190.

In the address updating process, since the multi-plane
read that pairs a plurality of table read requests 1s performed,
it 1s possible to 1mprove throughput. Therefore, the write
command processor 112 can complete the write-back pro-
cessing of the user data 1n a short time.

Here an example of a garbage collection process 1n the
first embodiment 1s described. The garbage collection pro-
cess 1ncludes a valid data determination process and a
cluster migration process. The valid data determination
process 1s a process for identifying valid data included 1n a
garbage collection target block. The cluster migration pro-
cess 1ncludes 1) a cluster copying process for copying the
identified valid data into a copy destination block and 2) an
address update process for updating the address conversion
table.

FIG. 11 1s a sequence diagram 1illustrating an example of
a valid data determination process 1n the first embodiment.
The valid data determination process 1s a process of deter-
mining whether or not the data in the blocks of the NAND
190 1s valid. The data stored 1n the physical address refer-
enced by the address conversion table 1s valid, and other data
1s invalid. The data determined to be valid 1s processed in the
cluster copying process that will be described below. The
cluster copying process 1s a process of copying the deter-
mined valid data 1n a first block (1.e., a garbage collection
target block) to a second block (i.e., a copy destination
block) and updating the address conversion table to invali-
date all items of data in the first block. After all data of the
first block 1s invalidated, all data 1n the first block 1s erased.
Heremafter, the valid data determination process will be

described.

The garbage collection processor 113 outputs a log read
request to the NANDC 118 (550). The log read request 1s a

request for acquiring at least a logical address and a physical
address of all of 1tems of the data stored 1n the first block
(garbage collection target block) of the NAND 190.
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The NANDC 118 reads a log regarding the first block
from the NAND 190 based on a log read request received
from the garbage collection processor 113. The log 1s written
to the NAND 190 at the time of writing of the data based on
the request from the host 200, into the NAND 190, or at the
time ol writing of data by the garbage collection. The
correspondence relationship between the logical address and
the physical address corresponding to the data (cluster)
stored 1n the first block 1s described 1n the log. The NANDC
118 acquires the logical address and the physical address of
the data stored 1n the first block by referring to the read log.
The NANDC 118 outputs the acquired logical address and
the acquired physical address to the garbage collection
processor 113 (S51).

The garbage collection processor 113 generates an
address resolution request including the logical address
received from the NANDC 118. The garbage collection
processor 113 then outputs the generated address resolution
request to the address converter 115 (S52).

The address converter 115 performs the address resolution
process described above based on the address resolution
request generated by the garbage collection processor 113
(S53). The address converter 115 outputs the physical
address obtained by performing the address resolution pro-
cess to the garbage collection processor 113 (5354).

The garbage collection processor 113 performs an address
consistency check process, which determines whether data
1s valid or not using the physical address received from the
address converter 115 1n step S54 and the physical address
received from the NANDC 118 in step S31 (S55). For
example, for data with a certain logical address, 1n a case
where the physical address received from the address con-
verter 115 1 step S54 and the physical address recerved
from the NANDC 118 in step S51 match, the garbage
collection processor 113 determines that the data stored 1n
the physical address 1s valid. On the other hand, 1n a case
where the physical address received from the address con-
verter 115 1 step S54 and the physical address recerved
from the NANDC 118 1n step S51 do not match, the garbage
collection processor 113 determines that the data stored in
the physical address received from the NANDC 118 in step
S51 15 mvalid.

As explained above, the garbage collection processor 113
generates an address resolution request for converting the
logical address of the data stored in the first block of the
NAND 190 into a corresponding physical address. The
address converter 115 converts the logical address of the
data stored in the first block into the first physical address
based on the address resolution request. The garbage col-
lection processor 113 determines whether or not the data
stored 1n the first block 1s valid based on the first physical
address converted from the logical address and a second
physical address indicating the physical address of the data
stored 1n the first block.

In the address resolution process of step S53, since the
multi-plane read that pairs a plurality of table read requests
1s performed, 1t 1s possible to improve throughput. There-
fore, the garbage collection processor 113 can complete the
valid data determination process 1n a short time.

FIG. 12 1s a sequence diagram 1llustrating an example of
the cluster migration process 1n the first embodiment. The
cluster migration process illustrated 1n FIG. 12 1s performed
subsequently to the valid data determination process 1llus-
trated 1n FIG. 11. Hereinatter, the cluster migration process

will be described.
The garbage collection processor 113 outputs a cluster

copying request to the NANDC 118 (560). The cluster
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copying request 1s a request for copying determined valid
data 1n the first block (the garbage collection target block) of
the NAND 190 into the second block (the copy destination
block). The cluster copying request includes a logical
address and a physical address of the valid data 1n the first
block, where the valid data 1s data determined to be valid 1n
the valid data determination process described above (FIG.
11).

The NANDC 118 executes the cluster copying process
based on the cluster copying request received from the
garbage collection processor 113 (561). For example, the

NANDC 118 copies the valid data in the first block to the

second block. After updating the address conversion table
(described below) to mnvalidate all data 1n the first block, it
1s possible to use the first block as a free block, and then as
an erased block after erasing. When the NANDC 118
completes the cluster copying process, the NANDC 118
notifies the garbage collection processor 113 with a comple-

tion notification indicating that the cluster copying process
1s completed (S62).

Since the valid data has been copied when the cluster
copying process 1s completed, 1t 1s necessary to update the
address conversion table 191. Therefore, the garbage col-
lection processor 113 generates an address update request
including the logical address and the physical address in the
second block 1nto which the valid data has been copied. The
garbage collection processor 113 outputs the generated
address update request to the address converter 115 (S63).

The address converter 115 performs an address update
process described above based on the address update request
received from the garbage collection processor 113 (S64).
When the address converter 115 completes the address
update process, the address converter 115 outputs a comple-
tion notification indicating that the address update process 1s
completed to the garbage collection processor 113 (565).

As explained above, the garbage collection processor 113
copies the valid data 1n the first block of the NAND 190 to
the second block and updates the address conversion table to
invalidate the data of the first block. The garbage collection
processor 113 generates an address update request for updat-
ing a correspondence relationship between the logical
address and the physical address 1n the second block nto
which the valid data copied. The address converter 115
determines whether the sub-table corresponding to the logi-
cal address 1s stored in the DRAM 150 (cache hit) or not
(cache miss).

In the cache hit case, the address converter 1135 updates an
entry, corresponding to the logical address, to the physical
address in the second block, of the sub-table in the address
conversion table (cache) in the DRAM 150.

On the other hand, in the cache miss case, the address
converter 115 generates the first read request and the second
read request based on one or more address update requests.
The pawrer 117 pairs the first read request and the second
read request to generate the multi-plane read request. The
NANDC 118 outputs the multi-plane read request to the
NAND 190, and reads the address conversion table from the
NAND 190. The address converter 115 updates an entry,
corresponding to the logical address, to the physical address
in the second block, of the sub-table 1n the address conver-
sion table read from the NAND 190.

In the address updating process of step S64, since the
multi-plane read that pairs a plurality of table read requests
1s performed, 1t 1s possible to improve throughput. There-
fore, the garbage collection processor 113 can improve the
throughput of the garbage collection process.
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Here, two kinds of UNMAP processing are explained. An
UNMAP command (or a TRIM command) 1s a command for
istructing a logical address associated with which data to be
invalidated.

FIG. 13 1s a sequence diagram 1llustrating an example of 5

toreground UNMAP processing in the first embodiment.
The foreground UNMAP processing 1s a process for dis-
solving the correspondence relationship between the logical
address and the existing physical address in the address
conversion table 191 in a foreground. As used herein, “in the
foreground” means that a completion notification 1s sent to
the host after the dissolving process has been done in the
address conversion table. Heremafter, the foreground
UNMAP processing will be described.

The host 200 transmits an UNMAP command to the
storage device 100. The UNMAP command triggers the
UNMAP processing. The UNMAP processing 1s a process
of mvalidating data associated with the logical address.

Specifically, 1 the address conversion table, an
UNMAPPED state 1s associated with the logical address.
The UNMAP command includes the logical address to be
processed 1n the UNMAP process. The host I/F 130 of the
storage device 100 outputs the UNMAP command received
from the host 200 to the UNMAP processor 114 (S70).

The UNMAP processor 114 acquires the logical address
from the UNMAP command received from the host I'F 130.
The UNMAP processor 114 generates an address update
request including the acquired logical address and 1informa-
tion indicating that the UNMAP processing 1s to be per-
formed (for example, a particular, reserved number indicat-
ing the UNMAPPED state). The UNMAP processor 114
outputs the generated address update request to the address
converter 115 (S71).

The address converter 115 performs an address update
process described above based on the address update request
received from the UNMAP processor 114 (572). In this case,
the address converter 115 updates the address conversion
table 191 so as to dissolve the correspondence relationship
between the logical address included in the address update
request and the existing physical address of the NAND 190.
For example, the address converter 115 updates the physical
address of the address conversion table (cache) 151 with the
reserved number indicating the UNMAPPED state, and
updates the address conversion table 191 in the NAND 190
based on the updated address conversion table (cache) 151.

When the address converter 115 completes the address
update process, the address converter 115 outputs a comple-
tion notification imndicating that the address update process 1s
completed to the UNMAP processor 114 (573). The
UNMAP processor 114 transmits a completion notification
indicating that the UNMAP processing 1s completed, to the
host 200 via the host I'F 130 based on the completion
notification received from the address converter 115 (874).

As explained above, the UNMAP processor 114 generates
an address update request to dissolve the correspondence
relationship between the logical address included in the
UNMAP command and the existing physical address based
on the UNMAP command received from the host 200. The
address converter 115 generates the first read request and the
second read request based on one or more address update
requests. The pairer 117 pairs the first read request with the
second read request to generate the multi-plane read request.
The NANDC 118 outputs the multi-plane read request to the
NAND 190 and reads the address conversion table from the
NAND 190. The address converter 115 updates the read
address conversion table based on the updated address
conversion table (cache) 151. Specifically, the address con-
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verter 115 updates the physical address of the address
conversion table (cache) 151 with the reserved number.

In the address updating process of step S72, since the
multi-plane read that pairs a plurality of table read requests
1s performed, 1t 1s possible to improve throughput. There-
fore, the UNMAP processor 114 can improve the throughput
of the foreground UNMAP process.

FIG. 14 1s a sequence diagram 1llustrating an example of
a background UNMAP processing in the first embodiment.
The background UNMAP processing 1s a process for dis-
solving a correspondence relationship between the logical
address and the existing physical address in the address
conversion table 191 in the background. As used herein “in
the background” means that the completion notification 1s
sent to the host before (1.e., asynchronously to the comple-
tion of) the dissolving process 1s actually performed 1n the
address conversion table. Heremnaiter, the background
UNMAP processing will be described.

The host 200 transmits an UNMAP command, which 1s
described above, to the storage device 100. The host I'F 130
of the storage device 100 outputs the UNMAP command
received from the host 200 to the UNMAP processor 114
(S80).

The UNMAP processor 114 acquires the logical address
from the UNMAP command received from the host I'F 130.
The UNMAP processor 114 stores the acquired logical
address into an UNMAP table (S81). The UNMAP table 1s
stored 1n the DRAM 150. Thereatter, the UNMAP processor
114 transmits a completion notification indicating that the
UNMAP processing 1s completed to the host 200 via the host
I/'F 130 (582).

Then, the UNMAP processor 114 acquires the logical
address from the UNMAP table at any timing (S83). The
UNMAP processor 114 generates an address update request
including the acquired logical address and information indi-
cating that an UNMAP processing 1s to be performed (for
example, a particular, reserved number indicating an
UNMAPPED state). The UNMAP processor 114 outputs the
generated address update request to the address converter
115 (S84).

The address converter 115 performs an address update
process described above based on the address update request
received from the UNMAP processor 114 (S85). In this case,
the address converter 115 updates the address conversion
table 191 so as to dissolve the correspondence relationship
between the logical address 1included 1n the address update
request and the existing physical address of the NAND 190.
For example, the address converter 113 updates the physical
address of the address conversion table (cache) 151 with the
reserved number indicating the UNMAPPED state, and
updates the address conversion table 191 1n the NAND 190
based on the updated address conversion table (cache) 151.

When the address converter 115 completes the address
update process, the address converter 1135 outputs a comple-

tion notification indicating that the address update process 1s
completed to the UNMAP processor 114 (586). The

UNMARP processor 114 deletes the logical address at which
the UNMAP processing has been performed from the
UNMAP table based on the completion notification recerved
from the address converter 115 (S87).

As explained above, the UNMAP processor 114 stores the
logical address included 1n the UNMAP command 1nto the
DRAM 150 based on the UNMAP command recerved from
the host 200, and notifies the host 200 of the completion of
the UNMAP command. The UNMAP processor 114 gener-
ates an address update request to dissolve the correspon-
dence relationship between the logical address stored in the
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DRAM 150 and the existing physical address. The address
converter 115 generates the first read request and the second

read request based on one or more address update requests.
The pairer 117 pairs the first read request with the second
read request to generate the multi-plane read request. The
NANDC 118 outputs the multi-plane read request to the
NAND 190 and reads the address conversion table from the
NAND 190. The address converter 115 updates the read
address conversion table.

In the address updating process of step S85, since the
multi-plane read that pairs a plurality of table read requests
1s performed, it 1s possible to improve throughput. There-
tore, the UNMAP processor 114 can improve the throughput
of the background UNMAP process.

The UNMAP processor 114 transmits the completion
notification to the host 200 when the logical address 1s stored
into the UNMAP table instead of when the UNMAP pro-
cessing 1n the address conversion table 1s completed. The
UNMAP processing 1s executed in the background in order
to speed up apparent processing completion.

According to the background UNMAP processing 1llus-
trated in FIG. 14, a total number of the address update
requests 1n tlight generated by the UNMAP commands 1s not
limited by a queue depth (QD) of the UNMAP commands,
where the QD of the UNMAP commands 1s a total number
(upper limit) of UNMAP commands that can be transmitted
at a time from the host 200 to the storage device 100. The
UNMAP processor can thus accommodate a large number of
address update requests, not limited by the QD of the
UNMAP commands, so that the pairer can achieve a high
probability of paring the table read requests.

As described above, 1n the first embodiment, the classifier
116 classifies a plurality of read requests for reading data
from the NAND 190 into a first read request for reading data
from the first address of the first plane PL-1 and a second
read request for reading data from the second address of the
second plane PL-2. The first address and the second address
may be different. The pairer 117 pairs the first read request
with the second read request to generate a multi-plane read
request. The NANDC 118 outputs the multi-plane read
request to the NAND 190 to read data in parallel from the
NAND 190. Accordingly, the storage device 100 can
improve throughput.

Further, the controller 110 generates a table read request
for reading a portion of the address conversion table from
the NAND 190. The classifier 116 classifies the table read
request into the first read request and the second read
request. The pairer 117 pairs the first read request with the
second read request to generate a multi-plane read request.
The controller 110 generates a table read request based on
the user data read request. The NANDC 118 outputs the
multi-plane read request to the NAND 190 to read a portion
of the address conversion table stored 1n the NAND 190. The
address converter 115 acquires the physical address from a
portion of the address conversion table. In this embodiment,
even when the table read request frequently occurs, perfor-
mance degradation of the storage device resulting from the
table read 1s mitigated by performing the multi-plane read.

Second Embodiment

In the first embodiment, the classifier 116 classifies a
plurality of read requests for reading data from the NAND
190 1nto the first read request for reading data from the first
plane PL-1, and the second read request for reading data
from the second plane PL-2. In the second embodiment, the
classifier 116 classifies the plurality of read requests for
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reading data from the NAND 190, turther, based on the read
time. The read time 1s a time required for the sense amplifier
194 to sense data in a memory cell array 193 into the page
buller 195. Hereimnafter, the second embodiment will be
described 1n detail.

FIG. 15 1s a diagram 1llustrating an example of a storage
device 1n the second embodiment. Diflerences between FIG.
1 and FIG. 15 will be mainly described. The controller 110
includes a read time determiner 119. Details will be
described below, and the read time determiner 119 deter-
mines the read time for each of a plurality of read requests.
For example, the read time determiner 119 may determine
the read time of the address conversion table 191 and the
read time of the user data 196.

The read time determiner 119 1s realized by a processor
such as a central processing unit (CPU) executing a program
stored 1n a program memory. The read time determiner 119
may be realized by hardware such as an LSI, an ASIC, and
a FPGA having the same function as the function of the
processor executing the program.

FIG. 16 1s a diagram 1llustrating an example of a multi-
plane read in the second embodiment. For example, when an
address resolution request or an address update request
described above 1s mput to the address converter 115, the
address converter 115 generates a plurality of table read
requests R-1 to R-k (k 1s a natural number).

The classifier 116 classifies a plurality of table read
requests R-1 to R-k generated by the address converter 115
into requests of a plurality of NAND chips 192. Although
only a first NAND chip 192-1 1s illustrated in order to
simplity the description 1 FIG. 16, a plurality of NAND
chips may be provided in the NAND 190.

The classifier 116 classifies the plurality of table read
requests for the NAND chip 192-1 into a table read request
R1-1 for reading data from the first plane PL-1 and a table
read request R1-2 for reading data from the second plane
PL-2.

The read time determiner 119 determines the read time for
cach of the table read request R1-1 and the table read request
R1-2. For example, a recording (programming) scheme for
a first block (that stores user data in the first plane PL-1, for
example) and a recording scheme for a second block (that
stores system data in the second plane PL-2, for example)
may be different from each other. The read time determiner
119 accordingly may determine the read time based on the
recording scheme of the memory cell of the NAND 190. For
example, the read time determiner 119 may determine the
read time based on whether the recording scheme {for
memory cells 1s a single level cell (SLC) or a multi-level cell
(MLC). The SLC 1s a memory cell in which one-bit data 1s
recorded, and the MLC 1s a memory cell in which two or
more-bit data 1s recorded.

FIG. 17 1s a diagram 1illustrating an example of a distri-
bution of threshold voltages of memory cells for which a
recording method 1s MLC. As illustrated in FIG. 17, 1n a case
where one memory cell holds two bits of data, four threshold
voltage modes are formed. The data held 1n one memory cell
in this embodiment 1s not limited to two bits and may consist
of three or more bits. “11°, *10°, *00°, and ‘01’ are assigned
to four threshold voltage modes illustrated in FIG. 17
order of ascending threshold voltages. The two bits of data
indicate ‘upper/lower’, respectively. The four threshold volt-
age modes correspond to the Er (erased) state, the A state,
the B state, and the C state sequentially.

At the time of data reading, one or more read voltages VA,
VB, and VC are applied, and 1t 1s determined which data
among ‘11°, ‘10°, ‘00’, and ‘01’ the memory cell holds. For




US 10,684,795 B2

19

example, 1n a case where data 1s read from the MLC (upper
page), a read voltage VB 1s applied. On the other hand, 1n a
case where data 1s read from the MLC (lower page), 1t 1s
necessary to apply the read voltages VA and VC sequen-
tially. Therefore, a read time required to read the data from
the MLC (upper page) 1s shorter than a read time required to
read data from the MLC (lower page).

For example, in a case where data 1s read from the SLC,
the read time of the data 1s about 40 us. In a case where data
1s read from the MLC (upper page), the read time of the data
1s about 50 us. In a case where data 1s read from the MLC
(lower page), the read time of the data 1s about 80 us. As
described above, 1in the case of the MLC, the data in the
MLC (upper page) and the data in the MLC (lower page) are
individually read by switching the read voltages.

As explained above, the read time of the MLC 1s longer
than that of the SLC. Accordingly, the read time determiner
119 may determine the read time based on the recording
scheme of the memory cells of the NAND 190 in which the
data read based on the table read request 1s stored.

Further, as 1llustrated in FIG. 17, 1n a case where the data
1s read from the MLC (lower page) using two levels (VA and
V() and data 1s read from the MLC (upper page) using one
level (VB), the read time of the MLC (lower page) 1s longer
than the read time of the MLC (upper page). In coding (bit
assignment) different from this, 1n a case where data 1s read
from the MLC (upper page) using two levels and data 1s read
from the MLC (lower page) using one level, the read time
of the MLC (lower page) 1s shorter than the read time of the
MLC (upper page). Thus, the read time of the MLC (lower
page) and the read time of the MLC (upper page) differ from
cach other due to the coding scheme. Accordingly, the read
time determiner 119 may determine the read time based on
the page address (upper page or lower page) of the data that
1s read based on the table read request.

Examples of a sequence for writing data to the MLC
(lower page) and the MLC (upper page) include a full
sequence and an LM sequence. The full sequence 1s a
sequence 1n which writing data to the MLC (lower page) for
a word line and writing data to the MLC (upper page) for the
word line are performed in succession or at once. On the
other hand, the LM sequence 1s a sequence in which the
writing of data to the MLC (lower page) for one word line
and the writing of data to the MLC (upper page) are not
continuously performed in order to reduce program distur-
bance.

FIG. 18 1s a diagram 1llustrating page addressing in the
tull sequence of the MLC, and FIG. 19 1s a diagram
illustrating page addressing 1n the LM sequence of the MLC.
In FIGS. 18 and 19, 128 word lines from O to 127 are
illustrated as an example, but the number of word lines 1s not
limited thereto. In the full sequence illustrated 1 FIG. 18,
the page address increases in an order of a lower page of
word line 0, an upper page of word line 0, a lower page of
word line 1, an upper page of word line 1, . . . . On the other
hand, 1n the LM sequence 1illustrated 1n FIG. 19, the page
address 1ncreases 1n an order of a lower page of word line 0,
a lower page of word line 1, an upper page of the word line
0, alower page of word line 2, . . . . The read time determiner
119 determines lower/upper of the page based on the write
sequence and the page address, and determines the read time
based on a result of the determination of a lower page or an
upper page.

Further, a triple level cell (TLC) may be used as a
recording scheme of the memory cell. The TLC 1s a memory
cell 1n which 3-bit data 1s recorded. Examples of the
sequence for writing data to TLC (lower page), TLC (middle
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page), and TLC (upper page) include a full sequence and a
foggy-fine sequence. The full sequence 1s a sequence 1n
which writing of data to the TLC (lower page) for one word
line, writing of data to the TLC (middle page), and writing
of data to the TLC (upper page) are continuously performed.
On the other hand, the foggy-fine sequence 1s a sequence 1n
which writing of data to the TLC (lower page) for one word
line, writing of data to the TLC (middle page), and writing
of data to the TLC (upper page) are not continuously
performed 1n order to reduce program disturbance.

FIG. 20 1s a diagram 1illustrating page addressing in the
tull sequence of the TLC, and FIG. 21 1s a diagram 1llus-
trating page addressing in the foggy-fine sequence of the
TLC. In FIGS. 20 and 21, 128 word lines from 0 to 127 are
illustrated as an example, but the number of word lines 1s not
limited thereto. In the full sequence illustrated in FIG. 20,
the page address increases in an order of a lower page of
word line 0, a middle page of word line 0, an upper page of
word line 0, a lower page of word line 1, a middle page of
word line 1, an upper page of word line 1, . . . . On the other
hand, 1n the foggy-fine sequence illustrated in FI1G. 21, the
page address 1ncreases 1 an order of a lower page of word
line 0, a lower page of word line 1, a middle page of word
line 0, a lower page of word line 2, a middle page of word
line 1, an upper page of the word line 0, . . . . The read time
determiner 119 determines lower/middle/upper of the page
based on the write sequence and the page address, and
determines the read time based on a result of the determi-
nation of a lower page, a middle page, or an upper page.

The classifier 116 classifies the table read request R1-1 for
reading data from the first plane PL-1 into a table read
request R1-1a for which the read time 1s less than a
predetermined time and a table read request R1-15 for which
the read time 1s equal to or more than the predetermined time
based on the read time determined by the read time deter-
miner 119. The predetermined time may be, for example, 60
us, but 1s not limited thereto.

Similarly, the classifier 116 classifies the table read
request R1-2 for reading data from the second plane PL-2
into a table read request R1-2a for which the read time 1s less
than a predetermined time and a table read request R1-2b for
which the read time 1s equal to or more than the predeter-
mined time based on the read time determined by the read
time determiner 119.

The classifier 116 stores the table read request R1-1a 1n a
queue Ql-la (first queue), stores the table read request
R1-151n a queue Q1-15 (second queue), stores the table read
request R1-2a 1n a queue Q1-2a (third queue), and stores the
table read request R1-26 1n a queue Q1-26 (fourth queue).
Each of the queue Q1-1a, the queue (Q1-1bH, the queue
Q1-2a, and the queue Q1-25b 1s a FIFO (First In, First Out)
queue and 1s provided in the DRAM 150.

For example, as illustrated in FIG. 16, the table read
request R-1 1s a table read request for reading data from the
second plane PL-2 of the first NAND chip 192-1, the table
read request R-2 1s a table read request for reading data from
the first plane PL-1 of the first NAND chip 192-1, and the
table read request R-k 1s a table read request for reading data
from the first plane PL-1 of the first NAND chip 192-1.
Further, the read time of the table read request R-1 is less
than the predetermined time, the read time of the table read
request R-2 1s equal to or more than the predetermined time,
and the read time of the table read request R-k is less than
the predetermined time. Therefore, the table read request
R-1 1s stored in the queue Q1-2a, the table read request R-2
1s stored 1n the queue Q1-15, and the table read request R-k
1s stored in the queue Q1-1a.
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The pairer 117 pairs the table read request R1-1a stored in
the queue Q1-1a with the table read request R1-2a stored in
the queue Q1-2a to generate a multi-plane read request
MPR-1. The pairer 117 outputs the generated multi-plane
read request MPR-1 to the NANDC 118. The NANDC 118

outputs the multi-plane read request MPR-1 received from
the pairer 117 to the first NAND chip 192-1.

When the multi-plane read request MPR-1 1s mput to the
first NAND chip 192-1, the first NAND chip 192-1 reads

data corresponding to one page from the memory cell array
193-1 based on the NAND address included 1n the paired
table read request R1-1a and reads data corresponding to
one page irom the memory cell array 193-2 based on the
NAND address included in the paired table read request
R1-2a. The first NAND chip 192-1 outputs the read data to
the NANDC 118. The NANDC 118 outputs the data
received from the first NAND chip 192-1 to the address
converter 115.

Similarly, the pairer 117 pairs the table read request R1-156
stored 1n the queue Q1-15 with the table read request R1-25
stored 1n the queue (Q1-2b6 to generate a multi-plane read
request MPR-2. The pairer 117 outputs the generated multi-
plane read request MPR-2 to the NANDC 118. The NANDC
118 outputs the multi-plane read request MPR-2 received
from the pairer 117 to the first NAND chip 192-1.

When the multi-plane read request MPR-2 1s mput to the
first NAND chip 192-1, the first NAND chip 192-1 reads
data corresponding to one page from the memory cell array
193-1 based on the NAND address included 1n the paired
table read request R1-15 and reads data corresponding to
one page from the memory cell array 193-2 based on the
NAND address included in the paired table read request
R1-25b. The first NAND chip 192-1 outputs the read data to
the NANDC 118. The NANDC 118 outputs the data
received from the first NAND chip 192-1 to the address
converter 115.

As explained above, the NANDC 118 outputs the multi-
plane read request generated by the pairer 117 to the NAND
190. By performing the multi-plane read that pairs a plural-
ity of read requests, the NAND 190 can read data in parallel
from a plurality of planes. Therefore, 1t 1s possible improve
throughput, 1n comparison with performing the single-plane
read multiple times, which transmits read requests to the
NAND 190 one by one.

By contrast, in a case where the table read request for
which the read time 1s less than the predetermined time and
the table read request for which the read time 1s equal to or
more than the predetermined time are paired, the read time
of the multi-plane read request results 1n a read time equal
to or more than the predetermined time, and read perfor-
mance may be degraded. To avoid this situation, i this
embodiment, the pairer 117 pairs the table read requests for
which the read time 1s less than the predetermined time, or
pairs the table read requests for which the read time 1s equal
to or more than the predetermined time. Accordingly, the
storage device of the second embodiment can further shorten
the read time for the NAND 190.

In the first embodiment and the second embodiment, the
pairer 117 pairs a plurality of table read requests to generate
the multi-plane read request, but the present mnvention 1s not
limited thereto. For example, the address converter 115 may
generate the table read request based on the read command
received from the host 200. Further, the read command
processor 111 may generate the user data read request for
reading the user data 196 from the NAND 190 and the
address converter 115 may generate the table read request
based on the user data read request. Further, the pairer 117
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pairs the table read request with the user data read request to
generate the multi-plane read request. In the first embodi-
ment and the second embodiment, the read command pro-
cessor 111 may generate the first user data read request for
reading the user data 196 from the NAND 190 and the
second user data read request diflerent from the first user
data read request for reading the user data 196 from the
NAND 190 based on one or more read commands recerved
from the host 200. Further, the pairer 117 may pair the first
user data read request with the second user data read request
to generate the multi-plane read request.

Further, in the first embodiment and the second embodi-
ment, the address converter 115 may generate the table read
request based on the read command received from the host
200. Further, the read command processor 111 may generate
the user data read request for reading the user data from the
NAND 190 based on the read command. Further, the pairer
117 may perform a pairing ol a plurality of table read
requests 1 preference to the pairing of a plurality of user
data read requests. Since a physical address must be pro-
vided 1n a user read request, the corresponding table read 1s
performed prior to the user read. By processing the table
read requests 1n preference to the user data requests, the
number of read commands 1n flight can be large, resulting in
a high throughput due to a high parallelism. By contrast, 1f
the table read requests are processed 1n a low priority, the
number of read commands 1n flight becomes small, which
results 1n a low throughput.

According to at least one of the embodiments described
above, the storage device 100 includes the NAND 190, the

classifier 116, the pairer 117, and the NANDC 118. The
NAND 190 1s a nonvolatile memory, and includes the first
plane PL-1 and the second plane PL-2 for storing data. The
classifier 116 classifies the plurality of read requests for
reading data from the NAND 190 into the first read request
for reading data from the first plane PL-1 and the second
read request for reading data from the second plane PL-2.
The pairer 117 pairs the first read request and the second
read request classified by the classifier 116 to generate the
multi-plane read request. The NANDC 118 outputs the
multi-plane read request generated by the pairer 117 to the
NAND 190 to read the data from the NAND 190.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the mventions.
Indeed, the novel methods and systems described herein
may be embodied 1n a vaniety of other forms; furthermore,
various omissions, substitutions and changes in the form of
the methods and systems described herein may be made
without departing from the spirit of the inventions. The
accompanying claims and their equivalents are intended to
cover such forms or modifications as would fall within the
scope and spirit of the inventions.

What 1s claimed 1s:
1. A storage device, comprising;:
a nonvolatile semiconductor memory having a first physi-
cal region and a second physical region, and configured
to store an address conversion table that 1s used to
convert a logical address 1nto a physical address of the
nonvolatile semiconductor memory; and
a controller configured to:
determine a read time for each of a plurality of read
requests for reading data from the nonvolatile
memory;

classity the plurality of read requests into first read
requests for reading data from the first physical
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region and second read requests for reading data

from the second physical region;
pair, on the basis of the determined lengths of time, one

of the first read requests with one of the second read
requests to generate a third read request, such that the
determined read time for said one of the first read
requests and the determined read time for said one of
the second read requests are both shorter than a
threshold;
output the third read request to the nonvolatile semi-
conductor memory; and
generate one or more first address update requests for
updating a correspondence relationship between a
logical address and a physical address of the non-
volatile semiconductor memory, wherein

the controller 1s further configured to:

generate a table read request, as one of the plurality of
read requests to be classified into one of the first and
second read requests, for an address resolution pro-
cess to convert a logical address of data stored 1n a
first block of the nonvolatile semiconductor memory
into a first physical address;

determine whether or not the data stored in the first
block 1s valid on the basis of the address resolution
Process;

copy the data determined to be valid in the first block
ol the nonvolatile semiconductor memory to a sec-
ond block of the nonvolatile semiconductor memory,
the second block being associated with a second
physical address; and

generate a second address update request as one of the
one or more first address update requests for updat-
ing a correspondence relationship for the logical
address of the data copied to the second block from
the first physical address to the second physical
address.

2. The storage device according to claim 1, wherein the
nonvolatile semiconductor memory performs a read opera-
tion in the first physical region in parallel with a read
operation in the second physical region 1n response to the
third read request.

3. The storage device according to claim 2, wherein the
first physical region includes a first plane of memory cells
and the second physical region includes a second plane of
memory cells, and the third read request 1s a multi-plane
read request.

4. The storage device according to claim 1, further com-
prising:

an interface through which a plurality of commands for

accessing the nonvolatile semiconductor memory 1is
recetved from a host device, wherein

the controller 1s configured to generate the first read

requests and the second read requests on the basis of the
plurality of commands received through the interface,
and to store the first read requests 1n a first queue and
to store the second read requests 1n a second queue.

5. The storage device according to claim 1, wherein

the controller 1s configured to store the first read requests

in {irst and second queues according to the determined
lengths of time for the first read requests and to store
the second read requests 1n third and fourth queues
according to the determined lengths of time for the
second read requests, wherein:

the first read requests for which the determined read time

1s shorter than a first read time are stored in the first
queue;
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the first read requests for which the determined read time
1s equal to or longer than the first read time are stored
in the second queue;

the second read requests for which the determined read

time 1s shorter than the first read time are stored 1n the
third queue; and

the second read requests for which the determined read

time 1s equal to or longer than the first read time are
stored 1n the fourth queue.

6. The storage device according to claim 3, wherein the
third request includes a pair of either (A) one of the first read
requests 1 the first queue and one of the second read
requests 1n the third queue, or (B) one of the first read
requests 1n the second queue and one of the second read
requests 1n the fourth queue.

7. The storage device according to claim 1, wherein

the controller 1s configured to determine the read time on

the basis of a recording scheme for memory cells of the
nonvolatile semiconductor memory from which data
are read based on the first read requests or the second
read requests.

8. The storage device according to claim 7, wherein the
recording scheme for memory cells includes a single-level
cell recording scheme and a multi-level cell recording
scheme.

9. The storage device according to claim 7, wherein

the nonvolatile semiconductor memory includes a word

line connecting the memory cells;

the recording scheme for the memory cells includes a

multi-level cell recording scheme that records a plu-
rality of pages of data 1n the memory cells connected to
the word line; and

the controller 1s configured to determine the read time on

the basis of which page among the plurality of pages 1s
to be read by the first read requests or the second read
requests.

10. The storage device according to claim 1,

wherein the controller 1s configured to determine the read

time on the basis of a page address of data that 1s read
on the basis of the first read requests or the second read
requests.

11. The storage device according to claim 1, wherein

the controller 1s further configured to generate another

table read request, as one of the plurality of read
requests to be classified as one of the first and second
read requests, for reading a portion of the address
conversion table from the nonvolatile semiconductor
memory.

12. The storage device according to claim 11, wherein

the controller 1s configured to generate the another table

read request on the basis of a read command recerved
from a host device, and a user data read request for
reading user data from the nonvolatile semiconductor
memory on the basis of a read command received from
the host device, and

the third read request includes the another table read

request and the user data read request.

13. The storage device according to claim 1, wherein

the controller 1s further configured to:

generate a plurality of table read requests, each as one of

the plurality of read requests to be classified as one of
the first and second read requests, for reading portions
of the address conversion table from the nonvolatile
semiconductor memory;

generate a first user data read request for reading user data

from the nonvolatile semiconductor memory and a
second user data read request, which 1s different from
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the first user data read request, for reading user data

from the nonvolatile semiconductor memory, on the

basis of one or more read commands received from a

host device;

pair at least two of the table read requests to generate the
third read request or pair the first and second user data
read requests to generate the third read request; and

output, as the third read request, the paired table read
requests with higher priority than the paired first and
second user data read requests, to the nonvolatile
semiconductor memory.

14. The storage device according to claim 1, wherein

the controller 1s further configured to:

generate an address resolution request for converting a
logical address of data stored in the nonvolatile semi-
conductor memory 1nto a first physical address;

for the address resolution request, generate another table
read request, as one of the plurality of read requests to
be classified as one of the first and second read
requests, for reading a portion of the address conver-
s1on table from the nonvolatile semiconductor memory;
and

determine whether or not the data stored 1n the nonvolatile
semiconductor memory 1s valid on the basis of the first
physical address and a second physical address, the
second physical address being read from a log that
describes a correspondence between logical addresses
and physical addresses of data stored 1n the nonvolatile
semiconductor memory.

15. The storage device according to claim 1, wherein

the nonvolatile semiconductor memory includes a
memory cell array and a page bufler, and the read time
1s equal to a time required to store data read from the
memory cell array into the page builer.

16. A storage device, comprising:

a nonvolatile semiconductor memory having a first physi-
cal region and a second physical region, and configured
to store an address conversion table that 1s used to
convert logical addresses 1into physical addresses of the
nonvolatile semiconductor memory; and

a controller configured to store user data in a bufler
memory 1n response to a write command associated
with a logical address and user data, received from a
host, and notily the host of completion of the write
command, wherein

subsequent to notifying the host of completion of the
write command, the controller writes the user data
stored 1n the bufler memory 1nto the nonvolatile semi-
conductor memory at a physical address, and generates
one or more first address update requests for updating
a correspondence relationship between the logical
address and the physical address for the user data, and

the controller generates table read requests for reading
portions of the address conversion table from the
nonvolatile semiconductor memory in response to the
one or more first address update requests, classifies the
table read requests as first requests for reading data
from the first physical region and second read requests
for reading data from the second physical region, pairs
one of the first read requests with one of the second
read requests to generate a third read request, and
outputs the third read request to the nonvolatile semi-
conductor memory, and wherein

the controller 1s further configured to:
generate the table read requests for an address resolu-

tion process to convert a logical address of data
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stored 1n a first block of the nonvolatile semicon-
ductor memory into a first physical address;

determine whether or not the data stored in the first
block 1s valid on the basis of the address resolution
process;

copy the data determined to be valid 1n the first block
of the nonvolatile semiconductor memory to a sec-
ond block of the nonvolatile semiconductor memory,
the second block being associated with a second
physical address; and

generate a second address update request as one of the
one or more first address update requests for updat-
ing a correspondence relationship for the logical
address of the data copied to the second block from
the first physical address to the second physical
address.

17. The storage device according to claim 16, further

comprising;

a second memory, wherein the controller 1s further con-
figured to:

cache a portion of the address conversion table 1n the
second memory, and

update the cached portion of the address conversion table
in the second memory on the basis of the address
conversion table that 1s read from the nonvolatile
semiconductor memory 1n response to the third read
request.

18. The storage device according to claim 16, wherein the

controller 1s further configured to:

generate a third address update request, as one of the one
or more first address update requests, for updating the
correspondence relationship between a logical address
and a physical address of the nonvolatile semiconduc-
tor memory, the logical address being included 1n an
UNMAP command received from the host.

19. A storage device, comprising:

a nonvolatile semiconductor memory having a first physi-
cal region and a second physical region, and configured
to store an address conversion table that 1s used to
convert a logical address into a physical address of the
nonvolatile semiconductor memory; and

a controller configured to:
classity a plurality of read requests into first read

requests for reading data from the first physical
region and second read requests for reading data
from the second physical region;
generate one or more table read requests as one of the
first and second read requests, for reading one or
more portions of the address conversion table from
the nonvolatile semiconductor memory;
pair one of the first read requests with one of the second
read requests to generate a third read request;
output the third read request to the nonvolatile semi-
conductor memory; and
generate one or more first address update requests for
updating a correspondence relationship between a
logical address and a physical address of the non-
volatile semiconductor memory,
wherein the controller 1s further configured to:
write first data, which 1s associated with a first
logical address and received from a host, at a first
physical address of the nonvolatile semiconductor
memory;
output the third read request to the nonvolatile semi-
conductor memory to read one or more portions of
the address conversion table from the nonvolatile
semiconductor memory;
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update the one or more read portions of the address
conversion table to map the first logical address to
the first physical address;
generate a table read request, as one of the plurality
of read requests to be classified 1nto one of the first
and second read requests, for an address resolution
process to convert a logical address of second data
stored 1n a first block of the nonvolatile semicon-
ductor memory 1nto a second physical address;
determine whether or not the second data stored in
the first block 1s valid on the basis of the address
resolution process;
copy the second data determined to be valid in the
first block of the nonvolatile semiconductor
memory to a second block of the nonvolatile
semiconductor memory, the second block being
associated with a third physical address; and
generate a second address update request as one of
the one or more first address update requests for
updating a correspondence relationship for the
logical address of the second data copied to the
second block from the second physical address to
the third physical address.
20. The storage device according to claim 19, wherein
the controller 1s configured to generate one of the table
read requests on the basis of a read command received
from a host device, and a user data read request for
reading user data from the nonvolatile semiconductor
memory on the basis of a read command recerved from
the host device, and
the third read request includes the one of the table read
requests and the user data read request.
21. The storage device according to claim 19, wherein the
controller 1s further configured to:
generate a first user data read request for reading user data
from the nonvolatile semiconductor memory and a
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second user data read request, which 1s different from
the first user data read request, for reading user data
from the nonvolatile semiconductor memory, on the
basis of one or more read commands received from a
host device;
pair at least two of the table read requests to generate the
third read request or pair the first and second user data
read requests to generate the third read request; and
output, as the third read request, the paired table read
requests with higher priority than the paired first and
second user data read requests, to the nonvolatile
semiconductor memory.
22. The storage device according to claim 19, wherein the
controller 1s further configured to:
generate an address resolution request for converting a
logical address of third data stored in the nonvolatile
semiconductor memory 1nto a fourth physical address;
generate another table read request for the address reso-
lution request; and
determine whether or not the third data stored in the
nonvolatile semiconductor memory 1s valid on the
basis of the fourth physical address and a fifth physical
address, the fifth physical address being read from a log
that describes a correspondence between logical
addresses and physical addresses of data stored 1n the
nonvolatile semiconductor memory.
23. The storage device according to claim 19, wherein the
controller 1s further configured to:
in a case where the controller cannot pair said one of the
first read requests with said one of the second read
requests within a certain time, output said one of the
first read requests to the nonvolatile semiconductor
memory.
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