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EARPIECE WITH SOURCE SELECTION
WITHIN AMBIENT ENVIRONMENT

PRIORITY STATEMENT

This application claims priority to U.S. patent application

Ser. No. 15/804,137 filed on Nov. 6, 2017 which claims
priority to U.S. Provisional Patent Application No. 62/417,

3’73 filed on Nov. 4, 2016, both of which are titled Earpiece
with Source Selection within Ambient Environment, and all
of which are hereby incorporated by reference in their
entireties.

FIELD OF THE INVENTION

The present mvention relates to wearable devices. Par-
ticularly, the present invention relates to wireless earpieces.
More particularly, but not exclusively, the present invention
relates to wireless earpieces, which allow a user to selec-
tively control the ambient sound level of the wireless
earpieces.

BACKGROUND

Several situations exist in which an individual 1s acous-
tically 1solated from an external environment. One of the
1ssues with earpieces 1s they may block the external auditory
canal thereby preventing a user from hearing ambient
sounds. Sometimes, this 1s desired and beneficial, but some-
times 1t 1s not. The 1solation often results 1n 1nefliciency or
inconvenence. One primary isolation situation arises from
the use of earpieces. A wide variety of traditional earpieces
exist for noise abatement or for listening to an audio source
or communication. Earpieces can be utilized for maintaining
communication in a high ambient sound environment, such
as 1n an aircraft cockpit, stadium, and so forth.

Therelfore, a need exists for the development of methods
for controlling acoustic 1solation, so important events are not
missed, and non-important noises can be properly 1dentified
and 1gnored. What 1s needed 1s a system and method of
substantially preventing ambient sounds from reaching the
user’s tympanic membranes while providing the user with
the option to permit the ambient sounds the user desires to
listen to.

SUMMARY

Therefore, 1t 1s a primary object, feature, or advantage of
the present invention to improve over the state of the art.

It 1s a further object, feature, or advantage of the present
invention to provide a wireless earpiece which identifies
different sound sources and allows the user to select one or
more of the sound sources to hear while filtering out or
attenuating other sound sources.

One or more of these and/or other objects, features, or
advantages of the present invention will become apparent
from the specification and claims follow. No single embodi-
ment need provide every object, feature, or advantage.
Different embodiments may have different objects, features,
or advantages. Therefore, the present mnvention 1s not to be
limited to or by an objects, features, or advantages stated
herein.

According to one aspect, a wireless earpiece 1s provided.
The wireless earpiece includes a wireless earpiece housing,
at least one microphone for detecting ambient environment
sound, and a processor disposed within the wireless earpiece
housing, the processor configured to distinguish between
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two or more sources of sound within the ambient environ-
ment sound. The wireless earpiece further includes a user
interface operatively connected to the processor. The pro-
cessor 1s configured to receive user input through the user
interface to select one of the sources of sound within the
ambient environment sound and wherein the processor 1s
configured to process the ambient environment sound to
emphasize portions of the ambient environment sound gen-
erated by the one of the sources of the ambient environment
sound selected by the user to produce a modified sound. The
carpiece may Ilurther include a speaker operatively con-
nected to the processor to reproduce the modified sound. The
processor may be further configured to identily direction of
the two or more sound sources within the ambient environ-
ment sound. The user interface may further include an
inertial sensor and the user may then select the one of the
sources of sound within the ambient environment sound by
moving the user’s head toward the direction of the one of the
sources of sound. The user interface may provide for voice
input from the user. The user interface may include a
gestural interface. The processor may include one or more
digital signal processors. A leit wireless earpiece and a right
wireless earpiece may in operative communication with one
another.

According to another aspect, a method 1s provided for
performing source selection within an ambient environment
using a wireless earpiece comprising an earpiece housing, a
processor disposed within the earpiece housing, at least one
microphone operative connected to the processor, and at
least one speaker operatively connected to the processor.
The method may include steps of detecting ambient envi-
ronment sound using the at least one microphone, process-
ing the ambient environment sound at the processor to
distinguish between two or more sources of sound within the
ambient environment sound, receiving a selection of one of
the sources of sound from a user of the earpiece, processing
the ambient environment sound to emphasize portions of the
ambient environment sound generated by the one of the
sources ol sound selected by the user to produce a modified
sound, and producing the modified sound at the at least one
speaker. The wireless earpiece may further include a gestural
interface operatively connected to the processor and wherein
the step of recerving the selection of one of the sources of
sound from the user of the earpiece 1s performed using the
gestural interface. The wireless earpiece may further include
an 1nertial sensor operatively connected to the processor and
wherein the step of recerving the selection of one of the

sources of sound from the user of the earpiece 1s performed
using the inertial sensor.

BRIEF DESCRIPTION OF TH.

(Ll

DRAWINGS

Ilustrated embodiments of the disclosure are described 1n
detail below with reference to the attached drawing figures,
which are incorporated by reference herein.

FIG. 1 includes a block diagram in accordance with an
embodiment of the present invention;

FIG. 2 1llustrates a system including a left earpiece and a
right earpiece in accordance with an embodiment of the
present 1nvention;

FIG. 3 1llustrates a right earpiece and 1ts relationship to a
user’s ear in accordance with an embodiment of the present
invention;

FIG. 4 includes an expanded block diagram of the system
in accordance with an embodiment of the present invention;
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FIG. 5 includes a flowchart of one embodiment of the
method 1n accordance with an embodiment of the present
imnvention;

DETAILED DESCRIPTION

The following discussion i1s presented to enable a person
skilled 1n the art to make and use the present teachings.
Various modifications to the illustrated embodiments will be
clear to those skilled 1n the art, and the generic principles
herein may be applied to other embodiments and applica-
tions without departing from the present teachings. Thus, the
present teachings are not intended to be limited to embodi-
ments shown but are to be accorded the widest scope
consistent with the principles and features disclosed herein.
The following detailed description 1s to be read with refer-
ence to the figures, 1n which like elements 1n different figures
have like reference numerals. The figures, which are not
necessarily to scale, depict selected embodiments and are
not intended to limit the scope of the present teachings.
Skilled artisans will recognize the examples provided herein
have many usetul alternatives and fall within the scope of
the present teachings. While embodiments of the present
invention are discussed 1n terms ol source selection of
ambient sound for wireless earpieces, it 1s fully contem-
plated embodiments of the present invention could be used
in most any electronic communications device without
departing from the spirit of the invention.

In one implementation, a system includes an earpiece
having an earpiece housing. A microphone can be mounted
onto the earpiece housing and configured to receive ambient
sound. A processor can be disposed within the earpiece
housing and operatively connected to each microphone. The
processor 1s configured to process one or more ambient
sounds. A gesture control mterface can be mounted onto the
carpiece housing and operatively connected to the processor.
The gesture control interface 1s configured to allow a user to
control the processing of one or more ambient sounds
received by the processor using a gesture. A speaker can be
mounted onto the earpiece housing and operatively con-
nected to the processor. The speaker 1s configured to com-
municate one or more ambient sounds received from the
Processor.

One or more of the following features may be included.
The earpiece housing may be composed ol soundproof
materials. The earpiece may comprise a set ol earpieces,
which may further comprise a left earpiece and a right
carpiece. Fach earpiece may be configured to substantially
encompass an external auditory canal of a user and may be
turther configured to substantially fit within the external
auditory canal. The gesture control interface may be con-
figured to prompt a user with a menu upon receving a
gesture. The gesture control interface may be further con-
figured to prompt the user with a menu upon receiving a
voice command from one or more microphones. Each menu
may comprise at least one option selectable by the user using
a gesture or a voice command. A mobile device may be
operatively connected to the earpiece and may be configured
to prompt the user with a menu upon recerving a user iput.
The gesture control interface may be configured to control
one or more ambient sounds received by one or more
microphones by instructing one or more microphones to
filter out one or more ambient sounds. The gesture control
interface may be configured to control one or more ambient
sounds recerved by one or more microphones by 1nstructing
one or more processors to communicate one or more ambi-
ent sounds to the speaker. One or more gestures may include
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one or more taps on the gesture control interface, one or
more swipes, or holds, or other gestures. The processor may
be configured to communicate an audio signal to the speaker.

In another implementation, a method includes receiving,
via one or more microphones, one or more ambient sounds,
conveying, via one or more microphones, each ambient
sound to a processor, processing the ambient sounds using
the processor based on one or more sound sources selected
by the user, and communicating the ambient sounds using a
speaker.

One or more of the following features may be included.
One or more non-ambient sounds may be provided, which
may be stored within the earpiece or received from one or
more transceivers. The reception of one or more ambient
sounds may further include receiving one or more ambient
sounds through a bone microphone positioned. Ambient
sound processing may be controlled using one or more voice
commands.

FIG. 1 illustrates a block diagram of the system 10 having,
at least one earpiece 12 having an earpiece housing 14. A
microphone 16 1s positioned to recetve ambient sound. One
or more processors 18 may be disposed within the earpiece
housing 14 and operatively connected to microphone 16. A
gesture control mterface 20 1s operatively connected to the
processor 18. The gesture control interface 20 1s configured
to allow a user to control the processing of the ambient
sounds such as by selecting a source of ambient sounds
which the user wishes to listen to. An inertial sensor 36 1s
also shown which 1s operatively connected to the one or
more processors. One or more speakers 22 may be posi-
tioned within the earpiece housing 14 and configured to
communicate the ambient sounds desired by the user. The
carpiece housing 14 may be composed of soundprool mate-
rials to improve audio transparency or any material resistant
to shear and strain and may also have a sheath attached to
improve comiort, sound transmission or reduce the likeli-
hood of skin or ear allergies. In addition, the earpiece
housing 14 may also substantially encompass the external
auditory canal of the user to substantially reduce or elimi-
nate external sounds to further improve audio transparency.
The housing 14 of each wearable earpiece 12 may be
composed of any material or combination of maternals, such
as metals, metal alloys, plastics, or other polymers having
substantial deformation resistance

One or more microphones 16 may be positioned to
receive one or more ambient sounds. The ambient sounds
may originate from the user, a third party, a machine, an
amimal, another earpiece, another electronic device or even
nature itself. The types of ambient sounds received by the
microphones 16 may include words, combination of words,
sounds, combinations of sounds or any combination. The
ambient sounds may be of any frequency and need not
necessarily be audible to the user.

The processor 18 1s the logic controls for the operation
and functionality of the earpiece(s) 12. The processor 18
may include circuitry, chips, and other digital logic. The
processor 18 may also include programs, scripts and instruc-
tions, which may be implemented to operate the processor
18. The processor 18 may represent hardware, software,
firmware or any combination thereof. In one embodiment,
the processor 18 may include one or more processors. The
processor 18 may also represent an application specific
integrated circuit (ASIC), system-on-a-chip (SOC) or field
programmable gate array (FPGA).

The processor 18 may also process gestures to determine
commands or selections implemented by the earpiece 12.
Gestures such as taps, double taps, triple taps, swipes, or
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holds may be received. The processor 18 may also process
movements by the inertial sensor 36. The 1nertial sensor 36
may be a 9-axis inertial sensor which may include a 3-axis
accelerometer, 3-axis gyroscope, and 3-axis magnetometer.
The 1nertial sensor 36 may serve as a user interface. For
example, a user may move their head and the inertial sensor
may detect the head movements. In one embodiment, a user
may select which sound source they wish to listen to by
directing their head to point at the desired sound source.

In one embodiment, the processor 18 1s circuitry or logic
enabled to control execution of a set of instructions. The
processor 18 may be one or more microprocessors, digital
signal processors, application-specific integrated circuits
(ASIC), central processing units or other devices suitable for
controlling an electronic device including one or more
hardware and soltware elements, executing software,
istructions, programs, and applications, converting and
processing signals and information and performing other
related tasks. The processor may be a single chip or inte-
grated with other computing or communications compo-
nents.

A gesture control interface 20 1s mounted onto the ear-
piece housing 14 and operatively connected to the processor
18 and configured to allow a user to select one or more sound
sources using a gesture. The gesture control interface 20
may be located anywhere on the earpiece housing 14 con-
ducive to receiving a gesture and may be configured to
receive tapping gestures, swiping gestures, or gestures
which do not contact either the gesture control interface 20
or another part of the earpiece 12. FIG. 2 1llustrates a pair of
carpieces which includes a left earpiece 12A and a right
carpiece 12B. The left earpiece 12A has a left earpiece
housing 14A. The right earpiece 12B has a right earpiece
housing 14B. A microphone 16A 1s shown on the left
carpiece 12A and a microphone 16B i1s shown on the right
carpiece 12B. The microphones 16A and 16B may be
positioned to receive ambient sounds. Additional micro-
phones may also be present. Speakers 22A and 22B are
configured to communicate modified sounds 46 A and 468
after processing. The modified sounds 46 A and 46B may be
communicated to the user

FIG. 3 illustrates a side view of the right earpiece 12B and
its relationship to a user’s ear. The right earpiece 12B may
be configured to isolate the user’s ear canal 48 from the
environment so the user does not hear the environment
directly but may hear a reproduction of the environmental
sounds as modified by the earpiece 12B which i1s directed
towards the tympanic membrane 50 of the user. There 1s a
gesture control interface 20 shown on the exterior of the
carpiece. FI1G. 4 1s a block diagram of an earpiece 12 having
an ecarpiece housing 14, and a plurality of sensors 24
operatively connected to one or more processors 18. The one
or more sensors may include one or more bone microphones
32 which may be used for detecting speech of a user. The
sensors 24 may further include one or more biometric
sensors 34 which may be used for monitoring physiological
conditions of a user. The sensors 24 may include one or more
microphones 16 which may be used for detecting sound
within the ambient environment of the user. The sensors 24
may 1nclude one or more inertial sensors 36 which may be
used for determining movement of the user such as head
motion of the user used to select one or more sound sources
within the ambient environment. A gesture control interface
20 1s also operatively connected to the one or more proces-
sors 18. The gesture control interface 20 may be imple-
mented 1n various ways including through capacitive touch
or through optical sensing. The gesture control interface 20
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may include one or more emitters 42 and one or more
detectors 44. Thus, for example, 1n one embodiment, light
may be emitted at the one or more emitters 42 and detected
at the one or more detectors 44 and interpreted to indicate
one or more gestures being performed by a user. One or
more speakers 22 are also operatively connected to the
processor 18. A radio transceiver 26 may be operatively
connected to the one or more processors 18. The radio
transcerver may be a BLUETOOTH transceiver, a BLE
transceiver, a Wi-F1 transceiver, or other type of radio
transceiver. A transceiver 28 may also be present. The
transceiver 28 may be a magnetic induction transceiver such
as a near field magnetic induction (NFMI) transceiver.
Where multiple earpieces are present, the transceiver 28 may
be used to communicate between the left and the right
carpieces. A memory 37 1s operatively connected to the
processor and may be used to store instructions regarding
sound processing, user settings regarding selections, or other
information. One or more LEDs 38 may also be operatively
connected to the one or more processors 18 and may be used
to provide visual feedback regarding operations of the
wireless earpiece.

FIG. 5 illustrates one example of a method 100. In step
102, ambient environment sound is detected such as by
using one or more microphones of a single earpiece or using
one or more microphones of each earpiece within a set of
carpieces which includes both a left earpiece and a rnight
carpiece. In step 104, the ambient environment sound 1is
processed to distinguish between two or more sources of
sound. This processing may occur in various ways using any
number of diflerent types of algorithms. For example, a
segmentation algorithm may be used to segment the ambient
environment sound into different sources. Feature extraction
algorithms may be applied to extract diflerent features of the
ambient environment sound associated with different
sources. Where more than one earpiece 1s used or where
more than one microphone 1s used on a single wireless
carpiece, additional algorithms may be used to determine the
direction a sound source 1s coming from. The sound source
may be one of any number of different types of sound
source. The sound source may be another individual who 1s
talking. The sound source may be a television, radio, or
computer. The sound source may be any person, animal, or
object emitting sounds.

In step 106, a selection of one of the sources of sound may
be recerved. This process may occur i any number of
different ways. For example, where the user interface of the
wireless earpiece includes an 1nertial sensor, a user may turn
their head to the source of sound the user wishes to listen to.
The processor may then select one or more sounds emanat-
ing from the direction to which the user i1s facing by
emphasizing the selected one or more sounds or deempha-
s1Z1ng one or more non-selected sounds. A sound source may
be emphasized 1n various ways including increasing ampli-
tude or volume of a sound source or decreasing the ampli-
tude or volume of other sound sources, or otherwise attenu-
ating or suppressing other sound sources. In some cases,
other sound sources may be filtered out 1n other ways such
as based on frequency of the sounds. Indeed, any number of
filters may be applied by the processor to emphasize one or
more selected sounds. In another embodiment, a user may
select one of the sound sources through use of the gestural
interface. For example, after identilying different sources of
sound, the processor may automatically select one of the
sources ol sound, modily the ambient sound to emphasize
the selection and reproduce 1t and then the user may confirm
the selection or deny the selection through use of the gestural
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interface. If the user denies the selection of the source of
sound, the earpiece may select a different one of the sources
of sound and generate the modified sound for the user for the
source and repeat the process until the user has agreed upon
the selected sound source. Once a selection of one of the
sources ol sound has been made in step 106, 1n step 108 the
ambient sound 1s processed based upon the selection to
produce modified sound. The modified sound produced 1s a
modified ambient environment sound emphasizing a sound
source selection made by the user such as by treating sounds
from other sources as background sounds and filtering those
sounds out, by increasing the amplitude of sound from the
selected sound source or otherwise. In step 110, the modified
sound may then be produced at the one or more speakers of
the earpiece. Thus, 1n this manner the earpiece may be used
to provide for a source selection within the ambient envi-
ronment sound.

Therefore, various methods, systems, and apparatus have
been shown and described. Although various embodiments
or examples have been set forth herein, 1t 1s to be understood
the present invention contemplates numerous options, varia-
tions, and alternatives as may be appropriate 1n an applica-
tion or environment.

What 1s claimed 1s:

1. A method for performing source selection within an
ambient environment using a set of wireless earpieces
comprising:

a first earpiece housing and a second earpiece housing;

a first processor disposed within the first earpiece housing,

and a second processor disposed with the second ear-
piece housing:

at least one microphone operatively connected to the first

processor and at least one microphone operatively
connected to the second processor; and

and at least one speaker operatively connected to the first

processor and at least one speaker operatively con-

nected to the second processor;
the method comprising steps of:
detecting ambient environment sound using the at least one
microphone of a first or a second wireless earpiece;
processing the ambient environment sound at the first or
second processor to distinguish between two or more
sources of sound within the ambient environment sound;
presenting audibly a plurality of menu selections to a user,
cach of the plurality of different menu selections corre-
sponding with a different one of the two or more sources of
sound with the ambient environment;
receiving a selection of one of the sources of sound from the
user of the set of wireless earpieces via a user interface
operatively connected to the first or second processor;
processing the ambient environment sound to emphasize
portions of the ambient environment sound generated by the
one of the sources of sound selected by the user to produce
a modified sound; and
producing the modified sound at the at least one speaker of
the first and or second wireless earpiece.

2. The method of claim 1, wherein the processing of the
ambient environment sound at the first or second processor
to distinguish between two or more sources of sound 1s
performed using a feature extraction algorithm for extracting
different features of the ambient environment sound.

3. The method of claim 1, wherein the set of wireless
carpieces further comprises an inertial sensor operatively
connected to the first or second processor and wherein the
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step of receiving the selection of one of the sources of sound
from the user of the set of wireless earpieces 1s performed
using the inertial sensor.

4. The method of claim 1, wherein the processing of the
ambient environment sound at the first or second processor
to distinguish between two or more sources of sound within
the ambient environment sound comprises segmenting the
ambient environment sound into diflerent sources using a
segmentation algorithm.

5. The method of claim 1, wherein the selection of one of
the sources of sound from the user comprises a non-contact
gesture.

6. A set of wireless earpieces for performing source
selection within an ambient environment, comprising:

a first earpiece housing and a second earpiece housing;

at least one microphone operatively connected to the first
housing and at least one microphone operatively con-
nected to the second housing, wherein the at least one
microphone of a first or a second wireless earpiece
detects ambient environment sound;

a first processor disposed within the first earpiece housing,
and a second processor disposed with the second ear-
piece housing, wherein the first or second processor
distinguish between two or more sources of sound
within the ambient environment sound, wherein the
first or second processor present audibly a plurality of
menu selections to a user where each of the plurality of
different menu selections corresponds with a different
one of the two or more sources of sound with the
ambient environment;

a user interface operatively connected to the first or
second processor, wherein the user interface receives a
selection of one of the sources of sound from the user
of the set of wireless earpieces, wherein the first or
second processor process the ambient environment
sound to emphasize portions of the ambient environ-
ment sound generated by the one of the sources of
sound selected by the user to produce a modified sound;
and

at least one speaker operatively connected to the first
processor and at least one speaker operatively con-
nected to the second processor, the at least one speaker
of the first or second wireless earpiece producing the
modified sound.

7. The set of wireless earpieces of claim 6, further
comprising a feature extraction algorithm for extracting
different features of the ambient environment sound to
distinguish between two or more sources of sound.

8. The set of wireless earpieces of claim 6, further
comprising an inertial sensor operatively connected to the
first or second processor, wherein the inertial sensor receives
the selection of one of the sources of sound from the user of
the set of wireless earpieces.

9. The set of wireless earpieces of claim 6, wherein the
processing ol the ambient environment sound at the first or
second processor to distinguish between two or more
sources of sound within the ambient environment sound
comprises segmenting the ambient environment sound into
different sources using a segmentation algorithm.

10. The set of wireless earpieces of claim 6, wherein the
selection of one of the sources of sound from the user
comprises a non-contact gesture.
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