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BSS COLOR ASSIGNMENT IN A WIRELLESS
LOCAL AREA NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 16/103,915, filed on Aug. 14, 2018, the entire
contents of which 1s incorporated by reference herein. The
Applicant hereby rescinds any disclaimer of claim scope in
the parent application or the prosecution history thereof and
advises the USPTO that the claims 1n this application may
be broader than any claim in the parent application(s).

DESCRIPTION OF RELATED ART

The explosion and proliferation of wireless electronic
devices has led to an increasing number of challenges 1n
trying to accommodate the increasing number of users on
wireless communication channels. For example, high levels
ol interference brought about by large numbers of users
threatens to degrade the levels of network performance that
users have come to expect. The IEEE 802.11 networks have
continued to evolve 1 an attempt to address these chal-
lenges. These challenges have been addressed to some
extent by introducing Dynamic Sensitivity Control (DSC)
and Basic Service Sets (BSS) Color schemes in IEEE
802.11ax and IEEE 802.11ah 1mplementat10ns respectively.
These schemes are intended to improve network throughput
and spectrum efliciency 1n dense environments.

Particularly, BSS Coloring was introduced 1n 802.11ah to
increase the network capacity i dense environments by
improving the ability to reuse frequencies. BSS color may be
used to differentiate between intra-BSS frames and Over-
lapping BSS (OBSS) frames, and to determine which Clear
Channel Assessment (CCA) threshold to use while accessing
the shared channel resource 1n the same frequency range.

Aradio can detect that 1ts BSS color collides with the BSS
color used by 1its neighboring radios from a BSS color
collision report from 1ts associated stations (STAB) or by
receiving frames from an OBSS STA containing the same
BSS color. If the collision persists too long (for example, the
specified  dotl1BSSColorCollisionAPPeriod  minimum
value 1s 50 seconds), 1t stops using that BSS color or 1t
switches to a different BSS color as specified by IEEE
802.11ax D2.2.

When a radio observes a BSS color contlict over a certain
duration 1t may switch to a different BSS color that does not
conflict with BSS color used by its neighboring radios.
However, the standard does not currently specity any tech-
niques for selecting a new BSS color when a switchover 1s
needed.

BRIEF DESCRIPTION OF THE

DRAWINGS

The present disclosure, 1n accordance with one or more
various embodiments, 1s described 1n detail with reference to
the following figures. The figures are provided for purposes
of 1llustration only and merely depict typical or example
embodiments.

FIG. 1 1llustrates one example of a network configuration
100 that may be implemented for an organization, such as a
business, educational institution, governmental entity,
healthcare facility or other orgamization.

FIG. 2 1s a block diagram of an example computing
component or device for global BSS color computation and
assignment 1 accordance with one embodiment.
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FIG. 3 1s a diagram 1llustrating a simplified example of a
network graph for relatively small network having 12 radios

communicating on 3 diflerent channels in accordance with
one embodiment.

FIG. 4 illustrates an example subgraph constructed for
radios operating on channel 36 in accordance with one
embodiment.

FIG. 5 illustrates an example of subgraph filtering in
accordance with one embodiment.

FIG. 6 1s a block diagram of an example computing
component for generating a default BSS color plan and one
or more alternative BSS color plans 1n accordance with one
embodiment.

FIG. 7 illustrates an example of the subgraphs illustrated
in FIG. 4, with an applied default BSS color assignment 1n
accordance with one embodiment.

FIG. 8 1s a block diagram of an example computing
component for detecting a color collision and falling back to
an alternative BSS color plan in accordance with one
embodiment.

FIG. 9 1llustrates an example of radio events aware BSS
coloring for DFS and non-DFS channels 1n accordance with
one embodiment.

FIG. 10 1s an example computing component that may be
used to implement various features of embodiments
described 1n the present disclosure.

The figures are not exhaustive and do not limait the present
disclosure to the precise form disclosed.

DETAILED DESCRIPTION

Implementations of the disclosed technology may include
systems and methods to determine channel assignments of
radios on a network centrally and globally by a central entity
such as wireless mobility controller, for example. When the
channel plan 1s computed, BSS colors may also be assigned
to the radios. In some applications different BSS colors are
assigned to be used by different radios operating on the same
frequency and 1n the same vicinity (co-channel neighbors).

The central entity computes a BSS color plan and assigns
the color plan to the radios at the network level. Each radio
may be assigned a set of BSS colors that include a default
BSS color and one or more alternative BSS colors. Accord-
ingly, the alternative or fallback BSS colors can be com-
puted 1n advance of the need to switch colors. To prepare the
color assignments, the system may use radio measurements
to construct undirected network graphs. These measure-
ments may 1clude determining the channel and Equivalent
Isotropically Radiated Power (EIRP) to determine groups of
radios that may interfere with each other during network
operations. Alter determining the channel and EIRP of the
radios on the graph, subgraphs are constructed from the
overall network graph based on the determined groups. For
example, 1n one embodiment subgraphs may constructed by
including 1n each subgraph only those radios that are each
assigned to the same channel. The overall color plan can
then be computed for each subgraph based on predicted
interference.

The BSS color assignments can be computed as follows.
First, the number of BSS colors needed to color the subgraph
(N_) 1s computed. This can be computed based on the
maximum vertex degree. Based on this number, the number
of alternative channel plans 1s computed (N-1). The pri-
mary, or default, BSS color plan 1s computed using N
number of BSS colors. (N-1) alternative, or fallback, BSS
color plans may be generated based on the default BSS color
plan. When BSS color plan computation 1s complete, the
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computed default BSS color and a set of one or more
alternative BSS colors are provided to each radio. Each radio
iitializes 1ts operations using the default BSS color for
communication. When a radio detects a BSS color collision,
it chooses a BSS color from the alternative BSS colors. In
this way, the fallback BSS color can be selected locally by
the radio experiencing the collision. Because the alternative
BSS colors are determined in advance based on the sub-
graphs, there may be less chance for a BSS collision.

Before describing embodiments of the disclosed systems
and methods 1n detail, it 1s useful to describe an example
network 1nstallation with which these systems and methods
might be implemented 1n various applications. FIG. 1 1llus-
trates one example of a network configuration 100 that may
be implemented for an organization, such as a business,
educational 1nstitution, governmental entity, healthcare
facility or other organization. This diagram 1llustrates an
example of a configuration implemented with an organiza-
tion having multiple users (or at least multiple client devices
110) and possibly multiple physical or geographical sites
102, 132, 142. The network configuration 100 may include
a primary site 102 in communication with a network 120.
The network configuration 100 may also include one or
more remote sites 132, 142, that are 1n communication with
the network 120.

The primary site 102 may include a primary network,
which can be, for example, an oflice network, home network
or other network installation. The primary site 102 network
may be a private network, such as a network that may
include security and access controls to restrict access to
authorized users of the private network. Authorized users
may 1include, for example, employees of a company at
primary site 102, residents of a house, customers at a
business, and so on.

In the 1llustrated example, the primary site 102 includes a
controller 104 1n communication with the network 120. The
controller 104 may provide communication with the net-
work 120 for the primary site 102, though 1t may not be the
only point of communication with the network 120 for the
primary site 102. A single controller 104 1s 1llustrated,
though the primary site may include multiple controllers
and/or multiple communication points with network 120. In
some embodiments, the controller 104 communicates with
the network 120 through a router (not 1illustrated). In other
embodiments, the controller 104 provides router function-
ality to the devices in the primary site 102.

A controller 104 may be operable to configure and man-
age network devices, such as at the primary site 102, and
may also manage network devices at the remote sites 132,
134. The controller 104 may be operable to configure and/or
manage switches, routers, access points, and/or client
devices connected to a network. The controller 104 may
itsell be, or provide the functionality of, an access point.

The controller 104 may be in communication with one or
more switches 108 and/or wireless Access Points (Aps)
106a-c. Switches 108 and wireless APs 106a-c¢ provide
network connectivity to various client devices 110a-;. Using
a connection to a switch 108 or AP 106a-c, a client device
110a-j may access network resources, including other
devices on the (primary site 102) network and the network
120.

Examples of client devices may include: desktop com-
puters, laptop computers, servers, web servers, authentica-
tion  servers,  authentication-authorization-accounting,
(AAA) servers, Domain Name System (DNS) servers,
Dynamic Host Configuration Protocol (DHCP) servers,
Internet Protocol (IP) servers, Virtual Private Network
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(VPN) servers, network policy servers, mainirames, tablet
computers, e-readers, netbook computers, televisions and
similar monitors (e.g., smart TVs), content receivers, set-top
boxes, personal digital assistants (PDAs), mobile phones,
smart phones, smart terminals, dumb terminals, virtual ter-
minals, video game consoles, virtual assistants, Internet of
Things (I0T) devices, and the like.

Within the primary site 102, a switch 108 1s included as
one example of a point of access to the network established
in primary site 102 for wired client devices 110i-j. Client
devices 110i-j may connect to the switch 108 and through
the switch 108, may be able to access other devices within
the network configuration 100. The client devices 110:-f may
also be able to access the network 120, through the switch
108. The client devices 110i-j may communicate with the
switch 108 over a wired 112 connection. In the illustrated
example, the switch 108 communicates with the controller
104 over a wired 112 connection, though this connection
may also be wireless.

Wireless APs 106a-c are included as another example of
a point of access to the network established 1n primary site
102 for client devices 110a-~2. Each of APs 106a-c may be
a combination of hardware, software, and/or firmware that 1s
configured to provide wireless network connectivity to wire-
less client devices 110a-4. In the 1llustrated example, APs
106a-c can be managed and configured by the controller
104. APs 106a-c communicate with the controller 104 and
the network over connections 112, which may be either
wired or wireless interfaces.

The network configuration 100 may include one or more
remote sites 132. A remote site 132 may be located 1n a
different physical or geographical location from the primary
site 102. In some cases, the remote site 132 may be in the
same geographical location, or possibly the same bulding,
as the primary site 102, but lacks a direct connection to the
network located within the primary site 102. Instead, remote
site 132 may utilize a connection over a different network,
c.g., network 120. A remote site 132 such as the one
illustrated 1n FIG. 1 may be, for example, a satellite ofhice,
another floor or suite 1n a building, and so on. The remote
site 132 may include a gateway device 134 for communi-
cating with the network 120. A gateway device 134 may be
a router, a digital-to-analog modem, a cable modem, a
Digital Subscriber Line (DSL) modem, or some other net-
work device configured to communicate to the network 120.
The remote site 132 may also include a switch 138 and/or
AP 136 in communication with the gateway device 134 over
either wired or wireless connections. The switch 138 and AP
136 provide connectivity to the network for various client
devices 140a-d.

In various embodiments, the remote site 132 may be 1n
direct communication with primary site 102, such that client
devices 140a-d at the remote site 132 access the network
resources at the primary site 102 as 11 these clients devices
140a-d were located at the primary site 102. In such embodi-
ments, the remote site 132 1s managed by the controller 104
at the primary site 102, and the controller 104 provides the
necessary connectivity, security, and accessibility that
cnable the remote site 132°s communication with the pri-
mary site 102. Once connected to the primary site 102, the
remote site 132 may function as a part of a private network
provided by the primary site 102.

In various embodiments, the network configuration 100
may include one or more smaller remote sites 142, com-
prising only a gateway device 144 for communicating with
the network 120 and a wireless AP 146, by which various
client devices 150a-b access the network 120. Such a remote




Us 10,674,513 B2

S

site 142 may represent, for example, an individual employ-
ee’s home or a temporary remote oflice. The remote site 142
may also be in communication with the primary site 102,
such that the client devices 150a-b at remote site 142 access
network resources at the primary site 102 as 1f these client
devices 150a-b were located at the primary site 102. The
remote site 142 may be managed by the controller 104 at the
primary site 102 to make this transparency possible. Once
connected to the primary site 102, the remote site 142 may
function as a part of a private network provided by the
primary site 102.

The network 120 may be a public or private network, such
as the Internet, or other communication network to allow
connectivity among the various sites 102, 130 to 142 as well
as access to servers 160a-b. The network 120 may include
third-party telecommunication lines, such as phone lines,
broadcast coaxial cable, fiber optic cables, satellite commu-
nications, cellular communications, and the like. The net-
work 120 may include any number of intermediate network
devices, such as switches, routers, gateways, servers, and/or
controllers, which are not directly part of the network
configuration 100 but that facilitate communication between
the various parts of the network configuration 100, and
between the network configuration 100 and other network-
connected entities. The network 120 may include various
content servers 160a-b. Content servers 160aq-b may include
vartous providers of multimedia downloadable and/or
streaming content, including audio, video, graphical, and/or
text content, or any combination thereof. Examples of
content servers 160aq-b include, for example, web servers,
streaming radio and video providers, and cable and satellite
television providers. The client devices 110aq j, 140a-d,
150a-b may request and access the multimedia content
provided by the content servers 160a-b.

Although only 10 client devices 110a-j, or stations
(STAs), are 1llustrated at primary site 102 1n the example of
FIG. 1, i various applications, a network may include
dramatically larger quantities of STAs. For example, various
wireless networks may include hundreds, thousands, or even
tens of thousands of STAs communicating with their respec-
tive APs, potentially at the same time. As noted above,
various IEEE 802.11 networks may implement what 1s
referred to as BSS coloring to increase network capacity in
such dense environments. This can allow improvement and
frequency reuse among network devices. As also noted
above, networks 1mplementing BSS coloring may further
allow a fall back to an alternative color where the primary
or default color assignment results 1n a BSS color contlict.
Because 1t may be time-consuming to identify an appropri-
ate alternative color when a BSS color conflict occurs,
conventional fallback approaches may introduce undesired
amounts of latency or delay in the process. Accordingly,
various embodiments of the systems and methods disclosed
herein may provide predetermination of alternative color
plans so that a fallback color determination 1s already made
in advance, before the BSS color conflict occurs. In some
applications, the BSS color computation and assignment
may be made on a global basis for the STAs 1n the network.

FIG. 2 1s a block diagram of an example computing
component or device 200 for global BSS color computation
and assignment 1n accordance with one embodiment. Com-
puting component 200 may be, for example, a server com-
puter, a controller, or any other similar computing compo-
nent capable of processing data. In the example
implementation of FIG. 2, the computing component 200
includes a hardware processor, 202, and machine-readable
storage medium, 204. In some embodiments, computing
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6

component 200 may be an embodiment of an AP or AP
controller, e.g., AP 1065 or AP controller 104, respectively,
or a component of network 120 of FIG. 1, for example. More
particularly, computing component 200 may be a component
ol a central entity such as wireless mobility controller 1n the
network.

Hardware processor 202 may be one or more central
processing units (CPUs), semiconductor-based micropro-
cessors, and/or other hardware devices suitable for retrieval
and execution ol instructions stored in machine-readable
storage medium, 204. Hardware processor 202 may fetch,
decode, and execute instructions, such as instructions 206-
214, to control processes or operations for BSS color com-
putation and assignment. As an alternative or 1n addition to
retrieving and executing instructions, hardware processor
202 may include one or more electronic circuits that include
clectronic components for performing the functionality of
one or more instructions, such as a field programmable gate
array (FPGA), application specific integrated circuit (ASIC),
or other electronic circuits.

A machine-readable storage medium, such as machine-
readable storage medium 304, may be any electronic, mag-
netic, optical, or other physical storage device that contains
or stores executable instructions. Thus, machine-readable
storage medium 204 may be, for example, Random Access
Memory (RAM), non-volatile RAM (NVRAM), an Electri-
cally Erasable Programmable Read-Only Memory (EE-
PROM), a storage device, an optical disc, and the like. In
some embodiments, machine-readable storage medium 202
may be a non-transitory storage medium, where the term
“non-transitory” does not encompass transitory propagating
signals. As described 1 detail below, machine-readable
storage medium 202 may be encoded with executable
istructions, for example, 1nstructions 206-212, for client
device grouping.

Hardware processor 200 may execute instruction 206 to
construct a network graph, G, for a network such as, for
example, the network at primary site 102. The network
graph, G, may be based on, for example, the radio neighbor
discovered for each radio in the network. The network graph
may include a vertex for each radio and edges between the
vertices 1ndicating that vertices connected by edges are
operating on the same channel number (frequency range).

Hardware processor 200 may execute instruction 208 to
assign a channel (frequency range) and EIRP for the radios
in each graph. Channel i1dentifier ¢ may be mapped to a
frequency range (e.g. channel 36 for Ifrequency range
5.17GHz-5.19 GHz, channel 36E {for Irequency range
5.17GHz-5.25GHz, and so on). C may be used to represent
the set of valid channels that can be used at the network
(graph G). For example, C={36, 40, 165}.

FIG. 3 1s a diagram 1illustrating a stmplified example of a
network graph for relatively small network having 12 radios
communicating on 3 different channels. In this example,
cach vertex 322 represents a radio 1n the network, and 1is
labeled with a number 1, 2, 3 indicating the channel used by
the radio for that vertex 322. Each edge 324 represents a
radio-neighbor pair, identifying the other radios in the
network with which a given radio may communicate. Dur-
ing the discovery process, and adds 1s added between a pair
of radios (vertices 322) 1f either radio discovers the other
radio. In some embodiments, an edge weight may be added.
For example, the edge weight may be a function of path loss.
In various applications, a separate network graph can be
constructed for each different frequency band used by the
communication network (e.g., 2.4 GHz band and 5 GHz

band).
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An edge 324 between a pair of radios (vertices) 322 can
be filtered from the graph either during subgraph creation, or
alter the subgraph 1s created. For example, an edge 324 may
be filtered from the subgraph 1if the distance between the
radio pair 1s large enough such that the interference i1s not

very high. For example, a neighbor B of a radio R may be
excluded 1f EIRP(R)}—Pathloss (R, B) 1s less than a certain

threshold (e.g. —82 dBm), where EIRP(R) 1s the FIRP of
radio R and Pathloss (R, B) 1s the pathloss between radios
R and B. In other words, if the anticipated interference
between the two radios 1s below a determined acceptable
threshold, possible interference between those radios can be
ignored for purposes of color assignment. In the example
listed above, the anticipated signal strength of the signal at
one radio, caused by the other radio 1s less than —82 dBm.
In other embodiments, other thresholds can be used.

Hardware processor 200 may execute instruction 210 to
construct one or more subgraphs of the network graph, G.
For example, a set of subgraphs can be constructed for each
channel number 1ncluded 1n the network graph, G. In the
simple example of FIG. 3, three possible subgraphs can be
created, one for channel 1, one for channel 2, and one for
channel 3. Although the example of FIG. 3 1s for a relatively
small network (10 STAs), embodiments may be imple-
mented addressing much larger and more dense networks
including those with hundreds, thousands, or tens of thou-
sands of STAs, for example.

Because a subgraph focuses on a particular channel, 1t 1s
possible that more than one subgraph for a given channel
may result during subgraph generation, as the links between
cach pair of radios on different channels would be excluded
from the subgraphs. FIG. 4 1llustrates an example subgraph
constructed for radios operating on channel 36. By filtering
vertices and edges as described above, this example includes
three disjointed subgraph sections, 404, 406, 408. These
sections are disjointed because none of the radios 1n a given
section 1s a co-channel neighbor of any of the radios in any
other section.

In constructing the subgraphs, An identifier, n, may be
assigned to each subgraph. Vertices in the n” subgraph G,
are the radios from the network graph, G, on the same
assigned channel. Edges 1n the subgraph G, represent the
discovered links between the radios on the same channel
(1.e., between co-channel radio neighbors).

Depending on the network, each radio may use a diflerent
channel bandwidth. For example, with 802.11, some radios
may be on the 80 MHz channel bandwidth and other radios
may be on the 20 MHz channel bandwidth. In such appli-
cations radios on the 20 MHz channel bandwidth may see
the radios on the 80 MHz channel bandwidth, and vice versa.
This may be taken into account when constructing sub-
graphs. In some applications, the channel indication 1n the
network graph, GG, can be represented by 2 sets of characters
such as, for example, a channel number and a postfix. For
example, the channel number may indicate the primary
channel (e.g. 20 MHz, 80 MHz, and so on) and the postfix
may indicate the channel bandwidth. For example, 36 he
indicates that the primary channel 1s 36 and the channel
bandwidth 1s 80 MHz. As another example, 36+ may 1ndi-
cate that the primary 20 MHz channel 1s 36 and the channel
bandwidth 1s 40 MHz. As vyet another example, 40 minus
indicate that the primary 20 MHz channel 1s 40 and the
channel bandwidth 1s 40 MHz. 36 may indicate that the
primary 20 MHz channel 1s 36 and the channel bandwidth 1s
20 MHz.

As noted, this additional information can be used to
construct the subgraphs. In one embodiment, the process
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starts with the channel (frequency range) with the widest
channel bandwidth. For example, in 802.11ah, a channel
with an 80 MHz channel bandwidth on the 5 GHz band
spans over two 40 MHz channels, and four 20 MHz chan-
nels. As a further example, the process may start with the
frequency range in 5.170MHz-5.250 MHz. The possible
channels on this range include 36E, 40E, 44E, 48E, 36+,
40—, 44+, 48—, 36, 40, 44, and 48. The process may then
create subgraphs to include the radios on this set of channels.

The edges of the subgraphs may be filtered out to remove
those that don’t overlap. For example, i1 the frequency range
of radio X and range of radio Y do not overlap each other
(c.g. 36+ and 44+, 36 and 40, 36 and 48-), the edge between
radio X and radio Y may be removed or excluded from the
graph.

A more straightforward example of filtering 1s provided 1n
FIG. 5. The diflerences are 1llustrated in the example graph

betore filtering 504 and the example graph after filtering
508. In this example, the edge between {44+, 40—} 510 and

the edge between {44+, 40} 512 are filtered (removed)
because the frequency ranges do not overlap each other.

Alternatively, the edges can be removed from the whole
graph including all radios using the same criteria (If the
frequency range of radio X and range of radio Y do not
overlap each other, remove the edge between radio X and
radio Y.)

Hardware processor 200 may execute instruction 212 to
determine default an alternative BSS color plans for the
created subgraphs. In implementations where there are a
suflicient number of BSS colors available for assignment,
multiple BSS color plans (1.e., a default BSS color plan and
one or more alternative BSS color plans) may be determined
and assigned.

In various embodiments, multiple BSS color plans may be
constructed using disjoint sets of BSS colors (e.g. S,={1.,
2,...16}, S,={17, 18, . . . 32}) to avoid overlap. In this
operation of the process, the number of global BSS color
plans (e.g., the number of feasible disjoint sets of BSS
colors) 1s determined. In one embodiment, the process for
determining the number of feasible global BSS color plans
uses the known bound of chromatic number, which indicates
the smallest quantity of colors needed to color a graph
without overlap. The chromatic number 1s less than or equal
to the maximum vertex degree plus one more color. The
vertex degree indicates the number of edges connected to a
vertex, and the maximum vertex degree 1s the vertex with
the maximum number of edges. In other words, graph can be
colored using one more color than the maximum vertex
degree. Other techniques may also be used for determining
the chromatic number.

Hardware processor 200 may execute instruction 214 to
assign default and alternative BSS colors to each radio 1n the
subgraph. These operations may be repeated for each sub-
graph so that each radio in the subgraph 1s assigned default
and alternative (if suflicient colors are present) BSS colors.

As noted above, alternative BSS colors can be assigned
where there are sullicient quantities of colors available for a
subgraph. The number of BSS colors defined in IEEE
802.11ax 1s 63 and this may be sufliciently large in many
deployments. In IEEE 802.11, there are 25 channels with a
20MHz bandwidth, 12 channels with a 40MHz bandwidth,
and 6 channels with an 80MHz bandwidth available on the
SGHz frequency band. Because the BSS color collision 1s
material only between radios operating on the same 1Ire-
quency range (channel), and typical deployments, the antici-
pated number of radio neighbors discovered from a radio 1s
generally less than 100, 63 colors are expected to be
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suflicient to allow 1dentification of a default BSS color set
and at least one alternative BSS color set.

FIG. 6 1s a block diagram of an example computing
component 200 for generating a default BSS color plan and
one or more alternative BSS color plans in accordance with
one embodiment. Computing component 200, hardware
processor 202, and machine readable storage medium 204
may be the same as that illustrated i FIG. 2 or similar
thereto. As illustrated 1in FIG. 6, hardware processor 200
may execute struction 612 to compute a maximum vertex
degree of a subgraph, G,,. As noted above, 1n the constructed
radio graphs, the vertex degree 1s a number of radio neigh-
bors that can be discovered from a given radio. The maxi-
mum vertex degree 1s the quantity of radio neighbors for the
radio having the greatest quantity of radio neighbors dis-
covered across all radios 1n the subgraph. The maximum
vertex degree 1s denoted by N 1n this disclosure.

Hardware processor 200 may execute instruction 614 to
compute a quantity of colors needed to color the subgraph
and the number of BSS color plans for the subgraph. The
smallest number of colors needed to color a subgraph, G, 1s
bounded by one plus maximum vertex degree, as also noted
above. Thus, N_., the number of colors needed to color
subgraph, GG, , may be expressed as

N,+1, N, +1=<N,
N, =

N., otherwise

where N _ 1s the number of available BSS colors on subgraph
G,

The number of global BSS color plans, N, for subgraph
(G, may be computed as the value of the number of available
BSS colors on subgraph G,, N _, divided by the maximum
vertex degree plus one color, N +1. This can also be com-
puted as the value of the number of available BSS colors, N
divided by the number of colors needed to color subgraph,
N_. This 1s given by:

MMTLH;E;J

Where, again, number of colors needed to color subgraph,
N_, 1s equal to the maximum vertex degree plus one color.

For example, 1f the number of available BSS colors 1s 63
(as defined in IEEE 802.11ax) and the maximum vertex
degree 1n a subgraph (maximum number of co-channel radio
neighbors discovered from each radio), N 1s 9, the number
of global BSS color plans for this subgraph on channel ¢ 1s

Hardware processor 200 may execute instruction 616 to
generate the default BSS color plan based on the quantity of
colors needed to color the subgraph. Using N colors, the
hardware processor may execute the instruction to color the
subgraph, G,, According to the determined colors. In one
embodiment, a greedy color selection algorithm can be used.
Greedy coloring can be implemented, for example, by
examining each radio (represented by a vertex) in sequence.
When a radio 17 1s visited, the process selects a color that
1s not used by the neighboring radios of “1”°, assuming these
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neighboring radios are visited before radio 1s visited.
This process may continue until each radio 1s assigned a
color that 1s not used by any of 1ts neighboring radios.

In another example, a more optimized BSS color selection
process may be used that reduces or minimizes the number
of colors required for assignment as compared to the greedy
BSS color selection algorithm. This can be used, for
example, where color contlicts cannot be completely avoid-
able. This may arise, for example, 1n situations in which
there 1s only a small quantity of available BSS colors while
the quantity of vertex degrees in the subgraph 1s high. Using
this process, the hardware processor may execute an mnstruc-
tion such that for each neighbor radio ({or purposes of this
example, 1dentified by 1), discovered by a radio (for purposes
of this example, 1dentified by 1), the corresponding color
contlict for edge from 1 to 1, r,, 15 given by

Ij’
1,
FH=FJ5= 0

That 1s, were both radios have the same color there 1s a radio
color conflict; otherwise there 1s no radio color conflict.

Where there 1s a radio color conflict identified for radio 1,
that radio color contlict, R, for that radio may be calculated
as the sum of the neighboring sets of radios discovered by
radio, 1, for which there 1s a contlict (1.e., where r,=1). This
may be expressed as

A B )
1

if i and j have the same color

otherwise

R~ ENBR >

where NBR, 1s the set of neighbors discovered from radio 1.
The BSS color set {1, ..., N _} may be used.
A network BSS color contlict, A,, may be calculated as
the sum of the set of vertices 1n the subgraph for radio 1,
which may be expressed as

4 1221'51;( GH)RI'

where V(QG,) 1s the set of vertices 1n subgraph G, .
Accordingly, the color cost A, 1s calculated as

AEZEEEHJ( GH)CD lDI‘I-

where Color, e {1,. .., N _} is the BSS color assigned to
radio 1.

In this process, A, and A, are the costs functions to be
minimized. Accordingly, the color plan may be chosen by
selecting a BSS color plan that minimizes these two cost
functions. In some embodiments, a multi-objective optimi-
zation can be used. If the network color contlict A, 1s not
zero, then a BSS color conflict exists. In this case, the BSS
color may be disabled for those radios with a BSS color
contlict (R,>0).

As noted above, multiple algorithms can be selected for
determining the BSS color plans. The algorithms described
above include a greedy algorithm for BSS coloring and a
more optimal algorithm for BSS coloring. In some embodi-
ments, the number of colors needed to color subgraph, N,
can be used to determine which algorithm may be more
appropriate. For example, where N_=N _, 1t may be appro-
priate to use the greedy coloring algorithm whereas in other
situations the optimal coloring algorithm may be preferred.

FIG. 7 illustrates an example of the subgraphs illustrated
in FIG. 4, with an applied default BSS color assignment.
Each vertex represents a radio in the identified group of
radios, and each edge represents a radio-neighbor pair. The
shading for each vertex indicates a default BSS color
assigned to the radio represented by that vertex. Like shad-
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ing indicates a like BSS color assignment. In this example,
the vertex with the maximum number of edges 1s vertex 742
in subgraph section 404. Vertex 742 i1s connected to five
other vertices by edges. Accordingly, in this example sub-
graph, the maximum vertex degree, N, 1s 5. As described
above, and the number of number of BSS colors needed to
color this subgraph 1s the maximum vertex degree plus one
color, N _+1. Accordingly, the number of BSS colors
required, N_, is 6. Accordingly, there are |63/6]=10 BSS
color plans that can be generated (one default BSS color and
nine alternative BSS colors) for this subgraph.

Hardware processor 200 may execute instruction 618 to
generate an alternative BSS color plan using remaining
colors. If the number of color plans available to color the
subgraph, N, computed by the processor at operation 614 1s
greater than one, alternative BSS color plans can be gener-
ated. Otherwise, only a default BSS color plan 1s provided
to the radios in the subgraph. Accordingly, any remaiming,
BSS color plans after the default BSS color plan 1s selected
(e.g., N=1 BSS color plans) may be generated. For example,
assume that the default BSS color plan 1s composed of the
BSS colors in the set S,={1, 2, ..., N_ 1, the alternative BSS
color plan can be generated as follows. In an alternative BSS
color plan, k € {1, .. ., N-1}, the set of BSS colors used,

S, 15 as follows:
Si+{ 14N, 'k, 24N %k, . .., (k+1)N,}

For example, consider a case 1n which the available BSS
color setis {1, 2, 3, ..., 9} and there are three co-channel
neighbors. S,={1, 2, 3}, S,={4, 5, 6}, S,={7, 8, 9}. S, can
be the selected as the default BSS color set (e.g., k=0) while
the other BSS color sets for each of k=1, . . ., N-1, are
identified as the alternative BSS color sets for the subgraph.
However, S, need not necessarily be the default BSS color
set. In operation 616 and 618, among {S, ..., Sy_,}, one
BSS color set can be identified as the default BSS color plan
while the remaining BSS color sets may be 1dentified as the
alternative BSS color plans. For example, S, can be the
default color set, while S, and S, can be the alternative color
sets. Other permutations can also be used.

Hardware processor 200 may execute mnstruction 620 to
assign the default BSS color plan and one or more alterna-
tive BSS color plans to the STAs. Once the default BSS
color plan and one or more alternative BSS color plans are
determined, the colors to be assigned to each radio can be
computed. In one embodiment, alternative BSS colors are
chosen as the default color plus the number of colors needed
to color the subgraph in which the radio resides. For
example, where the default BSS color plan 1s from S, and
the default BSS color 1s L, alternative BSS colors are
{L+N_, L+N -2, ..., L+N_-(N-1)}. In this case, the BSS
color L 1n the default BSS color plan 1s mapped to L+N_ 1n
the first alternative BSS color plan, L+N_ -2 1n the second
alternative BSS color plan, and so on for example, 1f N _ 1s
10, and N_ 1s 63, six BSS color plans are computed.
Accordingly, there are as many as five alternative BSS color
plans that may be provided to this radio. If a radio 1s
assigned BSS color 5 in the default BSS color plan, the
alternative BSS colors assigned to this radios are selected
from the colors 135, 25, 35, 45, and 55.

In another embodiment, where the BSS color sets are
So=11, 2,3}, S,=14, 5,6}, and S,={7, 8, 9}, each set can be
converted into a list with a different iteration of the elements
in the corresponding set. L,=[1, 2, 3], L.=[5, 6, 4], and
L,=[9, 7, 8]. The alternative BSS colors assigned to a radio
1s the one 1n the list with the same 1index as the default BSS
color. For example, if the radio 1s assigned the default BSS
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Color 2 from S, (S, 1s the default BSS color set), an index
of BSS color 2 1n L, 1s 2. Index(BSS_COLOR) returns an
index of the BSS color in the default BSS color list.
Alternative BSS colors for this radio maybe defined as L,[1]
and [,[1] which are L,[Index(2)] and L,[Index(3)].

Where a radio 1n the subgraph receives the default BSS
color as well as alternative BSS colors, 1t uses the default
BSS color as 1ts 1nitial operating condition, and falls back to
the alternative BSS colors where there 1s a color contlict.
Accordingly, when a color conflict arises, and there are
alternative BSS color plans defined for the radio, the radio
can default to an alternative BSS color to alleviate the
contlict, without having to compute an alternative BSS color
at that time. In various embodiments, the system can recom-
pute BSS color plans, both default and alternative, and
distribute these to the radios 1n the network. The frequency
with which BSS color plans are recomputed may depend on
the rate at which the network 1s changing. For example,
where new STAs are frequently added or removed from the
network, more frequent BSS color plan computations may
be desired. Likewise, where STAs are mobile and changing
location throughout the network, re-computation may be
desired to ensure that changes 1n the network don’t result 1n
an 1nordinate quantity of contlicts.

FIG. 8 1s a block diagram of an example computing
component 800 for detecting a color collision and falling
back to an alternative BSS color plan in accordance with one
embodiment. Computing component 800, hardware proces-
sor 802, and machine readable storage medium 804 as
depicted in FIG. 8 may be the same as that illustrated 1n FIG.
2 or similar thereto. In various embodiments, computing
component 800 of FIG. 8 may be implemented 1n a radio 1n
the network such as, for example, a radio 1n a client device
or STA. Hardware processor 800 of the radio may execute
instruction 814 to operate the radio 1n a wireless networking
environment that includes a plurality of other radios such as,
for example, and IEEE 802.11 wireless network. As
described above, in various applications the radio may be
operating at a given channel and be using an assigned BSS
color during communications. For example, the assigned
BSS color currently 1n use can be a default BSS color
assigned to that radio as part of a default BSS color set
assigned to a subgraph, G, , of which that radio 1s a member.

Hardware processor 800 may execute instruction 816 to
detect occurrence of a BSS color collision between the radio
and another radio on the network. When all radios of the
network receive the globally computed BSS color plan, no
BSS color collision 1s expected provided that the chromatic
number of the subgraph, G,, 1s less than or equal to N .
However, due to a variety of events such as channel change
events, reconfigurations of the network without an update to
the global BSS color plan, or BSS color collision with
interfering radios outside of the network, BSS color colli-
$1011S may OCCUL.

Radios can detect when their assigned BSS color collides
with a BSS color used by a neighboring radio. For example,
in the IEEE 802.11ax, this can be determined {from a BSS
color collision report from its associated STAs, or by receiv-
ing frames from an OBSS STA containing the same BSS
color. In some embodiments, for a collision to have
occurred, the radio must observe a BSS color conflict over
a certain predefined conflict duration. For example, the IEEE
802.11ax defines this period as having a minimum value of
50 seconds. When this occurs, 1n various implementations
the radio shall stop using the then-current BSS color. Indeed,
this 1s a requirement of IEEE 802.11ax.
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IEEE 802.11ax does provide that the radio detecting the
collision may switch to a different BSS color that does not
conflict with a BSS color used by 1ts neighboring radios.
However, IEEE 802.11ax does not specity how the selection
of a nonconflicting BSS color 1s to occur. In one embodi-
ment, the change can be made at the end of or after the
predefined conftlict duration. In other embodiments, the
change can be made as soon as the color conflict 1s detected
or at any time prior to the end of the predefined contlict
duration.

Accordingly, hardware processor 800 may begin to
execute instructions to eflectuate the switch to a new (e.g.,
default) BSS color if a collision 1s detected. As part of this
process, Hardware processor 800 may execute instruction
818 to access a list of one or more alternative BSS colors
assigned to the radio. For example, these can be the alter-
native BSS color colors assigned to the radio during the
global BSS color assignment process 1n accordance with the
examples described above. The list can be implemented, for
example, as 1dentification of one or more colors stored at an
accessible location 1n memory, such as 1n machine-readable
storage medium 804 or in other memory devices.

Hardware processor 800 may execute then instruction 820
to select a BSS color from the list of one or more alternative
BSS colors and switch 1ts radio to the selected BSS color.
For a variety of reasons, there 1s a possibility that the radio
might not otherwise be aware of the BSS colors used by its
neighboring co-channel radios. Therefore, having a prede-
termined list of alternative BSS colors provides a way for the
radio to select an eflective fallback color without having to
check the colors used by 1ts neighboring co-channel radios
in real time.

In selecting a BSS color to switch at the time of BSS color
collision, the radio can choose one BSS color from the
alternative BSS colors assigned, for example, from the
central entity. The default or other than-current BSS color 1n
use by the radio 1s replaced by the color selected from set of
one or more alternative BSS colors. In various embodi-
ments, the previous BSS color that the alternative BSS color
replaces, can be added to the set of alternative BSS colors.
In this way the probability of selecting a BSS color that may
collide with the BSS colors used by its co-channel neigh-
bors, 1s reduced even though the radio has not been able to
collect complete BSS color usage information from its
co-channel neighbors.

There can be a number of different techniques imple-
mented to select a BSS color to switch to from a set of
multiple alternative BSS colors. For example, the fallback
BSS color can be selected at random from the alternative
BSS colors 1n the list. As another example, the alternative
BSS colors can be maintained 1n a queue, such as a FIFO,
LIFO, etc. The BSS color at the head of the queue may be
selected as the BSS color for operation and removed from
the queue. The previous BSS color (that was 1n conflict) can
be added back to the queue (e.g., at the end of the FIFO).

As yet another example, the BSS color to switch to can be
selected based on a ranking of alternative BSS colors 1n the
list. Further to this example, criteria that can be used to form
the ranking may include criteria such as: BSS colors 1n the
l1st with no known current color collisions; BSS colors 1n the
l1st with no known historical color collision; BSS colors in
the list with older color collision timestamps. Weights can be
assigned to the colors based on one or more of these criteria
were based on other criteria. In order to allow criternia such
as this to be evaluated, embodiments may be implemented
to maintain a history of BSS color collisions for each BSS
color 1n the list. This might include, for example, a historical
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accounting for each color of the number of current BSS
color collisions (1 or 0), the number of historical BSS color
collisions (which may be bounded in time), and the latest
BSS color collision time.

In various environments, radios 1 a wireless local area
network may change channels reactively for a number of
different reasons. For example, when a radio detects radar
events, the radio may change its channel selection 1n accor-
dance with certain timing requirements. In some applica-
tions, this may be dictated by regulatory requirements.
Channel change events may be disruptive and can require
additional BSS color assignments as well.

To reduce the scope of disruptions (e.g. the number of
radios requiring new BSS color assignments under such
circumstances), a set of BSS colors can be dedicated to a set
of channels known or predicted to have a high quantity of
radio events requiring channel changes. If BSS colors are set
aside for these purposes, this can reduce the number of
available BSS colors that can be used for alternative or
tallback BSS color plants. However, a modification to allow
dedicating a set of one or more BSS colors to a set of
channels frequently disrupted by radio events may over-
whelm disruptions from BSS color conflicts.

Consider an example in which the set of available BSS
colors S={1, 2, ..., 63} and the set of available channels
1s C. Both sets can be split into K disjoint sets (partition of
set). Partition of set S1s Y1, . . ., YK and partition of set C
1s X1, ..., XK. There 1s a one-to-one mapping between Xi
and Yi. For example, X1={36, 40, 44, 48} (UNII-1 chan-
nels) is mapped to Y1={1, . . ., 32} while X2={149, 153,
157,161} (UNI1I-3 channels) is mapped to Y2={33, ..., 63}.

In one example, X, 1s the DFS channels and X, 1s the
non-DFS channels. In another example, X, 1s the channels
determined to experience events (e.g., with known DFS
events over last 30 days) and X, 1s the channels not deter-
mined to experience events (e.g., with no known DFS events
over last 30 days). The number of BSS colors mapped to
cach channel set can be a function of number of channels
and frequency of channel change events. In yet another
example, X, may be the channels that are known to detect
radio events triggering immediate channel changes (e.g.
radar or high noise causing beacon stuck), and X,_C-X,.

FIG. 9 1llustrates an example of radio events aware BSS
coloring for DFS and non-DFS channels 1n accordance with
one embodiment. In the example i FIG. 9, there are
channels 922 and BSS colors 924. Specifically, X, repre-
sents a set of non-DFS channels and X,,, represents a set of
DFS channels. When a radio detects radar events, 1t changes
channel from one 1n X, to either one 1n X, or one in X,.
When 1t changes 1ts channel to a channel 1n X, it does not
need to change the BSS color. At the next global BSS color
assignment, the BSS color will be reassigned based on the
new operational channel.

FIG. 10 depicts a block diagram of an example computer
system 1000 in which various of the embodiments described
herein may be implemented. The computer system 1000
includes a bus 1002 or other communication mechanism for
communicating information, one or more hardware proces-
sors 1004 coupled with bus 1002 for processing information.
Hardware processor(s) 1004 may be, for example, one or
more general purpose miCroprocessors.

The computer system 1000 also includes a main memory
1006, such as a random access memory (RAM), cache
and/or other dynamic storage devices, coupled to bus 1002
for storing information and instructions to be executed by
processor 1004. Main memory 1006 also may be used for
storing temporary variables or other intermediate informa-



Us 10,674,513 B2

15

tion during execution of instructions to be executed by
processor 1004. Such instructions, when stored 1n storage
media accessible to processor 1004, render computer system
1000 into a special-purpose machine that 1s customized to
perform the operations specified 1n the instructions.

The computer system 1000 further includes a read only
memory (ROM) 1008 or other static storage device coupled
to bus 1002 for storing static information and instructions
for processor 1004. A storage device 1010, such as a
magnetic disk, optical disk, or USB thumb drive (Flash
drive), etc., 1s provided and coupled to bus 1002 for storing
information and instructions.

The computer system 1000 may be coupled via bus 1002
to a display 1012, such as a liquid crystal display (LCD) (or
touch screen), for displaying information to a computer user.
An 1put device 1014, including alphanumeric and other
keys, 1s coupled to bus 1002 for communicating information
and command selections to processor 1004. Another type of
user mput device 1s cursor control 1016, such as a mouse, a
trackball, or cursor direction keys for communicating direc-
tion information and command selections to processor 1004
and for controlling cursor movement on display 1012. In
some embodiments, the same direction information and
command selections as cursor control may be implemented
via recerving touches on a touch screen without a cursor.

The computing system 1000 may include a user intertace
module to implement a GUI that may be stored 1n a mass
storage device as executable software codes that are
executed by the computing device(s). This and other mod-
ules may include, by way of example, components, such as
soltware components, object-oriented software components,
class components and task components, processes, func-
tions, attributes, procedures, subroutines, segments of pro-
gram code, drivers, firmware, microcode, circuitry, data,
databases, data structures, tables, arrays, and variables.

In general, the word “component,” “engine,” “system,”
“database,” data store,” and the like, as used herein, can refer
to logic embodied in hardware or firmware, or to a collection
of software instructions, possibly having entry and exit
points, written 1n a programming language, such as, for
example, Java, C or C++. A solftware component may be
compiled and linked 1nto an executable program, installed 1n
a dynamic link library, or may be written in an interpreted
programming language such as, for example, BASIC, Perl,
or Python. It will be appreciated that software components
may be callable from other components or from themselves,
and/or may be invoked in response to detected events or
interrupts. Software components configured for execution
on computing devices may be provided on a computer
readable medium, such as a compact disc, digital video disc,
flash drive, magnetic disc, or any other tangible medium, or
as a digital download (and may be originally stored in a
compressed or installable format that requires installation,
decompression or decryption prior to execution). Such sofit-
ware code may be stored, partially or fully, on a memory
device of the executing computing device, for execution by
the computing device. Software 1structions may be embed-
ded 1n firmware, such as an EPROM. It will be further
appreciated that hardware components may be comprised of
connected logic units, such as gates and tlip-tlops, and/or
may be comprised of programmable units, such as program-
mable gate arrays or processors.

The computer system 1000 may implement the techniques
described herein using customized hard-wired logic, one or
more ASICs or FPGAs, firmware and/or program logic
which 1n combination with the computer system causes or
programs computer system 1000 to be a special-purpose
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machine. According to one embodiment, the techniques
herein are performed by computer system 1000 1n response
to processor(s) 1004 executing one or more sequences of
one or more instructions contained 1n main memory 1006.
Such 1nstructions may be read 1nto main memory 1006 from
another storage medium, such as storage device 1010.
Execution of the sequences of istructions contained in main
memory 1006 causes processor(s) 1004 to perform the
process steps described herein. In alternative embodiments,
hard-wired circuitry may be used 1n place of or 1 combi-
nation with software instructions.

The term “‘non-transitory media,” and similar terms, as
used herein refers to any media that store data and/or
instructions that cause a machine to operate 1 a specific
fashion. Such non-transitory media may comprise non-
volatile media and/or volatile media. Non-volatile media
includes, for example, optical or magnetic disks, such as
storage device 1010. Volatile media includes dynamic
memory, such as main memory 1006. Common forms of
non-transitory media include, for example, a tloppy disk, a
flexible disk, hard disk, solid state drive, magnetic tape, or
any other magnetic data storage medium, a CD-ROM, any
other optical data storage medium, any physical medium

with patterns of holes, a RAM, a PROM, and EPROM, a
FLASH-EPROM, NVRAM, any other memory chip or
cartridge, and networked versions of the same.

Non-transitory media 1s distinct from but may be used 1n
conjunction with transmission media. Transmission media
participates in transierring information between non-transi-
tory media. For example, transmission media includes
coaxial cables, copper wire and fiber optics, including the
wires that comprise bus 1002. Transmission media can also
take the form of acoustic or light waves, such as those
generated during radio-wave and infra-red data communi-
cations.

The computer system 1000 also includes a communica-
tion interface 1018 coupled to bus 1002. Network interface
1018 provides a two-way data communication coupling to
one or more network links that are connected to one or more
local networks. For example, communication interface 1018
may be an 1ntegrated services digital network (ISDN) card,
cable modem, satellite modem, or a modem to provide a data
communication connection to a corresponding type of tele-
phone line. As another example, network interface 1018 may
be a local area network (LAN) card to provide a data
communication connection to a compatible LAN (or WAN
component to communicated with a WAN). Wireless links
may also be implemented. In any such implementation,
network interface 1018 sends and receives electrical, elec-
tromagnetic or optical signals that carry digital data streams
representing various types ol information.

A network link typically provides data communication
through one or more networks to other data devices. For
example, a network link may provide a connection through
local network to a host computer or to data equipment
operated by an Internet Service Provider (ISP). The ISP 1n
turn provides data communication services through the
world wide packet data communication network now com-
monly referred to as the “Internet” Local network and
Internet both use electrical, electromagnetic or optical sig-
nals that carry digital data streams. The signals through the
vartous networks and the signals on network link and
through communication interface 1018, which carry the
digital data to and from computer system 1000, are example
forms of transmission media.

The computer system 1000 can send messages and
receive data, including program code, through the net-




Us 10,674,513 B2

17

work(s), network link and communication interface 1018. In
the Internet example, a server might transmit a requested
code for an application program through the Internet, the
ISP, the local network and the communication interface
1018.

The recerved code may be executed by processor 1004 as
it 1s received, and/or stored in storage device 1010, or other
non-volatile storage for later execution.

Each of the processes, methods, and algorithms described
in the preceding sections may be embodied 1n, and fully or
partially automated by, code components executed by one or
more computer systems or computer processors comprising,
computer hardware. The one or more computer systems or
computer processors may also operate to support pertor-
mance of the relevant operations 1n a “cloud computing”
environment or as a “software as a service” (SaaS). The
processes and algorithms may be implemented partially or
wholly 1n application-specific circuitry. The various features
and processes described above may be used independently
of one another, or may be combined in various ways.
Different combinations and sub-combinations are intended
to fall within the scope of this disclosure, and certain method
or process blocks may be omitted 1n some implementations.
The methods and processes described herein are also not
limited to any particular sequence, and the blocks or states
relating thereto can be performed 1n other sequences that are
appropriate, or may be performed in parallel, or in some
other manner. Blocks or states may be added to or removed
from the disclosed example embodiments. The performance
of certain of the operations or processes may be distributed
among computer systems or computers processors, not only
residing within a single machine, but deployed across a
number ol machines.

As used herein, a circuit might be implemented utilizing
any form of hardware, software, or a combination thereof.
For example, one or more processors, controllers, ASICs,
PLAs, PALs, CPLDs, FPGAs, logical components, soltware
routines or other mechanisms might be implemented to
make up a circuit. In implementation, the various circuits
described herein might be implemented as discrete circuits
or the functions and features described can be shared in part
or 1n total among one or more circuits. Even though various
features or elements of functionality may be individually
described or claimed as separate circuits, these features and
functionality can be shared among one or more common
circuits, and such description shall not require or imply that
separate circuits are required to implement such features or
tfunctionality. Where a circuit 1s implemented 1n whole or 1n
part using software, such software can be implemented to
operate with a computing or processing system capable of
carrying out the functionality described with respect thereto,
such as computer system 900.

As used herein, the term “or” may be construed 1n either
an 1inclusive or exclusive sense. Moreover, the description of
resources, operations, or structures in the singular shall not
be read to exclude the plural. Conditional language, such as,
among others, “can,” “could,” “might,” or “may,” unless
specifically stated otherwise, or otherwise understood within
the context as used, 1s generally intended to convey that
certain embodiments include, while other embodiments do
not include, certain features, elements and/or steps.

Terms and phrases used 1n this document, and variations
thereol, unless otherwise expressly stated, should be con-
strued as open ended as opposed to limiting. As examples of
the foregoing, the term “including” should be read as
meaning “including, without limitation” or the like. The
term “example” 1s used to provide exemplary instances of
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the 1tem 1n discussion, not an exhaustive or limiting list
thereof. The terms “a” or “an” should be read as meaning “at
least one,” “one or more” or the like. The presence of
broadening words and phrases such as “one or more,” “at
least,” “but not limited to” or other like phrases 1n some
instances shall not be read to mean that the narrower case 1s
intended or required in instances where such broadening
phrases may be absent.

What 1s claimed 1s:

1. A non-transitory machine-readable storage medium
encoded with mstructions executable by a hardware proces-
sor of a computing component, the machine-readable stor-
age medium comprising instructions to cause the hardware
processor to:

in a wireless local area network (WLAN) including a

network graph representing radio neighbors, assign a
frequency range and Equivalent Isotropically Radiated
Power (EIRP) for each radio represented in the network
graph;

generate a subgraph of radios operating at the same

frequency range;

for the subgraph, determine a mimmimum number of basic

service set (BSS) colors required to assign BSS colors
to the subgraph without BSS color conflict;

based on the minimum number of BSS colors, assign a

default BSS color to each radio in the subgraph to avoid

BSS color conflict among radios in the subgraph,

wherein assigning comprises;

for each neighbor radio discovered by a given radio,
determine whether there 1s a color conflict;

where there 1s a color conflict for a radio, calculate a
first color conflict value based on vertices in the
subgraph for the given radio;

calculate a network color contlict value using the first
color conflict computed for each radio; and

minimize the network color conflict value; and

based on remaining BSS colors, assign one or more

alternative BSS colors to each radio in the subgraph.

2. The non-transitory machine-readable storage medium
of claim 1, wherein the instructions to cause the hardware
processor to generate a subgraph of radios operating at the
same Irequency range comprise instructions to cause the
hardware processor to;

identity a group of radios operating on a same channel;

for each radio 1n the group of radios, identify a set of

neighboring co-channels radios; and

construct the subgraph comprising a plurality of vertices

and a plurality of edges connecting pairs ol vertices,
wherein each vertex represents a radio in the 1dentified
group ol radios, and each edge represents a radio-
neighbor pair.

3. The non-transitory machine-readable storage medium
of claam 2, the instructions further cause the hardware
processor to filter the subgraph, either during creation of the
subgraph or after the subgraph 1s created, to remove an edge
between each radio-neighbor pair falling below a deter-
mined threshold.

4. The non-transitory machine-readable storage medium
of claim 2, wherein the subgraph comprises a plurality of
disjointed subgraph sections.

5. The non-transitory machine-readable storage medium
of claim 1, wherein the instructions to cause the hardware
processor to determine a minimum number of BSS colors
comprises causing the hardware processor to compute a
maximum vertex degree for the generated subgraph and
determine the minimum number of BSS colors as one plus
the determined maximum vertex degree.
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6. The non-transitory machine-readable storage medium
of claim 5, wherein the minimum number of BSS colors,
N_ . needed to color the subgraph comprises:

N,+1, N,+1 =N,
Ny =

N., otherwise

where N_ 1s the number of available BSS colors on the
subgraph, and N  denotes the maximum vertex degree.

7. The non-transitory machine-readable storage medium
of claim 1, the instructions further causing the hardware
processor to determine a number of global BSS color plans,
N, for the subgraph.

8. The non-transitory machine-readable storage medium
of claim 7, wherein the instructions to cause the hardware
processor to determine a number of global BSS color plans,
N, for the subgraph cause the hardware processor to:

compute a maximum vertex degree for the generated

subgraph

determine a number of global BSS color plans as a

quantity ol available BSS colors on the subgraph
divided by the maximum vertex degree for the gener-
ated subgraph plus one color.

9. A method, comprising:

in a wireless local area network (WLAN) including a

network graph representing radio neighbors, assigning
a Ifrequency range and Equivalent Isotropically Radi-
ated Power (EIRP) for each radio represented in the
network graph;

generating a subgraph of radios operating at the same

frequency range;

for the subgraph, determining a minimum number of

basic service set (BSS) colors required to assign BSS

colors to the subgraph without BSS color contlict;

based on the minimum number of BSS colors, assigning

a default BSS color to each radio in the subgraph to

avoild BSS color contlict among radios 1n the subgraph,

wherein assigning comprises:

for each neighbor radio discovered by a given radio,
determining whether there 1s a color contlict;

where there 1s a color contlict for a radio, calculating a
first color contlict value based on vertices in the
subgraph for the given radio;

calculating a network color conflict value using the first
color contlict computed for each radio; and
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minimizing the first and second network color conflict
values; and

based on remaining BSS colors, assigning one or more

alternative BSS colors to each radio in the subgraph.

10. The method of claim 9, wherein generating a subgraph
of radios operating at the same frequency range comprises;

identifying a group of radios operating on a same channel;

for each radio 1n the group of radios, 1dentifying a set of
neighboring co-channels radios; and

constructing the subgraph comprising a plurality of ver-

tices and a plurality of edges connecting pairs of
vertices, wherein each vertex represents a radio 1n the
identified group of radios, and each edge represents a
radio-neighbor patr.

11. The method of claim 10, further comprising filtering
the subgraph, either during creation or aiter the subgraph 1s
created, to remove an edge between each radio-neighbor pair
falling below a determined threshold.

12. The method of claim 10, wherein the subgraph com-
prises a plurality of disjointed subgraph sections.

13. The method of claim 9, wherein determining a mini-
mum number of BSS colors comprises computing a maxi-
mum vertex degree for the generated subgraph and deter-
mining the minimum number of BSS colors as one plus the
determined maximum vertex degree.

14. The method of claim 13, wherein minimum number of
BSS colors, N_ . needed to color the subgraph comprises:

N, +1, N, +1 =N,
N, =

N, otherwise

where N_ 1s the number of available BSS colors on the
subgraph, and N denotes the maximum vertex degree.
15. The method of claim 9, further comprising determin-
ing a number of global BSS color plans, N, for the subgraph.
16. The method of claim 15, wherein determining a
number of global BSS color plans, N, for the subgraph
comprises
computing a maximum vertex degree for the generated
subgraph
determining a number of global BSS color plans as a
quantity of available BSS colors on the subgraph
divided by the maximum vertex degree for the gener-
ated subgraph plus one color.
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