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(57) ABSTRACT

A machine learning device of a controller observes, as state
variables expressing a current state of an environment,
teaching position compensation amount data indicating a
compensation amount of a teaching position 1n control of a
robot according to the teaching position and data indicating
a disturbance value of each of the motors of the robot 1n the
control of the robot, and acquires determination data indi-
cating an appropriateness determination result of the distur-
bance value of each of the motors of the robot 1n the control
of the robot. Then, the machine learning device learns the
compensation amount of the teaching position of the robot
in association with the motor disturbance value data by
using the observed state variables and the determination
data.
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CONTROLLER AND MACHINE LEARNING
DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a new U.S. Patent Application that
claims benefit of Japanese Patent Application No. 2017-
112191, filed Jun. 7, 2017, the disclosure of this application

1s being incorporated herein by reference 1n its entirety for
all purposes.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a controller and a
machine learning device and, 1n particular, to a controller
and a machine learning device that optimize a teaching
position.

2. Description of the Related Art

General industrial robots are driven according to a pre-
viously-generated operation program or driven to pass
through a teaching point previously taught by a teach
pendant or the like. That 1s, the robots are driven along a
prescribed track. For example, Japanese Patent Application
Laid-open No. 02-284886 discloses, as a related art con-
cerned with the teaching operation of a robot, an mvention
that performs statistical processing about the deviation
between actual position data and a positioning target value
from a controller and determines a compensation amount to
solve the deviation.

Industrial robots are used for various purposes such as the
installation of workpieces, the extraction of machined work-
pieces, and the attachment of tools to machine tools. When
a workpiece 1s 1nstalled 1n a machine tool using an industrial
robot, the operation of holding the workpiece and installing
the workpiece 1n a j1g 1n a machining region 1s taught by
teaching a teaching point to the robot as described above.
For example, when a cylindrical workpiece 1s set with
respect to a convex-shaped jig as shown in FIG. 9, the
workpiece may be set in such a way as to be moved
downward from an approach position to a target position 1n
a direction parallel to the direction of the jig with the hole
of the workpiece made parallel to the direction of the jig.

However, when an operator who teaches the operation to
the robot 1s a teaching beginner, the workpiece may not be
accurately positioned at the approach position, the direction
of the workpiece 1s inclined at the approach position, the
workpiece gets snagged on a jig due to the deviation of a
direction 1 which the workpiece 1s moved downward from
the approach position to the target position, or a frictional
force 1s produced due to the contact between the workpiece
and the j1g, whereby a disturbance (load) could occur in the
wrist shaft or the like of the robot that holds the workpiece.
By such teaching, a load 1s put on each joint of the robot
every time the workpiece is installed based on the taught
operation, which causes a reason for trouble or a failure 1n
the robot as the operation of the robot 1s continued.

SUMMARY OF THE INVENTION

In view of the above problem, the present invention has
an object of providing a controller and a machine learning
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2

device capable of optimizing a teaching position without
causing an unnecessary disturbance in the manipulator of a
robot.

In order to solve the above problem, a controller accord-
ing to the present invention performs the machine learning
ol a compensation amount of a teaching position of a robot
with respect to a disturbance produced in a motor that drives
cach joint of the robot, and compensates and controls the
teaching position to reduce the disturbance when the robot
moves to the teaching position based on a result of the
machine learning.

A controller according to an embodiment of the present
invention determines a compensation amount of a teaching
position 1n control of a robot according to the teaching
position included 1n teaching data. The controller includes a
machine learning device that learns a compensation amount
of the teaching position 1n the control of the robot according
to the teaching position. The machine learning device has a
state observation section that observes, as state variables
expressing a current state of an environment, teaching
position compensation amount data indicating the compen-
sation amount of the teaching position in the control of the
robot according to the teaching position and motor distur-
bance value data indicating a disturbance value of each of
the motors of the robot in the control of the robot, a
determination data acquisition section that acquires deter-
mination data indicating an appropriateness determination
result of the disturbance value of each of the motors of the
robot 1n the control of the robot, and a learning section that
learns the compensation amount of the teaching position of
the robot 1n association with the motor disturbance value
data using the state variables and the determination data.

The state observation section may further observe teach-
ing position data including the teaching position of the
teaching data as the state variables, and the learning section
may learn the data observed by the state observation section
in association with the motor disturbance value data.

The determination data may include, besides an appro-
priateness determination result of the disturbance value of
each of the motors of the robot in the control of the robot,
at least any of an appropriateness determination result of a
teaching position to which the robot finally moves, an
appropriateness determination result of a value detected by
a sensor, and an appropriateness determination result of
cycle time in the control of the robot according to the
teaching position aiter compensation.

The learming section may have a reward calculation
section that calculates a reward associated with the appro-
priateness determination result, and a value function update
section that updates by using the reward, a function express-
ing a value of the compensation amount of the teaching
position relative to the disturbance value of each of the
motors of the robot 1n the control of the robot.

The learning section may perform calculation of the state
variables and the determination data on the basis of a
multilayer structure.

The controller may further include a decision-making
section that outputs a command value based on the com-
pensation amount of the teaching position in the control of
the robot according to the teaching position on a basis of a
learning result of the learning section.

The learning section may learn the compensation amount
of the teaching position in the control of the robot according
to the teaching position in each of a plurality of robots by
using the state variables and the determination data obtained
for each of the plurality of robots.

The machine learning device may exist in a cloud server.
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A machine learning device according to another embodi-
ment of the present invention learns a compensation amount
ol a teaching position 1n control of a robot according to the
teaching position included in teaching data. The machine
learning device includes: a state observation section that
observes, as state variables expressing a current state of an
environment, teaching position compensation amount data
indicating the compensation amount of the teaching position
in the control of the robot according to the teaching position
and motor disturbance value data indicating a disturbance
value of each of the motors of the robot in the control of the
robot; a determination data acquisition section that acquires
determination data indicating an appropriateness determina-
tion result of the disturbance value of each of the motors of
the robot 1n the control of the robot; and a learning section
that learns the compensation amount of the teaching position
of the robot 1n association with the motor disturbance value
data by using the state variables and the determination data.

According to an embodiment of the present invention, 1t
1s possible to reduce a disturbance value produced in a motor
that drives each joint of a robot and prevent trouble such as
the occurrence of a failure in the robot by the compensation
ol a teaching position of the robot based on a learming result.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic hardware configuration diagram of
a controller according to a first embodiment;

FIG. 2 1s a schematic function block diagram of the
controller according to the first embodiment;

FIG. 3 1s a schematic function block diagram showing an
embodiment of the controller:

FIG. 4 1s a schematic flowchart showing an embodiment
of a machine learning method;

FIG. SA 1s a diagram for describing a neuron;

FIG. 3B 1s a diagram for describing a neural network;

FIG. 6 1s a schematic function block diagram of a con-
troller according to a second embodiment;

FIG. 7 1s a schematic function block diagram showing an
embodiment of a system including a plurality of robots;

FIG. 8 1s a schematic function block diagram showing
another embodiment of a system including a plurality of
robots; and

FIG. 9 1s a diagram for describing a problem in the
teaching of a related art.

DETAILED DESCRIPTION OF TH.
PREFERRED EMBODIMENTS

L1

FIG. 1 1s a schematic hardware configuration diagram
showing a controller and the essential parts of a machine tool
controlled by the controller according to a first embodiment.

A controller 1 may be mounted as, for example, a con-
troller for controlling an industrial robot (not shown) that
performs the installation of a workpiece, the extraction of a
machined workpiece, the attachment of a tool to a machine
tool, or the like. A central processing umt (CPU) 11 of the
controller 1 according to the embodiment 1s a processor that
entirely controls the controller 1. The CPU 11 reads a system
program stored in a read-only memory (ROM) 12 via a bus
20 and controls the entire controller 1 according to the
system program. A random-access memory (RAM) 13 stores
temporary calculation data or display data and various data
or the like mput by an operator via a teach pendant 60 that
will be described later.

A non-volatile memory 14 is constituted as a memory that
maintains its storage state by, for example, data backup or
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the like with a battery (not shown) even if the power of the
controller 1 1s turned off. The non-volatile memory 14 stores
teaching data mput from the teach pendant 60 via an
interface 19, a robot-controlling program input via an inter-
face (not shown), or the like. Programs or various data stored
in the non-volatile memory 14 may be developed into the
RAM 13 when run/used. Further, the ROM 12 stores 1n
advance various system programs (including a system pro-
gram for controlling communication with a machine learn-
ing device 100 that will be described later) for running
processing for the control of a robot or the teaching of a
teaching position, or the like.

The teach pendant 60 1s a manual data put device
including a display, a handle, a hardware key, or the like. The
teach pendant 60 receives information from the controller 1
via the interface 19 to display the same and passes pulses,
commands, and various data mput from the handle, the
hardware key, or the like to the CPU 11.

An axis control circuit 30 for controlling the axis of a joint
or the like of a robot receives a movement command amount
of the axis from the CPU 11 and outputs a command for
moving the axis to a servo amplifier 40. Upon receiving the
command, the servo amplifier 40 drives a servo motor 50
that moves the axis of the robot. The servo motor 50 for the
axis includes a position/speed detection device and feeds
back a position/speed feedback signal from the position/
speed detection device to the axis control circuit 30 to
perform position/speed feedback control. Note that the axis
control circuit 30, the servo amplifier 40, and the servo
motor 30 are singly shown in the hardware configuration
diagram of FIG. 1 but actually provided corresponding to the
number of axes of a robot to be controlled. For example, in
the case of a robot including six axes, the axis control circuit
30, the servo amplifier 40, and the servo motor 30 are
provided for each of the six axes.

An 1nterface 21 i1s an interface for connecting the con-
troller 1 and the machine learning device 100 to each other.
The machine learning device 100 includes a processor 101
that controls the entire machine learning device 100, a ROM
102 that stores a system program or the like, a RAM 103 that
temporarily stores data in each processing associated with
machine learning, and a non-volatile memory 104 used to
store a learning model or the like. The machine learning
device 100 may observe each information (such as position
information or a current value of the servo motor 50 and
setting information on a running program or teaching infor-
mation stored in the RAM 13 or the like) capable of being
acquired by the controller 1 via the interface 21. Further,
upon recerving commands for controlling the servo motor 50
and the peripheral device of a robot output from the machine
learning device 100, the controller 1 performs the compen-
sation or the like of a command for controlling the robot
based on a program or teaching data.

FIG. 2 1s a schematic function block diagram of the
controller 1 and the machine learning device 100 according
to the first embodiment.

The machine learning device 100 includes software (such
as a learming algorithm) and hardware (such as the processor
101) for spontaneously learning a compensation amount of
a teaching position of a robot with respect to a disturbance
value produced 1n a motor that drives each joint of the robot
through so-called machine learning. An object to be learned
by the machine learning device 100 of the controller 1
corresponds to a model structure expressing the correlation
between a disturbance value produced 1n a motor that drives
cach joint of a robot and a compensation amount of a
teaching position of the robot.
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As shown 1n the function block of FIG. 2, the machine
learning device 100 of the controller 1 includes a state
observation section 106, a determination data acquisition
section 108, and a learning section 110. The state observa-
tion section 106 observes state variables S, expressing the
current state of an environment, including teaching position
compensation amount data S1 indicating a compensation
amount ol a teaching position of each of motors of a robot
in the control of the robot according to the teaching position
included 1n teaching data and motor disturbance value data
S2 indicating a disturbance value of each of the motors of
the robot 1n the control of the robot according to the teaching,
position included in the teaching data. The determination
data acquisition section 108 acquires determination data D
indicating an appropriateness determination result of the
disturbance value of the corresponding motor in the control
of the robot according to the compensated teaching position.
Using the state variables S and the determination data D, the
learning section 110 learns the disturbance value of the
corresponding motor and the teaching position compensa-
tion amount data S1 1n association with each other.

The state observation section 106 may be configured as,
for example, one of the functions of the processor 101 or
software stored 1n the ROM 102 for functioning the proces-
sor 101. Among the state variables S observed by the state
observation section 106, the teaching position compensation
amount data S1 may be acquired as a compensation amount
with respect to a teaching position (a set of coordinate values
of each of the motors of a robot) included 1n teaching data.
The teaching position compensation amount data S1 may be
only a compensation amount of a teaching position to which
a robot finally moves (a final position when a workpiece 1s
fitted 1 a jig 1n the example of FIG. 9). Besides this, the
teaching position compensation amount data S1 may include
a compensation amount of an approach position indicating a
teaching position betfore the robot finally moves. Further, as
the teaching position compensation amount data S1, the
maximum value of a disturbance value produced in each
motor during movement to a teaching position or a series
value obtained when the disturbance value produced in the
corresponding motor during the movement to the teaching
position 1s acquired for each prescribed cycle (for example,
10 ms) may be used.

As the teaching position compensation amount data S1, a
compensation amount of a teaching position of each of the
motors of a robot reported by a skilled worker and given to
the controller 1 may be, for example, used. Here, the
compensation amount of the teaching position of each of the
motors of the robot includes a motor compensation direction
(a positive/negative value) in which the motor 1s corrected.
Further, as the teaching position compensation amount data
S1, a compensation amount of a teaching position of each of
the motors of a robot determined by the machine learning
device 100 1n the previous learning cycle based on a learning
result of the learning section 110 may be used when learning,
1s advanced to a certain extent. In such a case, the machine
learning device 100 may temporarily store in advance a
determined compensation amount of a teaching position of
cach of the motors of a robot 1n the RAM 103 for each of
learning cycles so that the state observation section 106
acquires from the RAM 103 the compensation amount of the
teaching position of each of the motors of the robot deter-
mined by the machine learning device 100 1n the previous
learning cycle.

Further, as the motor disturbance value data S2 among the
state variables S, a load value or the like indirectly calcu-
lated from a current value tlowing through the servo motor
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50 1n the control of a robot according to a teaching position
included 1n teaching data may be, for example, used. The
motor disturbance value data S2 may be directly calculated
using a torque measurement device or the like attached to a
motor.

The determination data acquisition section 108 may be
configured as, for example, one of the functions of the
processor 101 or software stored in the ROM 102 for
functioning the processor 101. As the determination data D,
the determination data acquisition section 108 may use an
appropriateness determination value D1 with respect to a
disturbance value of each motor 1n the control of a robot
according to a compensated teaching position. Using the
same means as that used when the state observation section
106 observes the motor disturbance value data S2, the
determination data acquisition section 108 may acquire a
disturbance value of each motor m the control of a robot
according to a compensated teaching position. The determi-
nation data D 1s an index expressing a result obtained when
a robot 1s controlled according to a teaching position under
the state variables S.

In terms of the learning cycle of the learning section 110,
the state variables S simultaneously input to the learming
section 110 are those based on data in the previous learning
cycle at which the determination data D has been acquired.
As described above, while the machine learning device 100
of the controller 1 advances machine learning, the acquisi-
tion of the motor disturbance value data S2, the implemen-
tation of controlling a robot according to a teaching position
compensated based on the teaching position compensation
amount data S1, and the acquisition of the determination
data D are repeatedly performed 1n an environment.

The learming section 110 may be configured as, for
example, one of the functions of the processor 101 or
soltware stored 1n the ROM 102 for functioning the proces-
sor 101. According to any learning algorithm called machine
learning, the learning section 110 learns the teaching posi-
tion compensation amount data S1 with respect to a distur-
bance value of each of the motors of a robot 1n the control
of the robot according to a teaching position included 1n
teaching data. The learning section 110 may repeatedly
perform learning based on a data set including the state
variables S and the determination data D described above.

When the cycle of learning the teaching position com-
pensation amount data S1 with respect to a disturbance value
ol each of the motors of a robot in the control of the robot
according to a teaching position included 1n teaching data 1s
repeatedly performed, the motor disturbance value data S2
and the teaching position compensation amount data S1,
among the state variables S, correspond, respectively, to a
disturbance value of each of the motors of the robot 1n the
control of the robot according to a teaching position
included in teaching data acquired in the previous learning
cycle as described above and a compensation amount of a
teaching position of each of the motors of the robot in the
control of the robot according to a teaching position
included i1n teaching data obtained based on past learning
results. In addition, the determination data D corresponds to
an appropriateness determination result with respect to a
disturbance value of each of the motors of the robot in the
control of the robot according to a (compensated) teaching
position 1n a current learning cycle 1n a state in which the
teaching position has been compensated based on the teach-
ing position compensation amount data S1.

By repeatedly performing such a learning cycle, the
learning section 110 may automatically identify a feature
suggesting the correlation between a disturbance value (the
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motor disturbance value data S2) of each of the motors of a
robot in the control of the robot according to a teaching
position 1mncluded in teaching data of the robot and a com-
pensation amount with respect to the teaching position.
Although the correlation between the motor disturbance
value data S2 and a compensation amount with respect to a
teaching position 1s substantially unknown at the start of a
learning algorithm, the learning section 110 gradually 1den-
tifies a feature indicating the correlation and interprets the
correlation as learning 1s advanced. When the correlation
between the motor disturbance value data S2 and a com-
pensation amount with respect to a teaching position 1s
interpreted to a certain reliable extent, learning results
repeatedly output by the learning section 110 may be used to
select the action (that 1s, decision making) of determining to
what extent a compensation amount of a teaching position 1s
adjusted with respect to a current state (that 1s, a disturbance
value of each of the motors of a robot in the control of the
robot according to a teaching position included in teaching,
data of the robot). That 1s, as a learning algorithm 1s
advanced, the learning section 110 may gradually approxi-
mate the correlation between a disturbance value of each of
the motors of a robot 1n the control of the robot according to
a teaching position included 1n teaching data of the robot and
the action of determining to what extent a compensation
amount of the teaching position of the robot 1s adjusted with
respect to the state to an optimum solution.

As described above, 1n the machine learning device 100
of the controller 1, the learning section 110 learns a com-
pensation amount of a teaching position of a robot according,
to a machine learning algorithm using the state variables S
observed by the state observation section 106 and the
determination data D acquired by the determination data
acquisition section 108. The state variables S are composed
of the teaching position compensation amount data S1 and
the motor disturbance value data S2 hardly influenced by a
disturbance. In addition, the determination data D 1s
uniquely calculated by the acquisition of a current value of
the servo motor 50 actually measured by the controller 1 or
the like. Accordingly, using learning results of the learning,
section 110, the machine learming device 100 of the con-
troller 1 may automatically and accurately calculate a com-
pensation amount of a teaching position of a robot according
to a disturbance value of each of the motors of the robot in
the control of the robot according to the teaching position
included in teaching data of the robot without relying on
calculation or estimation.

Where 1t 1s possible to automatically calculate a compen-
sation amount of a teaching position 1n the control of a robot
according to the teaching position included in teaching data
of the robot without relying on calculation or estimation, an
appropriate value of the compensation amount of the teach-
ing position of the robot may be quickly determined only by
acquiring a disturbance value (the motor disturbance value
data S2) of each motor of the robot in the control of the robot
according to the teaching position included in the teaching
data of the robot. Accordingly, a compensation amount of a
teaching position of a robot may be efliciently determined.

As a first modified example of the machine learning
device 100 of the controller 1, the state observation section
106 may further observe teaching position data S3 including
a teaching position of teaching data as the state variables S.
The teaching position data S3 may be acquired as a teaching
position (a set of coordinate values of each of the motors of
a robot) included in teaching data. The teaching position
data S3 may be only a teaching position to which a robot
finally moves (a final position when a workpiece 1s fitted 1n
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a j1g 1n the example of FIG. 9). Besides this, the teaching
position data S3 may include an approach position indicat-
ing a teaching position before the robot finally moves.

In the above modified example, the machine learning
device 100 may learn a compensation amount with respect
to a teaching position for both the teaching position and a
disturbance value of each of the motors of a robot 1n the
control of the robot according to the teaching position
included in teaching data of the robot. Thus, since it 1s
possible to change a compensation amount of a teaching
position to an appropriate value while considering the atti-
tude of a robot 1n the control of the robot based on teaching
data, the disturbance of the motor of the robot may be more
approprately reduced.

As a second modified example of the machine learning
device 100 of the controller 1, the determination data
acquisition section 108 may use, as the determination data
D, an appropriateness determination value D2 of a teaching
position to which a robot finally moves, an appropriateness
determination value D3 of a value detected by a sensor such
as a vibration sensor and a sound sensor, an evaluation value
D4 of cycle time 1n the control of the robot according to a
compensated teaching position, or the like, besides the

appropriateness determination value D1 with respect to a
disturbance value of each of the motors of the robot 1n the
control of the robot according to a teaching position
included 1n teaching data of the robot.

According to the above modified example, the machine
learning device 100 may consider a deviation degree of a
teaching position, the occurrence of vibration or abnormal
noise, an increase in cycle time, or the like 1n the learning of
a compensation amount of a teaching position of a robot
with respect to a disturbance value of each of the motors of
the robot 1n the control of the robot according to the teaching
position included 1n teaching data of the robot.

As a third modified example of the machine learning
device 100 of the controller 1, the learning section 110 may
learn a compensation amount of a teaching position 1n
performing control according to the teaching position
included 1n teaching data in a plurality of robots using the
state variables S and the determination data D obtained for
cach of the plurality of robots that performs the same work.
According to the configuration, 1t 1s possible to increase an
amount of a data set including the state variables S and the
determination data D acquired in a certain period of time.
Theretore, the speed and the reliability of learning a com-
pensation amount ol a teaching position 1n the control of a
robot according to the teaching position included in teaching
data of the robot may be improved with a set of more various
data as inputs.

In the machine learning device 100 having the above
configuration, a learning algorithm performed by the learn-
ing section 110 1s not particularly limited. For example, a
learning algorithm known as machine learning may be
employed. FIG. 3 shows, as an embodiment of the controller
1 shown 1 FIG. 1, a configuration including the learning
section 110 that performs renforcement learning as an
example of a learning algorithm.

The reinforcement learning 1s a method 1n which, while
the current state (that 1s, an input) of an environment in
which a learning target exists 1s observed, a prescribed
action (that 1s, an output) 1s performed 1n the current state
and the cycle of giving any reward to the action 1s repeatedly
performed by trial and error to learn measures (a compen-
sation amount of a teaching position 1n the control of a robot
according to the teaching position included in teaching data
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of the robot i the machine learning device of the present
application) to maximize the total of the rewards as an
optimum solution.

In the machine learning device 100 of the controller 1
shown 1n FIG. 3, the learning section 110 includes a reward
calculation section 112 and a value function update section
114. The reward calculation section 112 calculates a reward
R, which 1s associated with an appropriateness determina-
tion result (corresponding to the determination data D used
in the next learning cycle 1n which the state variables S have
been acquired) of a disturbance value of each of the motors
of a robot 1n the control of the robot according to a
compensated teaching position, based on the state variables
S. The value function update section 114 updates, using the

calculated reward R, a function Q expressing a value of a
compensation amount of a teaching position in the control of
the robot according to the teaching position included in
teaching data of the robot. The learning section 110 learns a
compensation amount of a teaching position of a robot with
respect to a disturbance value of each of the motors of the
robot in the control of the robot according to the teaching
position included 1n teaching data of the robot 1n such a way
that the value function update section 114 repeatedly updates
the function Q.

An example of a reinforcement learning algorithm per-
formed by the learming section 110 will be described. The
algorithm 1n this example 1s known as Q-learning and
expresses a method 1n which a state s of an action subject
and an action a possibly taken by the action subject 1n the
state s are assumed as independent variables and a function
Q(s, a) expressing an action value when the action a 1is
selected 1n the state s 1s learned. The selection of the action
a by which the value function QQ becomes the largest 1n the
state s results 1 an optimum solution. By starting the
Q-learning 1n a state 1n which the correlation between the
state s and the action a 1s unknown and repeatedly perform-
ing the selection of various actions a by trial and error in any
state s, the value function Q) 1s repeatedly updated to be
approximated to an optimum solution. Here, when an envi-
ronment (that 1s, the state s) changes as the action a 1s
selected 1n the state s, a reward (that 1s, weighting of the
action a) r 1s obtained according to the change and the
learning 1s directed to select an action a by which a higher
reward r 1s obtained. Thus, the value function Q may be
approximated to an optimum solution in a relatively short
period ol time.

Generally, the update formula of the value function (Q may
be expressed like the following Formula (1). In Formula (1),
s, and a, express a state and an action at time t, respectively,
and the state changes to s, ; with the action a.. r,_, expresses
a reward obtained when the state changes from s to s, ;. The
term max() expresses (Q 1 a case in which an action a by
which the maximum value Q 1s obtained at time t+1 (which
1s assumed at time t) 1s performed. o and y express a learning
coellicient and a discount rate, respectively, and arbitrarily
set to fall within O<a=1 and O<y=<l, respectively.

Qls1» @) « Qlsiy @) + lray +ymaxQ(s, i1, @) - Qsi, @) (1)

ol

When the learning section 110 performs the Q-learning,
the state variables S observed by the state observation
section 106 and the determination data D acquired by the
determination data acquisition section 108 correspond to the
state s 1n the update formula, the action of determinming a
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compensation amount of a teaching position of a robot with
respect to a current state (that 1s, a disturbance value of each
of the motors of the robot in the control of the robot
according to the teaching position included 1n teaching data
of the robot) corresponds to the action a in the update
formula, and the reward R calculated by the reward calcu-
lation section 112 corresponds to the reward r in the update
formula. Accordingly, the value function update section 114
repeatedly updates the function Q expressing a value of a
compensation amount of a teaching position of a robot with
respect to a current state by the Q-learning using the reward
R.

In a case where the robot 1s controlled according to the
teaching position compensated based on a compensation
amount ol the teaching position determined after determi-
nation of the compensation amount of the teaching position
in the control of the robot according to the teaching position
included in teaching data of the robot, the reward R calcu-
lated by the reward calculation section 112 may be positive,
for example, 1 an appropriateness determination result of
the operation of a robot 1s determined to be “appropriate”
(for example, a case 1n which a disturbance value of each of
the motors of the robot falls within an allowable range, or a
case 1n which a teaching position to which the robot finally
moves falls within an allowable range) or may be negative,
for example, if the appropriateness determination result of
the operation of the robot 1s determined to be “inappropri-
ate” (for example, a case in which the disturbance value of
cach of the motors of the robot goes beyond the allowable
range, or a case 1n which the teaching position to which the
robot finally moves goes beyond the allowable range).

The absolute values of the positive and negative rewards
R may be the same or different from each other in the
determination of the rewards R. In addition, as determina-
tion conditions, a plurality of values included 1n the deter-
mination data D may be combined together to perform a
determination.

In addition, an appropriateness determination result of the
operation of a robot may include not only “appropriate” and
“imnappropriate” results but also a plurality of levels of
results. As an example, when a maximum value within an
allowable range of a disturbance value of each of the motors
of a robot 1s assumed as V___, the reward R=5 1s given 11 a
disturbance value V of each of the motors of the robot falls
within 0=V<V /5, the reward R=2 1s given if the distur-
bance value falls within V__ /5 V=V _ /2, and the reward
R=1 1s given 1f the disturbance value V {falls within V__ /
2=V=V__ . In addition, V___may be set to be relatively
larger at the initial stage of the learning and set to decrease
as the learning 1s advanced.

The value function update section 114 may have an action
value table in which the state variables S, the determination
data D, and the rewards R are organized 1n association with
action values (for example, numeric values) expressed by
the function Q. In this case, the action of updating the
function (Q with the value function update section 114 1is
equivalent to the action of updating the action value table
with the value function update section 114. At the start of the
Q-learning, the correlation between the current state of an
environment and a compensation amount of a teaching
position 1n the control of a robot according to the teaching
position mcluded in teaching data of the robot 1s unknown.
Theretore, 1n the action value table, various kinds of the state
variables S, the determination data D, and the rewards R are
prepared 1n association with values (function Q) of ran-
domly-set action values. Note that the reward calculation
section 112 may immediately calculate the rewards R cor-
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responding to the determination data D when the determi-
nation data D 1s known, and values of the calculated rewards
R are written 1n the action value table.

When the Q-learning 1s advanced using the reward R
corresponding to an appropriateness determination result of
a disturbance value of each of the motors of a robot in the
control of the robot according to a teaching position
included in teaching data of the robot, the learning 1is
directed to select the action of obtaining a higher reward R.
Then, values (function Q) of action values for an action
performed 1n a current state are rewritten to update the action
value table according to the state of an environment (that 1s,
the state varniables S and the determination data D) that
changes as the selected action 1s performed in the current
state. By repeatedly performing the update, values (the
function Q) of action values displayed 1n the action value
table are rewritten to be larger as an action 1s more appro-
priate. Thus, the correlation between a current state (a
disturbance value of each of the motors of a robot 1n the
control of the robot according to a teaching position
included 1n teaching data of the robot) mm an unknown
environment and a corresponding action (determination of a
compensation amount of the teaching position of the robot)
becomes gradually obvious. That 1s, by the update of the
action value table, the relationship between a disturbance
value of each of the motors of a robot 1n the control of the
robot according to a teaching position included 1n teaching,
data of the robot and a determination of a compensation
amount of the teaching position of the robot 1s gradually
approximated to an optimum solution.

The tlow of the above Q-learning (that 1s, an embodiment
of a machine learning method) performed by the learning
section 110 will be further described with reference to FIG.
4.

First, in step SA01, the value function update section 114
randomly selects, by referring to an action value table at that
time, a compensation amount of a teaching position of a
robot as an action performed 1n a current state indicated by
the state variables S observed by the state observation
section 106. Next, the value function update section 114
imports the state variable S in the current state observed by
the state observation section 106 1n step SA02, and imports
the determination data D in the current state acquired by the
determination data acquisition section 108 in step SAO03.
Then, 1n step SA04, the value function update section 114
determines whether the compensation amount of the teach-
ing position of the robot i1s appropriate or not based on the
determination data D. If the compensation amount 1s appro-
priate, 1 step SA04 the value function update section 114
applies a positive reward R calculated by the reward calcu-
lation section 112 to the update formula of the function Q.
Next, 1 step SA06, the value function update section 114
updates the action value table using the state variable S and
the determination data D in the current state, the reward R,
and a value (updated function Q) of an action value. If 1t 1s
determined 1n step SA04 that the compensation amount of
the teaching position of the robot 1s inappropriate, the value
function update section 114 applies a negative reward R
calculated by the reward calculation section 112 to the
update formula of the function Q 1n step SA07. Then, in step
SAQ06, the value function update section 114 updates the
action value table using the state variable S and the deter-
mination data D 1n the current state, the reward R, and the
value (updated function Q) of the action value. The learning,
section 110 updates the action value table over again by
repeatedly performing the above processing of steps SA01
to SA07 and advances the learning of the compensation
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amount of the teaching position of the robot. Note that the
processing of calculating the rewards R and the processing
of updating the value function 1n steps SA04 to SAQ7 are
performed for each of data contained 1n the determination
data D.

In advancing the above reinforcement learming, a neural
network may be used instead of, for example, the Q-learn-
ing. F1G. 5A schematically shows a neuron model. FIG. 5B
schematically shows the model of a neural network having
three layers in which the neurons shown in FIG. SA are
combined together. The neural network may be configured
by, for example, a calculation unit or a storage unmit following
a neuron model.

The neuron shown in FIG. 5A outputs a result y with
respect to a plurality of mputs x (here, inputs x; to X5 as an
example). The inputs X, to x, are multiplied by correspond-
ing weights w (w,; to wy), respectively. Thus, the neuron
outputs the result v expressed by the following Formula 2.
Note that 1n the following Formula 2, an mput x, a result v,
and a weight w are all vectors. In addition, 0 expresses a
bias, and 1, expresses an activation function.

y=11(Z—"x;w,~6) (2)

In the neural network having the three layers shown 1n
FIG. 5B, a plurality of mnputs x (here, mnputs x1 to x3 as an
example) 1s input from the left side of the neural network,
and results y (here, results v1 to y3 as an example) are output
from the right side of the neural network. In the example
shown 1n FIG. 5B, the mputs x1 to x3 are multiphied by
corresponding weights (collectively expressed as wl) and
input to three neurons N11 to N13, respectively.

In FIG. 5B, the respective outputs of the neurons N11 to
N13 are collectively expressed as z1. The outputs z1 may be
regarded as feature vectors obtained by extracting feature
amounts of the mput vectors. In the example shown in FIG.
5B, the respective feature vectors zl are multiplied by
corresponding weights (collectively expressed as w2) and
input to two neurons N21 and N22, respectively. The feature
vectors z1 express the features between the weights wl and
the weights w2.

In FIG. 5B, the respective outputs of neurons N21 and
N22 are collectively expressed as z2. The outputs z2 may be
regarded as feature vectors obtained by extracting feature
amounts of the feature vectors z1. In the example shown 1n
FIG. 5B, the respective feature vectors z2 are multiplied by
corresponding weights (collectively expressed as w3) and
input to three neurons N31 to N33, respectively. The feature
vectors z2 express the features between the weights w2 and
the weights w3. Finally, the neurons N31 to N33 output the
results y1 to y3, respectively.

Note that 1t 1s possible to employ so-called deep learning
in which a neural network forming three or more layers 1s
used.

In the machine learning device 100 of the controller 1, the
learning section 110 performs the calculation of the state
variables S and the determination data D as mputs X 1n a
multilayer structure according to the above neural network
so that the learning section 110 may output a compensation
amount (result y) of a teaching position of a robot. In
addition, 1n the machine learning device 100 of the control-
ler 1, the learning section 110 uses a neural network as a
value function in reinforcement learming and performs the
calculation of the state variables S and the action a as iputs
X 1 a multilayer structure according to the above neural
network so that the learning section 110 may output a value
(result y) of the action in the state. Note that the action mode
of the neural network includes a learning mode and a value
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prediction mode. For example, 1t 1s possible to learn a weight
w using a learning data set in the learning mode and
determine an action value using the learned weight w in the
value prediction mode. Note that detection, classification,
deduction, or the like may be performed in the value
prediction mode.

The configuration of the above controller 1 may be
described as a machine learming method (or software) per-
tormed by the processor 101. The machine learming method
1s a method for learming a compensation amount of a
teaching position in the control of a robot according to the
teaching position included 1n teaching data of the robot. The
machine learning method includes:

a step of observing, by the CPU of a computer, teaching,
position compensation amount data S1 indicating a com-
pensation amount of a teaching position 1n the control of the
robot according to the teaching position included in teaching
data of the robot and motor disturbance value data S2
indicating a disturbance value of each of the motors of the
robot in the control of the robot according to the teaching
position included 1n the teaching data of the robot, as state
variables S expressing the current state of an environment in
which the robot 1s controlled;

a step of acquiring determination data D indicating an
appropriateness determination result of the disturbance
value of each of the motors of the robot 1n the control of the
robot according to the compensated teaching position; and

a step of learning the motor disturbance value data S2 and
the compensation amount of the teaching position of the
robot 1n association with each other using the state variables
S and the determination data D.

FIG. 6 shows a controller 2 according to a second
embodiment.

The controller 2 includes a machine learming device 120
and a state data acquisition section 3. The state data acqui-
sition section 3 acquires, as state data S0, teaching position
compensation amount data S1 and disturbance value data S2
of state variables S observed by a state observation section
106. The state data S0 acquired by the state data acquisition
section 3 may also include teaching position data S3 includ-
ing a teaching position of teaching data, or the like. The state
data acquisition section 3 may acquire the state data S0 from
each section of the controller 2, various sensors of a machine
tool, appropriate data inputs by a worker, or the like.

The machine learning device 120 of the controller 2
includes, besides soitware (such as a learning algorithm) and
hardware (such as the processor 101) for spontaneously
learning a compensation amount of a teaching position in the
control of a robot according to the teaching position
included in teaching data of the robot through machine
learning, software (such as a calculation algorithm) and
hardware (such as the processor 101) for outputting the
learned compensation amount of the teaching position 1n the
control of the robot according to the teaching position
included 1n the teaching data of the robot as a command for
the controller 2. The machine learning device 120 of the
controller 2 may be so configured that one common proces-
sor performs all software such as a learning algorithm and a
calculation algorithm.

A decision-making section 122 may be configured as, for
example, one of the functions of the processor 101 or
soltware stored 1n the ROM 102 for functioning the proces-
sor 101. The decision-making section 122 generates and
outputs a command value C including a command {for
determining a compensation amount of a teaching position
ol a robot with respect to a disturbance value of each of the
motors of the robot in the control of the robot according to
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the teaching position included in teaching data of the robot
based on a learning result of the learning section 110. When
the decision-making section 122 outputs the command value
C to the controller 2, the state of an environment changes
accordingly.

The state observation section 106 observes, 1n a next
learning cycle, state variables S that have changed after the
output of the command value C to an environment by the
decision-making section 122. The learning section 110
updates, for example, a value function Q) (that 1s, an action
value table) using the changed state variables S to learn a
compensation amount of a teaching position 1n the control of
a robot according to the teaching position included 1n
teaching data of the robot. Note that the state observation
section 106 may acquire the teaching position compensation
amount data S1 from a RAM 103 of the machine learning
device 120 as described 1n the first embodiment, instead of
acquiring the same from the state data S0 acquired by the
state data acquisition section 3.

Based on a learned compensation amount of a teaching
position 1n the control of a robot according to the teaching
position included 1n teaching data of the robot, the decision-
making section 122 outputs the command value C to the
controller 2 according to the state variables S.

By repeatedly performing the learning cycle, the machine
learning device 120 advances the learning of a compensation
amount of a teaching position in the control of a robot
according to the teaching position included 1n teaching data
of the robot and gradually improves the reliability of the
compensation amount of the teaching position in the control
of the robot according to the teaching position included 1n
the teaching data of the robot determined by the machine
learning device 120 1tself.

The machine learning device 120 of the controller 2
having the above configuration produces the same eflect as
that of the machine learming device 100 described above.
Particularly, the machine learming device 120 may change
the state of an environment with the output of the decision-
making section 122. On the other hand, the machine learning
device 100 may ask an external apparatus for a function
corresponding to the decision-making section for reflecting
a learning results of the learning section 110 on an environ-
ment.

FIG. 7 shows a system 170 including robots 160 accord-
ing to an embodiment.

The system 170 includes at least a plurality of robots 160
and 160' that performs the same operation and a wired/
wireless network 172 that connects the robots 160 and 160’
to each other. At least one of the plurality of robots 160 1s
configured as a robot 160 including the above controller 2.
In addition, the system 170 may have robots 160' that do not
include the controller 2. The robots 160 and 160" have a
mechanism needed to perform an operation for the same
purpose, without relying on calculation or estimation.

In the system 170 having the above configuration, the
robots 160 including the controller 2 among the plurality of
robots 160 and 160' may automatically and accurately
calculate a compensation amount of a teaching position of a
robot with respect to a disturbance value of each of the
motors of the robot in the control of the robot according to
the teaching position included in teaching data of the robot
without relying on calculation or estimation using learning
results of the learning section 110. In addition, the controller
2 of at least one of the robots 160 may learn a compensation
amount of a teaching position in the control of a robot
according to the teaching position included in teaching data
of the robot common to all the robots 160 and 160' based on
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state variables S and determination data D obtained for each
of the other plurality of robots 160 and 160' so that the
learning results are shared between all the robots 160 and
160'. Accordingly, the system 170 makes it possible to
improve the speed and the reliability of learning a compen-
sation amount of a teaching position 1n the control of a robot
according to the teaching position included in teaching data
of the robot with a broader range of data sets (including state
variables S and determination data D) as inputs.

FIG. 8 shows a system 170" including a plurality of robots
160" according to another embodiment.

The system 170" includes the machine learning device 120
(or 100), the plurality of robots 160' having the same
machine configuration, and a wired/wireless network 172
that connects the robots 160' and the machine learning
device 120 (or 100) to each other.

In the system 170" having the above configuration, the
machine learning device 120 (or 100) may learn a compen-
sation amount of a teaching position of a robot with respect
to a disturbance value of each of the motors of the robot in
the control of the robot according to the teaching position
included in teaching data of the robot common to all the
robots 160' based on state variables S and determination data
D obtamned for each of the plurality of robots 160", and
automatically and accurately calculate the compensation
amount of the teaching position of the robot with respect to
the disturbance value of each of the motors of the robot in
the control of the robot according to the teaching position
included 1n the teaching data of the robot using the learning
results.

In the system 170', the machine learning device 120 (or
100) may have a configuration existing 1n a cloud server or
the like provided in the network 172. According to the
configuration, a desired number of the robots 160" may be
connected to the machine learming device 120 (or 100)
where necessary regardless of the existing locations and the
times of the plurality of robots 160'.

Workers engaging in the systems 170 and 170' may
perform a determination as to whether the achievement
degree (the reliability of the compensation amount of the
teaching position 1n the control of the robot according to the
teaching position included 1n the teaching data of the robot)
of learning a compensation amount of a teaching position 1n
the control of a robot according to the teaching position
included 1n teaching data of the robot with the machine
learning device 120 (or 100) has reached a required level at
an appropriate timing aiter the start of learning by the

machine learning device 120 (or 100).

The embodiments of the present invention are described
above. However, the present mnvention 1s not limited to the
examples of the above embodiments and may be carried out
in various modes with the addition of appropriate modifi-
cations.

For example, a learning algorithm performed by the
machine learning devices 100 and 120, a calculation algo-
rithm performed by the machine learning device 120, and a
control algorithm performed by the controllers 1 and 2 are
not limited to the above algorithms, but various algorithms
may be employed.

In addition, the above embodiments describe a configu-
ration 1n which the controller 1 (or 2) and the machine
learning device 100 (or 120) have a diflerent CPU. However,
the machine learning device 100 (or 120) may be realized by
the CPU 11 of the controller 1 (or 2) and a system program
stored 1n the ROM 12.

Moreover, the above embodiments describe a configura-
tion 1 which the controller 2 controls a compensation
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amount of a teaching position in the control of a robot
according to the teaching position included in teaching data
of the robot based on the command value C output from the
machine learning device 120. However, the command value
C output from the machine learning device 120 may be
displayed on the display device of a teach pendant as a
reference used when a worker performs teaching.

The mmvention claimed 1s:

1. A controller that determines a compensation amount of
a teaching position 1n control of a robot according to the
teaching position included in teaching data, the controller
comprising;

a machine learning device that learns a compensation
amount ol the teaching position in the control of the
robot according to the teaching position, wherein

the machine learning device has

a state observation section that observes, as state variables
expressing a current state of an environment, teaching
position compensation amount data indicating the com-
pensation amount of the teaching position 1n the control
of the robot according to the teaching position, motor
disturbance value data indicating a disturbance value of
each of motors of the robot 1n the control of the robot,
and teaching position data including the teaching posi-
tion of the teaching data,

a determination data acquisition section that acquires
determination data indicating an appropriateness deter-
mination result of the disturbance value of each of the
motors of the robot in the control of the robot, and

a learning section that learns the compensation amount of
the teaching position of the robot in association with
the motor disturbance value data and the teaching
position by using the state variables and the determi-
nation data.

2. The controller according to claim 1, wherein

the determination data includes, besides the appropriate-
ness determination result of the disturbance value of
cach of the motors of the robot in the control of the
robot, at least any of an appropnate determination
result of a teaching position to which the robot finally
moves, an appropriateness determination result of a
value detected by a sensor, and an appropriateness
determination result of cycle time 1n the control of the
robot according to the teaching position after compen-
sation.

3. The controller according to claim 1, wherein

the learming section has

a reward calculation section that calculates a reward
associated with the appropriateness determination
result, and

a value function update section that updates by using the
reward a function expressing a value of the compen-
sation amount of the teaching position relative to the
disturbance value of each of the motors of the robot 1n
the control of the robot.

4. The controller according to claim 1, wherein

the learning section performs calculation of the state
variables and the determination data on the basis of a
multilayer structure.

5. The controller according to claim 1, further comprising:

a decision-making section that outputs a command value
based on the compensation amount of the teaching
position 1n the control of the robot according to the
teaching position on a basis of a learming result of the
learning section.
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6. The controller according to claim 1, wherein

the learning section learns the compensation amount of
the teaching position in the control of the robot accord-
ing to the teaching position 1n each of a plurality of
robots by using the state variables and the determina- 5
tion data obtained for each of the plurality of robots.

7. The control according to claim 1, wherein

the machine learning device exists 1 a cloud server.

8. A machine learning device that learns a compensation
amount of a teaching position 1n control of a robot according 10
to the teaching position mncluded 1n teaching data,

the machine learning device comprising:

a state observation section that observes, as state variables
expressing a current state of an environment, teaching
position compensation amount data indicating the com- 15
pensation amount of the teaching position 1n the control
of the robot according to the teaching position, motor
disturbance value data indicating a disturbance value of
each of motors of the robot 1n the control of the robot,
and teaching position data including the teaching posi- 20
tion of the teaching data;

a determination data acquisition section that acquires
determination data indicating an appropriateness deter-
mination result of the disturbance value of each of the
motors of the robot 1n the control of the robot; and 25

a learning section that learns the compensation amount of
the teaching position of the robot in association with
the motor disturbance value data and the teaching
position by using the state variables and the determi-
nation data. 30
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