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AUTOMATED VIDEO CONTENT DISPLAY
CONTROL USING EYE DETECTION

BACKGROUND

Information handling devices (“devices”), for example
televisions (1Vs), laptop computers, desktop computers,
digital video recorders (DVRs), game consoles, DVD/BLU-
RAY players, smart phones, tablets, etc., may be used to
view video content 1n various formats. By way of example,
smart TVs offer users a way to display content derived from
a variety of sources, e.g., display of traditional broadcast/
cable television media, playback of stored media content
from on-demand systems and Internet sources, display and
playback of media derived from connected devices (such as
personal computing devices), efc.

Many control features have been added to such devices in
an eflort to make video content display and playback more
user-iriendly. For example, displayed content may be
paused, stopped, fast forwarded, etc., even if live TV content
1s being displayed, e.g., by using of a cache memory that
buflers content delivered to the device. Moreover, user’s
may skip ahead or behind within programs, jump to different
“chapters™ or positions within video content, restart display
of video content from a marked position, etc. Many of these
controls require manual mputs from the user, e.g., using a
remote control device or otherwise require the user’s active
participation, €.g., via voice command or some such positive
user mput.

BRIEF SUMMARY

In summary, one aspect provides a method, comprising:
capturing, with an 1image sensor, an 1image of a user; detect-
Ing, using a processor, at least one open eye of the user
within the 1image; and responsive to said detecting, main-
taining display of video content for a predetermined time.

Another aspect provides an information handling device,

comprising: an 1mage sensor; a processor operatively
coupled to the image sensor; and a memory device storing
instructions executable by the processor to: capture, with the
1mage sensor, an image of a user; detect at least one open eye
of the user within the 1mage; and responsive to detecting at
least one open eye of the user within the 1mage, maintain
display of video content for a predetermined time.

A Turther aspect provides an information handling device,
comprising: a display device; a processor operatively
coupled to the display device; and a memory device storing
instructions executable by the processor to: receive a signal
indicating that at least one open eye of a user viewing the
display device has been detected; and responsive to receipt
of said signal, maintain display of video content for a
predetermined time.

The foregoing 1s a summary and thus may contain sim-
plifications, generalizations, and omissions of detail; conse-
quently, those skilled 1n the art will appreciate that the
summary 1s 1llustrative only and 1s not intended to be 1n any
way limiting.

For a better understanding of the embodiments, together
with other and further features and advantages thereof,
reference 1s made to the following description, taken in
conjunction with the accompanying drawings. The scope of
the invention will be pointed out in the appended claims.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 illustrates an example of information handling
device circuitry.
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FIG. 2 illustrates another example of information han-
dling device circuitry.

FIG. 3 i1llustrates an example method of automated video
content display control using eye detection.

DETAILED DESCRIPTION

It will be readily understood that the components of the
embodiments, as generally described and 1llustrated in the
figures herein, may be arranged and designed mn a wide
vartety ol different configurations in addition to the
described example embodiments. Thus, the following more
detailed description of the example embodiments, as repre-
sented 1n the figures, 1s not intended to limit the scope of the
embodiments, as claimed, but 1s merely representative of
example embodiments.

Reference throughout this specification to “one embodi-
ment” or “an embodiment” (or the like) means that a
particular feature, structure, or characteristic described in
connection with the embodiment 1s included 1n at least one
embodiment. Thus, the appearance of the phrases “in one
embodiment” or “in an embodiment” or the like 1n various
places throughout this specification are not necessarily all
referring to the same embodiment.

Furthermore, the described features, structures, or char-
acteristics may be combined in any suitable manner in one
or more embodiments. In the following description, numer-
ous specific details are provided to give a thorough under-
standing of embodiments. One skilled 1n the relevant art will
recognize, however, that the various embodiments can be
practiced without one or more of the specific details, or with
other methods, components, materials, et cetera. In other
instances, well known structures, maternals, or operations
are not shown or described 1n detail to avoid obfuscation.

While manual video content display features make view-
ing quite convenient, as various sensing technologies have
progressed, devices have oflered more automated control
features. For example, use of head tracking software has
been implemented for automatic or smart pausing of video
content playback, e.g., allowing temporary pausing of video
when users look away from the display screen. However,
such features are limited 1n many respects and, while poten-
tially usetul, are not tailored to particular use cases.

As an example, a user often leaves a device 1n display
mode unintentionally. This may occur because the user has
fallen asleep while watching the content. In such circum-
stances, while a manual timer may be set, this requires user
planning. Moreover, conventional sensing technologies,
¢.g., head tracking, motion sensing, etc., do not appropri-
ately address the issue. Specifically, head tracking may
become overly active and pause video 1nappropriately, e.g.,
simply based on a user looking away, or 1nactive, e.g., when
a user falls asleep while still oriented towards the display.
Likewise, motion-sensing technology may pause or halt
playback when a user 1s watching but not moving.

Accordingly, an embodiment provides an intelligent sys-
tem that conveniently manages video content display for
users that are not actively watching the video content, e.g.,
users that have fallen asleep in front of the television. An
embodiment employs eye detection to determine 1f at least
one user 1s watchung the video content. If it 1s detected that
at least one user 1s not watching the video content, an
embodiment may take a predetermined action, €.g., pausing
the video content display, stopping the video content display,
adjusting the volume of audio associated with the video
content display, etc. The predetermined action may include
energy saving actions, e€.g., powering ofl of a device or
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device component used to display the video content as well
as user-convenience actions, e€.g., marking a position 1n the
video content where user watching lett ofl for later display,
storing video content in cache or persistent (non-volatile
memory), and/or a combination of the foregoing, etc. Oth-
erwise, an embodiment may continue the video content

display, e.g., for a predetermined time (until a next open eye
detection).

An embodiment may accommodate a multi-user environ-
ment. For example, at minimum, an embodiment detects at
least one open eye of a user, e.g., 1n the field of view of a
camera utilized for open eye detection, to make a determi-
nation as to handling of display mode. Thus, if multiple open
eyes are detected, an embodiment maintains video content
status (e.g., active display of content); whereas 11 at least one
open eye 1s not detected, an embodiment may implement
controlling of video content display, as further described
herein.

The 1llustrated example embodiments will be best under-
stood by reference to the figures. The following description
1s intended only by way of example, and simply illustrates
certain example embodiments.

While various other circuits, circuitry or components may
be utilized 1 information handling devices, with regard to
smart phone and/or tablet circuitry 100, an example 1llus-
trated in FIG. 1 includes a system design found for example
in tablet or other mobile computing platforms. Software and
processor(s) are combined i a single unit 110. Internal
busses and the like depend on different vendors, but essen-
tially all the peripheral devices (120) may attach to a single
unit 110. The circuitry 100 combines the processor, memory
control, and I/O controller hub all into a single unit 110.
Also, systems 100 of this type do not typically use SATA or
PCI or LPC. Common interfaces for example imnclude SDIO
and 12C.

There are power management circuits(s) 130, e.g., a
battery management unit, BMU, which manage power as
supplied for example via a rechargeable battery 140, which
may be recharged by a connection to a power source (not
shown). In at least one design, a single unit, such as 110, 1s
used to supply BIOS like functionality and DRAM memory.

System 100 typically includes one or more of a WWAN
transceiver 150 and a WLAN transceiver 160 for connecting
to various networks, such as telecommunications networks
and wireless Internet devices, e.g., access points. Addition-
ally, one of the additional devices 120 1s commonly a
camera. Commonly, system 100 will include a touch screen/
controller 170 for data input and display. System 100 also
typically includes various memory devices, for example
flash memory 180 and SDRAM 190.

FIG. 2, for 1ts part, depicts a block diagram of another
example of information handling device circuits, circuitry or
components. The example depicted 1n FIG. 2 may corre-
spond to computing systems such as the THINKPAD series
of personal computers sold by Lenovo (US) Inc. of Morris-
ville, N.C., or other devices. As 1s apparent from the
description herein, embodiments may include other features
or only some of the features of the example illustrated 1n
FIG. 2.

The example of FIG. 2 includes a so-called set 210 (a
group ol integrated circuits, or chips, that work together,
sets) with an architecture that may vary depending on
manufacturer (for example, INTEL, AMD, ARM, etc.).
INTEL 1s a registered trademark of Intel Corporation in the
United States and other jurisdictions. AMD 1s a registered
trademark of Advanced Micro Devices, Inc. 1n the United
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States and other jurisdictions. ARM 1s a trademark of ARM
Holdings plc 1n various jurisdictions.

The architecture of the set 210 includes a core and
memory control group 220 and an I/O controller hub 250
that exchanges information (for example, data, signals,
commands, et cetera) via a direct management interface
(DMI) 242 or a link controller 244. In FIG. 2, the DMI 242
1s a chip-to-chip interface (sometimes referred to as being a
link between a “northbridge” and a “southbridge™). The core
and memory control group 220 include one or more pro-
cessors 222 (for example, single or multi-core) and a
memory controller hub 226 that exchange information via a
front side bus (FSB) 224; noting that components of the
group 220 may be integrated 1n a unit that supplants the
conventional “northbridge™ style architecture.

In FIG. 2, the memory controller hub 226 interfaces with
memory 240 (for example, to provide support for a type of
RAM that may be referred to as “system memory” or
“memory”). The memory controller hub 226 further
includes a LVDS nterface 232 for a display device 292 (for
example, a CRT, a flat panel, touch screen, etc.). A block 238
includes some technologies that may be supported via the
LVDS nterface 232 (for example, serial digital wvideo,
HDMI/DVI, display port). The memory controller hub 226
also 1icludes a PCl-express interface (PCI-E) 234 that may
support discrete graphics 236.

In FIG. 2, the I/O hub controller 250 includes a SATA
interface 2351 (for example, for HDDs, SDDs, 280, etc.), a
PCI-E mterface 252 (for example, for wireless connections
282), a USB terface 253 (for example, for devices 284
such as a digitizer, keyboard, mice, cameras, phones, micro-

phones, storage, other connected devices, etc.), a network
interface 254 (for example, LAN), a GPIO interface 255, a

LPC interface 270 (for ASICs 271, a'TPM 272, a super 1/O
273, a firmware hub 274, BIOS support 275 as well as
various types of memory 276 such as ROM 277, Flash 278,
and NVRAM 279), a power management interface 261, a
clock generator interface 262, an audio interface 263 (for
example, for speakers 294), a TCO nterface 264, a system
management bus interface 265, and SPI Flash 266, which
can include BIOS 268 and boot code 290. The I/O hub
controller 250 may include gigabit Ethernet support.

The system, upon power on, may be configured to execute
boot code 290 for the BIOS 268, as stored within the SPI
Flash 266, and thereafter processes data under the control of
one or more operating systems and application software (for
example, stored in system memory 240). An operating
system may be stored in any of a variety of locations and
accessed, Tor example, according to instructions of the BIOS
268. As described herein, a device may include fewer or
more features than shown in the system of FIG. 2.

Information handling device circuitry, as for example
outlined 1n FIG. 1 or FIG. 2, may used 1n devices such as a
smart TV that provide video content display. However, as
will be noted by those having ordinary skill in the art, the
various circuitry and components may be included 1n other
devices and 1in other combinations. Likewise, a variety of
devices may be utilized in connection with the various
embodiments described herein, such as DVRs, BLURAY
players, laptop or tablet computing devices, etc. It will also
be noted that combinations of devices may be utilized, e.g.,
a laptop computing device operatively coupled to a televi-
sion or flat panel display, etc.

In an embodiment, referring to FIG. 3, a form of eye
tracking 1s employed to detect that an active user 1s viewing
the video content display. For example, a camera or other
optical sensor, e.g., embedded 1nto or operatively coupled to




US 10,667,007 B2

S

a device, captures 1mages of a user at 301. The images
captured are processed at 302 to detect a feature of interest,
in this case an open eye of a user viewing the video content
display. Thus, an embodiment may perform frequent, peri-
odic or otherwise timed (e.g., according to some timing
policy, which may be modified by a user) image captures
and/or 1mage processing at 301 and/or 302, respectively.
Additionally, detection of at least one open eye at 303 may
be timed, again according to an appropriate timing policy.

An embodiment for example may periodically detect that
at least one open eye 1s contained (1n a detectable fashion)
within a captured 1image via processing the image at 302. A
variety of open eye detection techniques may be employed,
¢.g., matching features of an open eye within the 1mage to
predetermined features or patterns thereot, e.g., for example
stored 1n a memory of the device. More complex eye
tracking may be employed, e.g., not only detecting a user’s
open eye within an image but sub-features thereof, e.g.,
estimated focal point, assignment of a particular detected
open eye to a particular user, etc., for example using an eye
tracking system. An example gaze tracking or eye tracking,
software 15 FACELAB software available from Seeing
Machines Limited, Canberra, Australia. FACELAB 1s a
trademark of Seeing Machines Limited.

If at least one open eye of a user 1s detected at 303, an
embodiment may maintain display of video content at 304,
¢.g., for a predetermined time. That 1s, by detecting at least
one open eye, an embodiment may map this to a situation 1n
which at least one user 1s viewing the video content.
However, if an embodiment does not detect at least one open
eye at 303, e.g., a predetermined time has elapsed since the
last successtul eye detection, one or a plurality of predeter-
mined action(s) may be performed at 305.

In an embodiment, the performance of a predetermined
action need not proceed immediately (or substantially imme-
diately) following the failure to detect at least one open eye
of a user at 303. Likewise, the choice of which predeter-
mined action(s) to be performed may be influenced based on
how long a time has elapsed since the last successtul
detection of at least one open eye at 303. For example, a
predetermined time may be used i which the video content
display 1s continued or maintained. This predetermined time
may be somewhat extensive as compared to other video
content controlling techniques, e.g., on the order of minutes.
This permits flexibility such that a failure to detect at least
one open eye of the user does not necessarily immediately
cause the display of the video content to be iterrupted or
adjusted by a predetermined action.

In an embodiment, however, a predetermined action may
take place immediately or substantially immediately follow-
ing the failure to detect at least one open eye of a user at 303.
For example, a bookmark (marking) may be made substan-
tially immediately following the failure to detect at least one
eye. As will be appreciated, as with detecting/not detecting
at least one open eye, the placement of the marking may be
conducted 1n a variety of ways, e.g., a mark placed with
every successiul open eye detection at 303, with the last
known open eye detection used as the marking for video
playback resumption, a mark placed at a position of video
playback within a predetermined time since a last successiul
open eye detection, etc.

In the example of a DVR or like device that provides a
cache memory for holding an amount of video content, such
caches often hold approximately 1-2 hours of content. An
embodiment may use lack of viewing (e.g., a predetermined
time lapse since last successtul detection of at least one open
eye at 303) for managing cache or other memory content.
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For example, an embodiment may, at the moment of lack of
viewing 1s determined, mark a position of content in the
cache (volatile memory) and transfer the contents to non-
volatile memory, e.g., store the cached contents to the hard
drive. Various other techmiques may be employed, e.g.,
depending on the particular device(s) being utilized and/or
the needs/desires of the users; however, 1t should be under-
stood that lack of open eye detection may be utilized by an
embodiment to intelligently manage storage of video content
In memory or memories, €.g., such that a user may later
resume playback of video content. This allows a user to, for
example, fall asleep while watching a movie and have the
movie re-start from approximately the point of lack of open
eye detection without need of worrying that a cache memory
s1ze will be exceeded.

Therefore, following the determination that at least one
open eye has not been detected at 303, an embodiment
performs one or a plurality of predetermined actions. These
actions may 1nclude actions deemed appropriate for control-
ling video content display in the circumstance where there 1s
no active user watching the video content, such as a user
talling asleep 1n front of the television. Thus, an embodiment
may turn ofl the television and/or devices utilized to display
and/or playback the video content. An embodiment may
adjust the volume up or down (so as to alert or not disturb
a sleeping user, respectively). An embodiment may perform
a plurality of actions, e.g., pausing video display and/or
playback, powering ofl devices, marking and buflering
and/or persistently storing video content in memory for later
display, efc.

Using an embodiment, a user may display video content
with the knowledge that the video content display will be
stopped; device(s) will be powered off, etc., if the user
should fall asleep or otherwise stop actively viewing the
video content. An embodiment leverages the ability to
capture 1mages of the user and detect open eye(s) therein for
intelligently managing video content display, including
resuming display from a position at which a user stopped
actively watching the video content. As described herein, an
embodiment may bufler or otherwise mark and store video
content following lack of detection of an active viewer.

Additionally, as noted herein, an embodiment may pro-
vide users ample opportunity to tune the system as desired.
For example, a user may adjust the frequency of open eye
detection and/or image captures, the time between open eye
detection processing, the sensitivity of the open eye detec-
tion, the nature of the predetermined actions and the like.
This helps ensure that the system meets a user’s expectations
and adequately assists the user 1n managing video content
display in an automated fashion without overly intruding on
the user’s control thereof.

As will be appreciated by one skilled 1n the art, various
aspects may be embodied as a system, method or device
program product. Accordingly, aspects may take the form of
an enftirely hardware embodiment or an embodiment includ-
ing software that may all generally be referred to herein as
a “circuit,” “module” or “system.” Furthermore, aspects
may take the form of a device program product embodied in
one or more device readable medium(s) having device
readable program code embodied therewith.

Any combination of one or more non-signal device read-
able medium(s) may be utilized. The non-signal medium
may be a storage medium. A storage medium may be, for
example, an electronic, magnetic, optical, electromagnetic,
inirared, or semiconductor system, apparatus, or device, or
any suitable combination of the foregoing. More specific
examples of a storage medium would include the following:
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a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory ), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a storage medium 1s not a
signal and “non-transitory” includes all media except signal
media.
Program code embodied on a storage medium may be
transmitted using any appropriate medium, including but not
limited to wireless, wireline, optical fiber cable, RE, et
cetera, or any suitable combination of the foregoing.
Program code for carrying out operations may be written
in any combination of one or more programming languages.
The program code may execute entirely on a single device,
partly on a single device, as a stand-alone software package,
partly on single device and partly on another device, or
entirely on the other device. In some cases, the devices may
be connected through any type of connection or network,
including a local area network (LAN) or a wide area network
(WAN), or the connection may be made through other
devices (for example, through the Internet using an Internet
Service Provider), through wireless connections, €.g., near-
field communication, or through a hard wire connection,
such as over a USB connection.
Aspects are described herein with reference to the figures,
which 1llustrate example methods, devices and program
products according to various example embodiments. It will
be understood that the actions and functionality may be
implemented at least 1in part by program instructions. These
program 1nstructions may be provided to a processor of a
general purpose information handling device, a special pur-
pose information handling device, or other programmable
data processing device or information handling device to
produce a machine, such that the instructions, which execute
via a processor of the device implement the functions/acts
specified.
As used herein, the singular “a” and *“an™ may be con-
strued as including the plural “one or more” unless clearly
indicated otherwise.
This disclosure has been presented for purposes of 1llus-
tration and description but 1s not intended to be exhaustive
or limiting. Many modifications and vanations will be
apparent to those of ordinary skill in the art. The example
embodiments were chosen and described 1n order to explain
principles and practical application, and to enable others of
ordinary skill 1n the art to understand the disclosure for
vartous embodiments with various modifications as are
suited to the particular use contemplated.
Thus, although illustrative example embodiments have
been described herein with reference to the accompanying,
figures, 1t 1s to be understood that this description 1s not
limiting and that various other changes and modifications
may be aflected therein by one skilled 1n the art without
departing ifrom the scope or spirit of the disclosure.
What 1s claimed 1s:
1. A method, comprising:
capturing, with an 1mage sensor, an 1image of a plurality
of users, wherein the capturing 1s performed according
to a timing policy, wherein the timing policy 1s tuned by
a user;

detecting, using a processor, at least one eye of more than
one of the plurality of users within the image, wherein
the detecting comprises estimating, using an eye track-
ing system, a focal point of the user, wherein a sensi-
tivity of the detecting 1s tuned by the user;
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performing a predetermined action based upon a current
state of the at least one eye of the more than one of the
plurality of users, wherein the predetermined action to
be performed 1s selected from a plurality of predeter-
mined actions, wherein the predetermined action to be
performed 1s based upon a length of time that has
clapsed between a previous state of the at least one eye
and the current state of the at least one eye, wherein the
current state 1s different than the previous state and
wherein the predetermined action 1s selected by the
user;
the performing a predetermined action comprising main-
taining display of video content based upon the state of
the at least one eye being open and marking, based
upon the state of the at least one eye being not open, a
position of the video content in cache and transferring
contents of the cache to non-volatile memory, and
performing an additional predetermined action selected
from the group consisting of: pausing the video con-
tent, stopping the video content, adjusting a volume of
audio associated with the video content, powering ofl a
device displaying the video content, and continuing the
video content for a predetermined time; and

resuming the video content from the position upon detect-
Ing an active viewer.

2. The method of claim 1, wherein the predetermined
action performed comprises 1itiating storage of video con-
tent.

3. The method of claim 1, wherein the predetermined
action performed comprises at least one of pausing display
of video content and stopping display of video content.

4. The method of claim 1, wherein said performing a
predetermined action 1s selected from the group consisting
of: raising the volume of audio associated with display of
video content, and lowering the volume of audio associated
with display of video content.

5. The method of claim 1, wherein the predetermined
action performed comprises marking a position of video
content.

6. The method of claim 5, wherein the position marked 1s
associated with a last successtul detection of the state of the
at least one eye of the user 1s open.

7. The method of claim 5, wherein the predetermined
action performed comprises storing 1n memory video con-
tent associated with said position marked.

8. The method of claim 5, further comprising displaying
video content at said marked position responsive to a
detection selected from the group consisting of detecting at
least one user eye and detecting a user override event.

9. The method of claim 1, wherein the predetermined
action performed comprises transierring video content from
volatile memory to non-volatile memory.

10. The method of 9, wherein the predetermined action
performed comprises marking a position of video content.

11. The method of claim 1, wherein the performing a
predetermined action comprises performing a predetermined
action a predetermined time after a last successiul detection
of at least one eye open of the user.

12. The method of claim 1, wherein the predetermined
action performed 1s selected from the group consisting of:
powering oil a device and adjusting a volume of audio
associated with display of video content.

13. The method of claim 1, wherein the performed action
1s Turther based upon a length of time of not detecting that
the state of the at least one eye of the user 1s open.

14. The method of claim 1, wherein the detecting occurs
at a predetermined frequency selected by the user.
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15. The method of claim 1, wherein a user provides 1nput
configuring at least one parameter selected from the group
consisting of: a performed predetermined action, a sensitiv-
ity of the detecting, and a length of time of not detecting that
the state of the at least one eye of the user 1s open for
performing a particular predetermined action.

16. An information handling device, comprising:

an 1mage sensor;

a processor operatively coupled to the image sensor; and

a memory device storing instructions executable by the

processor to:
capture, with the 1image sensor, an 1image of a plurality of
users, wherein the capturing 1s performed according to
a timing policy, wherein the timing policy 1s tuned by
a user;

detect at least one eye of more than one of the plurality of
users within the 1mage, wherein to detect comprises to
estimate, using an eye tracking system, a focal point of
the user, wherein a sensitivity of the detecting 1s tuned
by the user;

perform a predetermined action based upon a current state

of the at least one eye of the more than one of the
plurality of users, wherein the predetermined action to
be performed 1s selected from a plurality of predeter-
mined actions, wherein the predetermined action to be
performed i1s based upon a length of time that has
clapsed between a previous state of the at least one eye
and the current state of the at least one eye, wherein the
current state 1s different than the previous state and
wherein the predetermined action 1s selected by the
user;

to perform a predetermined action comprising maintain-

ing display of video content based upon the state of the
at least one eye being open and marking, based upon
the state of the at least one eye being not open, a
position of the video content 1n cache and transierring
contents of the cache to non-volatile memory, and
performing an additional predetermined action selected
from the group consisting of: pausing the video con-
tent, stopping the video content, adjusting a volume of
audio associated with the video content, powering off a
device displaying the video content, and continuing the
video content for a predetermined time; and

resume the video content from the position upon detecting

an active viewer.

17. The information handling device of claim 16, wherein
said performing a predetermined action 1s selected from the
group ol consisting of: raising the volume of audio associ-
ated with display of video content, and lowering the volume
of audio associated with display of video content.

18. The information handling device of claim 16, wherein
the predetermined action performed comprises marking a
position of video content.

19. The information handling device of claim 18, wherein
the position marked i1s associated with a last successiul
detection of the state of the at least one eye of the user 1s
open.

20. The information handling device of claim 18, wherein
the instructions are further executable by the processor to
display video content at said marked position responsive to
a detection selected from the group consisting of: detecting
at least one user eye, and detecting a user override event.

21. The information handling device of claim 16, wherein
the predetermined action performed comprises transierring,
video content from volatile memory to non-volatile memory,
and further wherein the predetermined action performed
comprises marking a position of video content.

5

10

15

20

25

30

35

40

45

50

55

60

65

10

22. The information handling device of claim 16, wherein
the performing a predetermined action comprises perform-
ing a predetermined action a predetermined time aiter a last
successiul detection of at least one eye open of the user.

23. An information handling device, comprising:

a display device;

a processor operatively coupled to the display device; and

a memory device storing instructions executable by the

pProcessor to:

track a user gaze associated with each of a plurality of

users, the user gaze indicating that at least one open eye
of at least one of the plurality of users 1s viewing the
display device, wherein to track comprises to estimate,
using an eye tracking system, a focal point of the user,
wherein the tracking 1s performed according to a timing
policy, wherein both the timing policy and a sensitivity
of the tracking are tuned by a user;

responsive to tracking the user gaze, maintain display of

video content;

detect that none of the plurality of users are viewing the

display device based upon tracking the user gaze of the
plurality of users; and

perform a predetermined action based upon the plurality

of users not viewing the display device, wherein the
predetermined action to be performed 1s selected from
a plurality of predetermined actions, wherein the pre-
determined action to be performed 1s based upon the
length of time that has elapsed between at least one of
the plurality of users viewing the display device and no
user viewing the display device wherein the predeter-
mined action comprises marking a position of the video
content in cache and transferring contents of the cache
to non-volatile memory and performing an additional
predetermined action and wherein the additional pre-
determined action 1s selected by the user and wherein
the additional predetermined action 1s selected from the
group consisting of: pausing the video content, stop-
ping the video content, adjusting a volume of audio
associated with the video content, powering off a
device displaying the video content, and continuing the
video content for a predetermined time; and

resume the video content from the position upon detecting

an active viewer.

24. The information handling device of claim 23, wherein
the mstructions are further executable by the processor to
perform a predetermined action a predetermined time after
a last successiul detection of at least one open eye of the
user.

25. A method, comprising:

capturing, with an 1mage sensor, an image of a plurality

of users viewing a display device, wherein the captur-
ing 1s performed according to a timing policy, wherein
the timing policy 1s tuned by a user;

thereafter detecting, using a processor, that no user cap-

tured within the 1mage 1s viewing the display device,
wherein the detecting occurs at a predetermined Ire-
quency selected by the user, wherein the detecting
comprises estimating, using an eye tracking system, a
focal point of the user, wherein a sensitivity of the
detecting 1s tuned by the user;

responsive to said detecting no user 1s viewing the display

device, performing a predetermined action to be per-
formed 1s selected from a plurality of predetermined
actions, wherein the predetermined action to be per-
formed 1s selected by the user and 1s based upon a
length of time that has elapsed between at least one of
the plurality of users viewing the display device and no
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user viewing the display device, wherein the predeter-
mined action comprises marking a position of the video
content 1n cache and transiferring contents of the cache
to non-volatile memory, and performing an additional
predetermined action selected from the group consist- 5
ing of: pausing the video content, stopping the video
content, adjusting a volume of audio associated with
the video content, powering ofl a device displaying the
video content, and continuing the video content for a
predetermined time; and 10
resuming the video content from the position upon detect-
Ing an active viewer.
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