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1
END TO END ENCRYPTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of and claims priority to

U.S. patent application Ser. No. 15/099,719, filed Apr. 15,
2016, and entitled “END TO END ENCRYPTION.” The

contents of this prior application are considered part of this
application, and are hereby incorporated by reference in
their entirety.

10

TECHNICAL FIELD

Embodiments of the present disclosure relate generally to 15
computing technology and, more particularly, but not by
way of limitation, to end to end encryption.

BACKGROUND
20
Users of computing devices send messages to one another
via messaging applications. To get from a sender to a
recipient, a message may travel over a network, where it
may pass through various servers of the messaging appli-
cation provider or be accessible to various eavesdroppers. 25
However, the sender and the recipient may desire to keep
their communications private. In other words, the sender and
the recipient may desire to allow themselves to view the
messages sent between them, but not to allow the messaging,
application provider or any eavesdroppers to view those 30
messages. As the foregoing 1illustrates, a new approach for
end to end encryption may be desirable.

BRIEF DESCRIPTION OF THE DRAWINGS

35

Various ones of the appended drawings merely 1llustrate
example embodiments of the present disclosure and should
not be considered as limiting 1ts scope.

FIG. 1 1s a block diagram 1llustrating a networked system,
according to some example embodiments. 40
FIG. 2 1s a block diagram 1llustrating an example embodi-
ment of a custom pattern system, according to some example

embodiments.

FIGS. 3A and 3B are diagrams illustrating examples of
optical barcodes employing a custom functional pattern, 45
according to some example embodiments.

FI1G. 4 1s a diagram 1llustrating an example of identifying
and decoding an optical barcode employing a custom func-
tional pattern, according to some example embodiments.

FIG. 5 15 a flow diagram 1llustrating an example method 50
for 1dentitying and decoding an optical barcode using a
custom functional pattern, according to some example
embodiments.

FIG. 6 1s a flow diagram illustrating further example
operations 1dentifving the optical barcode using the custom 55
functional pattern, according to some example embodi-
ments.

FIG. 7 1s a diagram 1illustrating an example of 1dentifying,
the optical barcode using the custom functional pattern,
according to some example embodiments. 60

FIG. 8 1s a flow diagram illustrating further example
operations for identifying the optical barcode using the
custom functional pattern, according to some example
embodiments.

FI1G. 9 1s a diagram 1llustrating an example of identifying 65
the optical barcode using the custom functional pattern,
according to some example embodiments.
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FIG. 10 1s a tflow diagram illustrating further example
operations for decoding the optical barcode using the custom

functional pattern, according to some example embodi-
ments.

FIG. 11 1s a diagram 1illustrating an example of decoding
the optical barcode using the custom functional pattern,
according to some example embodiments.

FIGS. 12A, 12B, and 12C are diagrams illustrating vari-
ous 1mage transformations used to facilitate decoding the
optical barcode using the custom functional pattern, accord-
ing to some example embodiments.

FIG. 13 1s a flow diagram illustrating further example
operations for decoding the optical barcode using the custom
functional pattern, according to some example embodi-
ments.

FIG. 14 1s a diagram 1llustrating an example of decoding
the optical barcode using the custom functional pattern,
according to some example embodiments.

FIG. 15 1s a user interface diagram depicting an example
user interface for identifying the optical barcode, according,
to some example embodiments.

FIG. 16 1s a user interface diagram depicting an example
user interface for performing an action associated with the
optical barcode, according to some example embodiments.

FIG. 17 1s a tflow diagram 1illustrating further example
operations for generating the optical barcode using the
custom {functional pattern, according to some example
embodiments.

FIG. 18 1s a user interface diagram depicting an example
user 1terface for generating the optical barcode using the
custom {functional pattern, according to some example
embodiments.

FIG. 19 1s a user interface diagram depicting an example
mobile device and mobile operating system interface,
according to some example embodiments.

FIG. 20 1s a block diagram illustrating an example of a
soltware architecture that may be installed on a machine,
according to some example embodiments.

FIG. 21 1s a block diagram presenting a diagrammatic
representation ol a machine in the form of a computer
system within which a set of instructions may be executed
for causing the machine to perform any of the methodolo-
gies discussed herein, according to an example embodiment.

FIG. 22 15 a data flow diagram of an end to end encryption
method, according to some example embodiments.

FIG. 23 1s a flow chart of a method for veritying that a
message 1s from a communication partner based on infor-
mation stored 1n an 1mage, according to some embodiments.

DETAILED DESCRIPTION

The description that follows includes systems, methods,
techniques, instruction sequences, and computing machine
program products that embody 1llustrative embodiments of
the disclosure. In the following description, for the purposes
of explanation, numerous specific details are set forth 1n
order to provide an understanding of various embodiments
of the inventive subject matter. It will be evident, however,
to those skilled 1n the art, that embodiments of the inventive
subject matter may be practiced without these specific
details. In general, well-known 1nstruction instances, proto-
cols, structures, and techniques are not necessarily shown 1n
detail.

QR codes, and other optical barcodes (e.g., Umversal
Product Code (UPC) barcodes, Aztec code, Data Matrix,
Dataglyph, MaxiCode, PDF417, Ultra Code), are a conve-

nient way to share small pieces of information with users of
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mobile devices, wearable devices, and other smart devices.
For instance. QR codes are two-dimensional optical bar-
codes that encode information readable by a device (e.g., a
smart phone) equipped with a camera sensor. Typically, a
QR code includes one or more functional patterns such as a
finder pattern used for identification and recognition of the
QR code or an alignment pattern used to facilitate decoding.
Conventional finder patterns comprise multiple markings
that are generic 1n design such as square marks placed 1n all
corners except the bottom right corner (as 1s the case with a
QR code). These finder patterns are absent aesthetic ele-
ments such as curves, non-uniformities, and other stylistic
clements and often conform to a particular standard to
promote open use of the optical barcode.

In various example embodiments, an optical barcode that
uses custom or non-standard functional patterns provides
users with an aesthetically pleasing, branded barcode that
allows for an exclusive experience associated with the
optical barcode. For example, an entity logo (e.g., a logo of
a company, organization, or individual) can be used as a
finder pattern, and 1n some instances an alignment pattern, to
create a branded and exclusive optical barcode that 1is

machine-readable using software provided by the entity. In
a specific example, a “snapcode” 1s an optical barcode that
uses the SNAPCHAT® logo as a functional pattern.

In an example embodiment, a custom pattern system
receives 1mage data representing an i1mage from a user
device. For example, the custom pattern system receives the
image data from an optical sensor (e.g., a camera sensor) of
a smart phone of the user. In various embodiments, the
image data from the user device 1s recerved in response 1o a
user-initiated 1mage capture, a periodic monitoring of 1image
data being detected by the optical sensor of the user device,
an access of stored 1mage data, or a combination thereof. A
portion of the image data can include data representing an
optical barcode employing a custom graphic for a particular
functional pattern (e.g., a finder pattern). In some scenarios,
the 1image data includes extraneous or irrelevant data along,
with the data pertaining to the optical barcode (e.g., an
image ol an optical barcode includes a background that 1s
not pertinent to decoding the optical barcode). In a specific
example, the optical sensor of the user device captures an
image ol a promotional poster that includes a particular
optical barcode. The 1mage of the promotional poster can
include the particular optical barcode along with 1rrelevant
portions of the promotional poster or background that sur-
rounds the particular optical barcode.

After the custom pattern system recerves the image data,
the custom pattern system searches the image data of the
image for the custom graphic to determine whether the
image includes the optical barcode. That i1s to say, the
custom graphic 1s used as a finder pattern for recognition,
identification, or detection of the optical barcode within the
image. In an example embodiment, the custom pattern
system searches for the custom graphic by extracting a
candidate shape feature, or multiple candidate shape fea-
tures, from the 1mage data. For example, the custom pattern
system performs an edge detection technique, or another
image processing techmque, to identify the candidate shape
feature such as a contour line of the image. The custom
pattern system then determines whether the candidate shape
teature satisfies shape feature rules or criteria. For instance,
il a particular candidate shape feature 1s a contour line, the
custom pattern system can determine whether the contour
line 1s an enclosed line that encircles a portion of the image.
Consistent with some embodiments, the shape feature rules
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filter out 1rrelevant or extraneous candidate shape features or
candidate shape features with a low probability of being the
custom graphic.

In response to the candidate shape feature satistying the
shape feature rules, the custom pattern system 1dentifies the
custom graphic by comparing the candidate shape feature
with a reference shape feature of the custom graphic. For
example, the custom pattern system can compare an area or
s1ze of the candidate shape feature with a reference area or
size of the reference shape feature. In this example, the
custom pattern system 1dentifies the custom graphic based
on a match or near match (e.g., a percentage match above a
threshold) between the candidate shape feature and the
reference shape feature. In this way, the custom pattern
system uses the custom graphic as a finder pattern to identify
the presence of the optical barcode within a portion of the
1mage.

In further example embodiments, the custom graphic
functions as an alignment pattern to facilitate the custom
pattern system decoding the data encoded in the optical
barcode. In an example embodiment, the custom pattern
system extracts spatial attributes of the custom graphic 1n the
image from the image data. For example, the custom pattern
system extracts a position, scale, or orientation of the custom
graphic from the image data. The custom pattern system
decodes data encoded in the image from the image data
using the spatial attributes of the custom graphic in the
image. For istance, the custom pattern system can perform
an 1mage transform using the spatial attributes (e.g., a
de-skew, a rotation, a scale, or another type ol image
transform) to improve detectability/readability of data
encoded 1n a portion of the image. In this way, the custom
pattern system uses the custom graphic as an alignment
pattern to facilitate decoding the optical barcode.

Accordingly, the custom pattern system uses the custom
graphic as a functional pattern of the optical barcode without
utilizing conventional functional patterns. Using the custom
graphic as a functional pattern allows for an aesthetically
pleasing design and can provide exclusivity to a particular
software application as the functional pattern does not
necessarily conform to an open standard and thus 1s readable
exclusively by the particular software application.

Some embodiments relate to verifying that a message 1s
from a communication partner based on information stored
in an 1mage. A computing device accesses an 1mage. The
image includes a geometric shape, such as a square or
rectangle with rounded comers. The 1mage may be accessed
from an application, such as a web browser, a social net-
working application, an email application, a messaging
application, etc. The 1image may be accessed via a camera of
the computing device, for example, by pointing the camera
at the 1mage, which may be printed on a signpost, billboard,
bus stop, etc. The computing device determines that the
accessed 1mage includes a candidate shape (e.g., the SNAP-
CHAT® ghost logo or another candidate shape). The com-
puting device determines, using the candidate shape, an
orientation (e.g., an upward and downward direction) of the
geometric shape. The computing device determines a public
key of a communication partner device by decoding, based
on the determined orientation, data encoded within the
geometric shape. Later, the computing device receives a
message. The computing device veridies, based on the public
key of the commumication partner device, whether the
message 1s from the communication partner device. If the
message 1s verifled to be from the communication partner
device, the computing device outputs the message. Other-
wise, the computing device outputs an error indicator.
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According to one example implementation, a user may
visit a collee shop. On a wall of the collee shop, the user may
see a printed advertisement for a mathematics tutor that
includes a square with rounded cormers with a logo of a
messaging application inside of 1t. The user may wish to
communicate with the mathematics tutor to request tutoring.
In order to establish this communication, the user may open
the messaging application on a mobile phone and point a
camera of the mobile phone to the square. In response, the
messaging application may initiate an “add friend” process
with the mathematics tutor, to allow the user to communicate
with the mathematics tutor. During the “add friend” process,
the user and the mathematics tutor exchange public keys.
After completing the “add friend” process and exchanging
the public keys, the user may securely communicate with the
mathematics tutor. Messages between the user and the
mathematics tutor may be encrypted, using the techniques
described herein, to prevent the messages from being read-
able at a server of the messaging application or by any
cavesdroppers, while allowing the messages to be read by
both the user and the mathematics tutor.

As a result of some implementations of the subject
technology, a user of a messaging service may dictate who
can view messages he/she sends, and prevent access to the
messages by eavesdroppers or engineers ol the messaging,
service, who may have access to the server of the messaging
service. In the event that the servers of the messaging service
are compromised, messages stored thereat may be stored 1n
a form that 1s not readable to eavesdroppers.

FIG. 1 1s a network diagram depicting a network system
100 having a client-server architecture configured for
exchanging data over a network, according to one embodi-
ment. For example, the network system 100 may be a
messaging system where clients communicate and exchange
data within the network system 100. The data may pertain to
various functions (e.g., sending and recerving text and media
communication, determining geolocation, etc.) and aspects
associated with the network system 100 and 1ts users.
Although 1llustrated herein as client-server architecture,
other embodiments may include other network architectures,
such as peer-to-peer or distributed network environments.

As shown 1n FIG. 1, the network system 100 includes a
social messaging system 130. The social messaging system
130 1s generally based on a three-tiered architecture, con-
sisting ol an interface layer 124, an application logic layer
126, and a data layer 128. As 1s understood by skilled
artisans 1n the relevant computer and Internet-related arts,
cach module or engine shown 1 FIG. 1 represents a set of
executable software instructions and the corresponding
hardware (e.g., memory and processor) for executing the
instructions. To avoid obscuring the mventive subject matter
with unnecessary detail, various functional modules and
engines that are not germane to conveying an understanding
of the inventive subject matter have been omitted from FIG.
1. Of course, additional functional modules and engines may
be used with a social messaging system, such as that
illustrated in FIG. 1, to facilitate additional functionality that
1s not specifically described herein. Furthermore, the various
functional modules and engines depicted in FIG. 1 may
reside on a single server computer, or may be distributed
across several server computers in various arrangements.
Moreover, although the social messaging system 130 1is
depicted 1n FIG. 1 as a three-tiered architecture, the inven-
tive subject matter 1s by no means limited to such an
architecture.

As shown 1n FIG. 1, the interface layer 124 consists of one
or more 1terface modules (e.g., a web server) 140, which
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receive requests from various client-computing devices and
servers, such as client device(s) 110 executing client appli-
cation(s) 112, and third party server(s) 120 executing third
party application(s) 122. In response to received requests,
the interface module(s) 140 communicate approprate
responses to requesting devices via a network 104. For
example, the interface modules 140 can receive requests
such as Hypertext Transier Protocol (HTTP) requests, or
other web-based Application Programming Interface (API)
requests.

The client device(s) 110 can execute conventional web
browser applications or applications (also referred to as
“apps”’) that have been developed for a specific platform to
include any of a wide variety of mobile computing devices
and mobile-specific operating systems (e.g., IOS™,
ANDROID™_ WINDOWS® PHONE). In an example, the
client device(s) 110 are executing the client application(s)
112. The client application(s) 112 can provide functionality
to present information to a user 106 and communicate via
the network 104 to exchange information with the social
messaging system 130. Each client device 110 can comprise
a computing device that includes at least a display and
communication capabilities with the network 104 to access
the social messaging system 130. The client device(s) 110
comprise, but are not limited to, remote devices, work
stations, computers, general purpose computers, Internet
appliances, hand-held devices, wireless devices, portable
devices, wearable computers, cellular or mobile phones,
personal digital assistants (PDAs), smart phones, tablets,
ultrabooks, netbooks, laptops, desktops, multi-processor
systems, microprocessor-based or programmable consumer
clectronics, game consoles, set-top boxes, network PCs,
mini-computers, and the like. Users 106 can include a
person, a machine, or other means of interacting with the
client devices 110. In some embodiments, the users 106
interact with the social messaging system 130 via the client
device(s) 110.

As shown 1n FIG. 1, the data layer 128 has one or more
database servers 132 that facilitate access to one or more
information storage repositories or databases 134. The data-
base(s) 134 are storage devices that store data such as
member profile data, social graph data (e.g., relationships
between members of the social messaging system 130), and
other user data.

An individual can register with the social messaging
system 130 to become a member of the social messaging
system 130. Once registered, a member can form social
network relationships (e.g., friends, followers, or contacts)
on the social messaging system 130 and interact with a broad
range ol applications provided by the social messaging
system 130.

The application logic layer 126 includes various applica-
tion logic modules 150, which, 1n conjunction with the
interface modules 140, generate various user interfaces with
data retrieved from various data sources or data services 1n
the data layer 128. Individual application logic modules 150
may be used to implement the functionality associated with
various applications, services, and features of the social
messaging system 130. For instance, a social messaging
application can be implemented with one or more of the
application logic modules 150. The social messaging appli-
cation provides a messaging mechanism for users of the
client device(s) 110 to send and receive messages that
include text and media content such as pictures and video.
The client device(s) 110 may access and view the messages
from the social messaging application for a specified period
of time (e.g., limited or unlimited). In an example, a par-
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ticular message 1s accessible to a message recipient for a
predefined duration (e.g., specified by a message sender)
that begins when the particular message 1s first accessed.
After the predefined duration elapses, the message 1s deleted
and 1s no longer accessible to the message recipient. Of
course, other applications and services may be separately
embodied 1n their own application logic module(s) 150.

As 1llustrated 1n FIG. 1, the social messaging system 130
or the client application(s) 112 includes a custom pattern
system 160 that provides functionality to identity and
decode optical barcodes that employ custom functional
patterns. In various embodiments, the custom pattern system
160 can be implemented as a standalone system and 1s not
necessarily included 1n the social messaging system 130. In
some embodiments, the client device(s) 110 includes a
portion of the custom pattern system 160 (e.g., a portion of
the custom pattern system 160 may be included indepen-
dently or in the client application(s) 112). In embodiments
where the client device(s) 110 includes a portion of the
custom pattern system 160, the client device(s) 110 can work
alone or i1n conjunction with the portion of the custom
pattern system 160 included in a particular application
server or included in the social messaging system 130.

FIG. 2 1s a block diagram 200 of the custom pattern
system 160. The custom pattern system 160 1s shown to
include a communication module 210, a presentation mod-
ule 220, a finder module 230, an alignment module 240, a
decoder module 250, an action module 260, and an encoder
module 270. All, or some, of the modules 210-270 commu-
nicate with each other, for example, via a network coupling,
shared memory, and the like. Each module of the modules
210-270 can be implemented as a single module, combined
into other modules, or further subdivided into multiple
modules. Other modules not pertinent to example embodi-
ments can also be included, but are not shown.

The communication module 210 provides various com-
munications functionality. For example, the communication
module 210 receives, accesses, or otherwise obtains 1image
data of an 1image from a user device. In a specific example,
the communication module 210 receives substantially real-
time 1image data from a camera sensor of a smart phone (e.g.,
a single frame of image data or a continuous stream of
frames captured by a camera sensor of the smart phone). The
communication module 210 exchanges network communi-
cations with the database server(s) 132, the client device(s)
110, and the third party server(s) 120. The information
retrieved by the communication module 210 includes data
associated with the user (e.g., user 106) (e.g., member
profile data from an online account or social network service
data) or other data to facilitate the functionality described
herein.

The presentation module 220 provides various presenta-
tion and user interface functionality operable to interactively
present and receive mformation to and from the user. For
instance, the presentation module 220 1s utilizable to present
user interfaces generated 1n response to decoding the optical
barcode. In other instances, the presentation module 220
generates user interfaces that include optical barcode(s). In
various embodiments, the presentation module 220 presents
or causes presentation of information (e.g., visually display-
ing information on a screen, acoustic output, haptic feed-
back). The process of interactively presenting information 1s
intended to include the exchange of information between a
particular device and the user. The user may provide mnput to
interact with the user interface in many possible manners,
such as alphanumeric, point based (e.g., cursor), tactile, or
other input (e.g., touch screen, tactile sensor, light sensor,
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infrared sensor, biometric sensor, microphone, gyroscope,
accelerometer, or other sensors). The presentation module
220 provides many other user interfaces to facilitate func-
tionality described herein. The term “presenting” as used
herein 1s intended to include communicating information or
instructions to a particular device that 1s operable to perform
presentation based on the communicated information or
instructions.

The finder module 230 provides image processing func-
tionality to 1dentily, recognize, or detect the custom graphic
being employed as a finder pattern i1n the optical barcode.
For example, the finder module 230 extracts and analyzes
candidate shape features or candidate contour characteristics
from 1mage data of the image received from the user device
(e.g., the client device(s) 110). The finder module 230
determines satisfaction of various rules or criteria associated
with the extracted candidate shape features. The finder
module 230 compares the extracted candidate shape features
with reference shape features of the custom graphic, or
another reference 1mage, to i1dentity the custom graphic
included 1n the image. The finder module 230 can employ a
wide variety of schemes and techniques to extract the
candidate shape features from the image data of the image
and subsequently identily the custom graphic based on an
analysis of the candidate shape features. Examples of those
techniques are 1illustrated later with respect to FIGS. 5-14.

The alignment module 240 provides 1mage processing
functionality to determine an alignment of the optical bar-
code using the custom graphic. The custom pattern system
160 can use the alignment to facilitate decoding of data
encoded 1n the optical barcode. In this way, the custom
graphic functions as an alignment pattern for the optical
barcode. For example, the alignment module 240 extracts
spatial attributes of the custom graphic 1n the 1image from the
image data. In various embodiments, the spatial attributes
include at least one of position, orientation, scale, or another
spatial aspect of the optical barcode. The alignment module
240 determines an alignment of the optical barcode based on
the spatial attributes (e.g., a particular orientation of the
optical barcode). In an example, the alignment module 240
can determine an alignment including position and orienta-
tion based on the spatial attributes and generate a trans-
formed 1mage according to the alignment. The custom
pattern system 160 can then use the transformed 1mage to
decode data encoded 1n a portion of the transformed 1mage.

The decoder module 250 provides functionality to decode
data encoded 1n the 1image using the spatial attributes or the
determined alignment of the custom graphic in the 1mage.
For instance, the decoder module 250 can decode the data
encoded 1n the 1image from an image transformed according
to the spatial attributes of the custom graphic extracted from
image data. In an embodiment, the decoder module 250
detects markings (e.g., high contrast dots, squares, or other
marks in the 1image) representing data encoded 1n a portion
of the image from the image data. In a specific example, the
decoder module 250 employs a Reed-Solomon error correc-
tion scheme (or any other error correction scheme) to decode
data encoded 1n the image. The Reed-Solomon error cor-
rection scheme (or other error correction scheme) allows for
a successiul or valid decoding even when a certain percent-
age ol data could not be decoded from the optical barcode
(e.g., damaged bits or incorrectly decoded bits). In some
embodiments, the user or an administrator of the custom
pattern system 160 configures a tolerance value for an
amount ol damaged or incorrectly decoded data acceptable
when decoding the optical barcode. In some embodiments,
the decoder module 250 also provides image processing
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functionality to improve decoding of the optical barcode.
For instance, the decoder module 250, as well as the
alignment module 240, can perform 1mage transforms of the
image (e.g., perform image sharpening, de-noise processing,
other digital filtering, or other 1mage processing techniques
to 1improve decoding accuracy).

The action module 260 provides functionality to perform
a variety of actions based on decoding the data encoded 1n
the 1mage. For example, the data encoded 1n a portion of the
image can indicate a particular action or include information
to be used in conjunction with a particular action. In a
specific example, the data encoded 1n a portion of the image
can comprise a user name, or other user identification, of a
member of a social networking service, and based on
decoding the user name, the action module 260 can perform
an action on the social networking service corresponding to
the user name (e.g., sending a message to the member
associated with the user name). In some embodiments, the
action module 260 performs an action specific to a particular
app that scans the image (e.g., a function available to a user
of the app but otherwise unavailable). In some 1nstances, the
action module 260 performs the action without communi-
cating with an external server (e.g., an action locally per-
tformed on the user device that scanned the snapcode).

The encoder module 270 provides functionality to gen-
erate and encode data 1into an optical barcode that employs
the custom graphic as one or more functional patterns (e.g.,
generating snapcodes). As discussed above in connection
with the decoder module 250, 1n a specific example the
encoder module 270 can employ a technique such as Reed-
Solomon error correction (or any other error correction) to
encode data. In an example embodiment, the encoder mod-
ule 270 renders a machine-readable arrangement of marks
that represents the data to be encoded. The encoder module
270 can then generate the machine-readable optical barcode
using the rendered arrangement of marks and the custom
graphic to be used as a functional pattern.

FIGS. 3A and 3B are diagrams illustrating examples of
optical barcodes employing the custom graphic for a finder
pattern or an alignment pattern (e.g., snapcodes). Diagram
300 shows an example optical barcode that includes a
custom graphic 310 (e.g., a company logo), and markings
320 that represent data encoded 1nto the optical barcode. In

this example, the custom graphic 310 1s a company logo
such as the SNAPCHAT® “ghost” logo. It will be appreci-

ated that the SNAPCHAI® *“ghost” logo 1s merely an
example custom graphic, and other graphics, icons, or
symbols can be employed as a finder pattern or alignment
pattern using the techmiques described herein. Other
example custom graphics used as a functional pattern can
include designs with multiple paths, multiple polygons,
multiple aesthetic elements, or other design features.

As shown 1n the diagram 300, the markings 320 are dots
that are arranged 1n a pattern with a particular spacing or
positioning readable by a machine. Although the diagram
300 shows the markings 320 as dots, other shapes and marks
can be employed (e.g., squares or asymmetric shapes of
various geometries). The markings 320 can be arranged 1n a
uniform pattern or a non-uniform pattern. In some instances,
the marks can be of different sizes or a uniform size.
Additionally, the markings 320 can be in a predetermined
arrangement or an arrangement that 1s dynamically deter-
minable when decoding data from the markings. In some
embodiments, the custom graphic 310 and the markings 320
can be surrounded by a bounding shape, such as an outer box
325. Although the outer box 325 of the diagram 300 is

shown as a square with rounded comers, the outer box 325
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can be 1n the form of a variety of other shapes with various
geometries. Diagram 330 in FIG. 3B shows another example
optical barcode that employs the custom graphic for a finder
pattern or an alignment pattern. The diagram 330 shows the
optical barcode with markings excluded from within the
custom graphic. In these and other embodiments, the space
internal to the custom graphic may be reserved for other
uses. For example, a picture, graphic, animation, annotation,
or image selected by a user may be inserted.

Turning now to FIG. 4, a diagram 400 illustrating an
example of identifying and decoding the optical barcode
employing the custom graphic for a finder pattern or an
alignment pattern 1s shown. FIG. 4 1s an overview of a
particular example embodiment of identifying and decoding
the optical barcode using the custom graphic. Additional
details and alternative implementations are discussed 1n
connection with the figures to follow. In the diagram 400, a
scene 402 1llustrates a poster 404 that includes an optical
barcode 406 and a user 410. It will be appreciated that the
optical barcode 406 can be displayed 1n a variety of manners
such as on a user device display, a computer display, woven
or otherwise aflixed to an article of clothing or another
product, or included 1n a variety of printed items. Callout
412 portrays an enlarged view of a portion of the scene 402.
The callout 412 1ncludes a user device 414 of the user 410
that includes an optical sensor (e.g., a camera sensor of a
smart phone) operable to detect an optical signal 408 of the
optical barcode 406.

In an example embodiment, the user device 414 captures
an 1mage of the poster 404 that includes the optical barcode
406. The custom pattern system 160 receives the image data
representing the 1image from the user device 414. In this
example embodiment, the custom pattern system 160 1is
included 1n the user device 414 (e.g., an application execut-
ing on a smart phone of the user 410), although in other
example embodiments, the custom pattern system 160 can
reside on a server (e.g., a server of the social messaging,
system 130) that 1s communicatively coupled with the user
device 414. Callout 416 portrays example 1image processing
the finder module 230 performs to identify the custom
graphic 1n the image and use the custom graphic as an
alignment pattern for decoding data included 1n the optical
barcode 406. In the callout 416, the finder module 230
extracts candidate shape features from the image data of the
image. Subsequently, the finder module 230 determines 1f
the candidate features meet certain rules and criteria to filter
out irrelevant shape features or shape features that have a
low probability of being the custom graphic. The finder
module 230 can then compare the candidate shape features
that meet the shape feature criteria or rules with reference
shape features of the custom graphic. In an example, the
finder module 230 1dentifies the custom graphic based on a
match between the candidate shape features and the refer-
ence shape feature (e.g., a match score that exceeds a
threshold).

Subsequent to the finder module 230 identifying the
custom graphic, the custom pattern system 160 can use the
custom graphic as an alignment pattern for decoding. For
instance, the alignment module 240 extracts spatial attri-
butes of the custom graphic 1n the image and compares the
extracted spatial attributes to reference spatial attributes to
determine an alignment of the custom graphic. The align-
ment module 240 or the decoder module 250 may then
generate a transformed 1mage of the image according to the
alignment (e.g., a rotation or de-skew) as shown 1n callout
418. After generating the transformed image, the decoder
module 250 decodes the data encoded 1n a portion of the
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transformed 1mage as shown in callout 420. In the callout
420, the dots of the optical barcode 406 are transformed 1nto
data shown as ones for dots and zeros for non-dots, although
this 1s merely an 1llustrative example and other schemes can
be employed. In this way, the custom pattern system 160
uses the custom graphic included 1n the optical barcode 406
as one or more functional patterns such as a finder pattern or
an alignment pattern.

According to some implementations, after the user device
414 scans the optical barcode 406, the messaging applica-
tion may imnitiate an “add friend” process between the user
device 414 and a second device associated with the optical
barcode 406. During the “add friend” process, the user
device 414 and the second device may exchange public keys
to 1nitiate secure communication. According to some
examples, the public key of the second device may be
encoded within the optical barcode and decoded using the
techniques described herein (e.g., read from the callout 420).
After exchanging public keys, the user device 414 and the
second device may commumnicate securely, preventing
cavesdroppers and people having access to the messaging
server from reading messages sent between the user device
414 and the second device.

FIG. 5 1s a flow diagram 1llustrating an example method
500 for an optical barcode (e.g., the optical barcode 406 of
FIG. 4) employing a custom functional pattern. The opera-
tions of the method 500 can be performed by components of
the custom pattern system 160, and are so described below
for the purposes of 1llustration.

At operation 510, the communication module 210
receives 1mage data of an 1mage from a user device. For
example, the communication module 210 recerves the image
data from an optical sensor (e.g., a camera sensor) ol a smart
phone of the user. In various embodiments, the 1image data
from the user device i1s recerved in response to a user-
initiated image capture, a periodic monitoring of image data
being detected by the optical sensor of the user device, or a
combination thereof. In some embodiments, the 1mage data
represents an 1mage or video being captured by the user
device 1n substantially real time (e.g., a live image feed from
a camera sensor of a smart phone). In other embodiments,
the 1mage data represents an image captured by the user
device, or another device and stored on the user device, {from
a time 1n the past (e.g., a still image or video stored on the
user device or downloaded from a social networking ser-
vice). In embodiments where the image data comprises
video 1image data, the custom pattern system 160 can analyze
individual frames of the video or a combination of multiple
frames of the video to detect and decode the optical barcode.
A portion of the image data can include data representing an
optical barcode employing a custom graphic, custom sym-
bol, or specific graphic for a particular functional pattern
(e.g., a finder pattern or alignment pattern).

In some scenarios, the image data includes extraneous or
irrelevant data along with the data pertaining to the optical
barcode (e.g., an 1mage of an optical barcode includes a
background that 1s not pertinent to decoding the optical
barcode). In a specific example, the optical sensor of the user
device captures an 1mage of a movie poster that includes a
particular optical barcode. The image of the movie poster
can include the particular optical barcode along with 1rrel-
evant portions of the movie poster or background that
surrounds the particular optical barcode.

At operation 520, the finder module 230 extracts a can-
didate shape feature or candidate characteristic of the image
from the image data. The candidate shape feature can be
indicative of an identification of the custom graphic (e.g.,
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include certain traits or characteristics that indicate the
custom graphic). For example, the finder module 230 per-
forms an edge detection technique, or another 1image pro-
cessing technique, to 1dentily shape features such as contour
lines or localized concentrations of color or shading of the
image. In some embodiments, the finder module 230
extracts multiple candidate shape features from the image
data. In some embodiments, the candidate shape feature
includes various shape feature data such as a position of the
candidate shape feature relative to a boundary of the image,
a brightness of the candidate shape feature relative to the
image, an average color of the candidate shape feature, and
so forth.

In further example embodiments, the finder module 230
generates a low resolution copy of the image. The finder
module 230 can perform various image processing on the
low resolution copy of the image, such as a blur (e.g., a
Gaussian blur function or another blur function) and a
thresholding, to generate a modified low resolution 1image.
The thresholding 1mage process can include adjusting lighter
colors (e.g., as determined by a threshold or threshold range)
of the low resolution copy of the image to a white color and
darker colors (e.g., as determined by a threshold or threshold
range) of the low resolution copy of the image to a black
color. The finder module 230 can then extract candidate
shape features from the modified low resolution 1image to
improve detection of the custom graphic in the image and
improve computational efliciency of identifying the custom
graphic in the image.

In still further example embodiments, the finder module
230 generates a high resolution copy of a portion of the
image. For instance, the finder module 230 can generate the
high resolution copy of a particular portion of the image
corresponding to the extracted candidate shape feature. The
finder module 230, the alignment module 240, or the
decoder module 250 can use the high resolution copy for
subsequent analysis, as described below, to improve detec-
tion, alignment, and decoding results.

At operation 530, the finder module 230 determines that
the candidate shape feature satisfies one or more shape
feature criteria or rules. For instance, 1 a particular shape
feature 1s a contour line, the finder module 230 can deter-
mine whether the contour line 1s an enclosed line that
encircles a portion of the image. Consistent with some
embodiments, the shape feature rule filters out irrelevant or
extrancous features. Particular shape feature rules can be
directed to or purposed for various objectives. For example,
a particular shape feature rule can be purposed to filter out
candidate shape features with a low probability of being the
custom graphic. In this example, the particular shape feature
rule can be specific to the custom graphic. In other examples,
some shape feature rules can be purposed to filter out
candidate shape features that are unlikely to be associated
with the optical barcode. In these examples, the shape
feature rule 1s not necessarily specific to the custom graphic.

At operation 540, 1n response to the candidate shape
feature satistying the shape feature rule, the finder module
230 identifies the custom graphic or custom symbol 1n the
image by comparing the candidate shape feature with a
reference shape feature of the custom graphic or custom
symbol. For example, the finder module 230 can compare an
area or size of the candidate shape feature with a reference
area or size of the reference shape feature. In this example,
the finder module 230 1dentifies the custom graphic based on
a match or near match (e.g., a percentage match above a
threshold) between the candidate shape feature and the
reference shape feature. In this way, the finder module 230
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uses the custom graphic, or at least a portion of the custom
graphic, as a finder pattern to 1dentify the presence of the
optical barcode within a portion of the image.

In some embodiments, the finder module 230 extracts
multiple candidate shape features from the image data. In
these embodiments, the finder module 230 scores each
candidate shape feature and ranks the multiple candidate
shape features according to respective scores. For example,
the finder module 230 determines a shape feature score for
respective candidate shape features based on a count, or
welghted count, of shape feature rules the respective can-
didate shape feature satisfies. The finder module 230 can
iterate through the ranked candidate shape features starting
with the highest scoring candidate shape feature and perform
turther analysis (e.g., comparing the candidate shape feature
to a reference shape feature) to determine that the candidate
shape feature i1s the custom graphic.

In some embodiments, the reference shape feature 1s
predetermined, and 1n other embodiments, the reference
shape feature 1s dynamically determined. For instance, the
finder module 230 can dynamically determine the reference
shape feature by analyzing a reference image of the custom
graphic. For example, the finder module 230 can perform
analysis techniques similar to those for analyzing the image
data on the reference 1image such as calculating the reference
area value for a particular feature or characteristic of the
reference 1mage. In these embodiments, the finder module
230 dynamically determining the reference shape feature
allows for dynamic use of a particular custom graphic as a
functional pattern in an optical barcode. For instance, the
custom pattern system 160 can be provided (e.g., received at
the communication module 210) data representing the ref-
cerence 1mage or data representing the reference features
when the method 500 1s performed. In this way, the custom
functional patterns do not necessarily have to be fixed prior
to performing the method 500.

In further example embodiments, the finder module 230
searches for multiple custom graphics 1n the image data of
the image (e.g., where multiple versions or different custom
graphics are employed as functional patterns). In a specific
example, the custom graphic can comprise a first company
logo and the company may change logos to a second
company logo. The custom pattern system 160 can be
operable to use the first company logo as a finder pattern and
the second company logo as a finder pattern and the custom
pattern system 160 can search for each logo when perform-
ing the method 500.

In further example embodiments, the finder module 230
identifies the custom graphic in the image 1n conjunction
with other candidate shape features extracted from the image
data. For example, the finder module 230 can search for both
the custom graphic (e.g., a logo) and an outer box (e.g., the
outer box 325) surrounding the custom graphic. In these
embodiments, the finder module 230 1dentifies a combina-
tion of the custom graphic and one or more additional
candidate shape features extracted from the image data.

At operation 3550, in response to identifying the custom
graphic, the alignment module 240 extracts a spatial attri-
bute, geometry attribute, or spatial property of the custom
graphic or custom symbol 1n the image from the image data.
For example, the alignment module 240 extracts a position,
scale, or orientation of the custom graphic from the image
data. In various example embodiments, the spatial attribute
1s indicative of an orientation of the custom graphic in the
image. The alignment module 240 or the decoder module
250 can use the spatial attribute to facilitate decoding the
optical barcode.
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In further embodiments, the alignment module 240
extracts a spatial attribute, geometry attribute, or spatial
property of another candidate shape feature extracted from
the 1mage data of the image. For example, the alignment
module 240 extracts a spatial attribute of the outer box (e.g.,
the outer box 325 of FIG. 3A) surrounding the custom
graphic and the markings that encode data. It will be noted
that throughout the discussion to follow, the alignment
module 240 and the decoder module 250 can use the spatial
attribute of the outer box 1n a same or similar way as the
spatial attribute of the custom graphic to determine an
alignment of the optical barcode used to facilitate decoding.
For example, the alignment module 240 or the decoder
module 250 can use the spatial attributes of the outer box to
generate a transformed 1mage of the 1image used to decode
the data encoded 1n the image.

At operation 560, the decoder module 250 decodes data
encoded 1n a portion of the image from the image data using
the spatial attribute of the custom graphic 1n the image. For
instance, the decoder module 250 can perform an image
transform using the spatial attributes (e.g., a de-skew, a
rotation, a scale, or another type of image transform) to
improve detectability or readability of data encoded 1n a
portion of the image. In an example embodiment, the
decoder module 250 decodes the data encoded 1n the portion
of the image by detecting marking (e.g., dots, squares, or
another marking) indicative of data included 1n the 1image. In
this way, the decoder module 250 uses the custom graphic,
or at least a portion of the custom graphic, as an alignment
pattern to facilitate decoding the optical barcode. In various
embodiments, the decoder module 250 employs a Reed-
Solomon error correction scheme (or any other error cor-
rection scheme) to decode data encoded 1n the image. The
Reed-Solomon error correction scheme (or other error cor-
rection scheme) allows for a successiul decoding of the data
encoded 1 the image with a certain percentage of data
encoded 1n the 1image being corrupt, damaged, or incorrectly
decoded. In further embodiments, the decoder module 250
uses a small checksum to verity that the value decoded from
the 1mage data 1s a value that includes real data rather than
just random data (e.g., random bits).

In further example embodiments, the decoder module 250
rejects certain results of the decoded data (e.g., results of
data decoded from the 1mage data known to be invalid as
specified by an administrator of the custom pattern system
160). For example, the decoder module 250 can reject
decoded data that includes all zeros, all ones, or another
specified result even though the decoded data passed other
data integrity tests (e.g., error correction and checksum-
ming). For example, this can occur when the custom pattern
system 160 scans the custom graphic without any associated
markings that indicate data (e.g., where the custom graphic
1s a logo, simply scanning the logo may yield all zeros 1n the
decoded data and may be rejected by the decoder module
250). In a specific example, scanning the icon associated
with social messaging app 1908, shown below 1n FIG. 19,
would likely vield data with all zeros and the decoder
module 250 would reject the scan.

FIG. 6 1s a flow diagram illustrating further example
operations for identifying the optical barcode (e.g., the
optical barcode 406) using the custom functional pattern. At
operation 330, the finder module 230 determines that the
candidate shape feature satisfies the shape feature rule. In
some embodiments, the operation 530 includes the opera-
tions of FIG. 6.

At operation 610, the finder module 230 determines that
the candidate shape feature comprises an enclosed line from
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the 1mage data. That 1s to say, the shape {feature rule
comprises a path rule and the finder module 230 determines
that the candidate shape feature satisfies the path rule. The
finder module 230 can employ a variety of techniques to
determine that the candidate shape feature satisfies the path
rule.

At operation 630, the finder module 230 determines
whether the candidate shape feature 1s an enclosed line by
determining that the candidate shape feature encircles a
portion of the mmage by having a path that starts at a
particular point and returns to the same particular point. In
an example embodiment, if the candidate shape feature does
not satisty the path rule (indicated by “no” i FIG. 6), no
turther analysis of the candidate shape feature 1s performed
and the finder module 230 analyzes another candidate shape
feature or performs no further operations. Alternatively, at
operation 640, 11 the finder module 230 determines that the
candidate shape feature satisfies the path rule (indicated by
“ves” 1n FIG. 6), the subsequent operations of the method
500 are performed.

To 1llustrate the concepts of FIG. 6, FIG. 7 1s a diagram
700 1llustrating an example of i1dentifying the optical bar-
code using the custom functional pattern. In the diagram
700, the image 710 1s an example image that 1s received or
accessed from the user device. The image 720 1s an example
image portraying example candidate shape features 730. For
instance, the finder module 230 performs an edge detection
image processing on the image 710 to derive the image 720.
From the image 720, the finder module 230 1dentifies the
candidate shape features 730.

Callout 740 shows a particular candidate shape feature of
the candidate shape features 730. The callout 740 shows a
contour line 750 (1llustrated as a dotted line) of the particular
candidate shape feature, a path 760, and a point 770 of the
particular candidate shape feature. In the callout 740, the
finder module 230 determines that the path rule 1s met 11 the
path 760 that starts at the point 770 can follow the contour
line 750 and return to the point 770. In the diagram 700, the
particular candidate shape feature shown 1n the callout 740
does satisty the path rule since the path 760 can follow the
contour line 750 and return to the point 770.

FIG. 8 15 a flow diagram illustrating further example
operations for identifying the optical barcode using the
custom functional pattern. At operation 530, the finder
module 230 determines that the candidate shape feature
satisiies the shape feature rule. In some embodiments, the
operation 330 includes the operations of FIG. 8.

At operation 810, the finder module 230 calculates an area
value or size approximation of the candidate shape feature.
For example, the finder module 230 uses a proxy shape such
as a polygon (e.g., a square, a rectangle, or a quadrilateral)
or a non-polygonal shape (e.g., an ellipse) to approximate
the shape of the candidate shape feature. The finder module
230 fits or nearly fits the proxy shape to the outer edges or
outer perimeter of the candidate shape feature so that the
proxy shape 1s representative of an area of the candidate
shape feature. Subsequently, the finder module 230 calcu-
lates the area value of the proxy shape to determine the area
value or size approximation of the candidate shape feature.
In some embodiments, the finder module 230 employs such
a technique (e.g., polygonal area approximation) to avoid a
computationally expensive area calculation of the candidate
shape feature 1n situations where the candidate shape feature
1s likely to be complex 1n shape (e.g., an area calculation for
a non-uniform or 1rregular shaped feature 1s typically more
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computationally expensive). In some embodiments, other
techniques such as pixel-based counting can be employed to
determine the area value.

At operation 820, the finder module 230 determines an
area score or size score of the candidate shape feature. The
finder module 230 determines the area score by comparing
the area value of the candidate shape feature with a reference
area value. In some embodiments, the reference area value
comprises an area value of a corresponding proxy shape
fitted to a reference 1image of the custom graphic (e.g., the
area value of a proxy shape fitted to the ghost logo from a
front view perspective). In other embodiments, the reference
area value comprises the area value of the custom graphic
(c.g., the area value of the ghost logo). The finder module
230 calculates the area score, for example, by determining a
match percentage between the candidate shape feature area
value and the reference area value. The finder module 230
can employ a wide variety of other schemes and techniques
to calculate the area score.

At operation 830, the finder module 230 determines
whether the area score exceeds a threshold. The threshold
can be predefined or dynamically determined (e.g., statisti-
cally determined based on a rolling historical average of
scans ).

At operation 840, based on the area score exceeding the
threshold (indicated by “yes” 1n FIG. 8), the finder module
230 determines that the candidate shape feature satisfies the
area rule and proceeds to subsequent operations. In another
example embodiment, the finder module 230 compares the
area score to an area range to satisly the area rule (e.g.,
greater than a particular value and less than a particular
value). If the area score does not exceed the threshold
(indicated by “no” in FIG. 8), then the finder module 230
analyzes another candidate shape feature or no further
operations are performed, according to an example embodi-
ment. In some example embodiments, the finder module 230
uses the determination of whether the candidate shape
feature satisfies the shape feature rules as a filter (e.g., to
remove or skip candidate shape features that are unlikely to
be the custom graphic) to 1dentily candidate shape features
to be further analyzed in the process of identifying the
custom graphic in the image.

To further illustrate the concepts of FIG. 8, FIG. 9 15 a
diagram 900 1illustrating an example of identifying the
optical barcode using the custom functional pattern. In the
diagram 900, image 902 1s an example image that 1s received
from the user device. Callout 904 shows the spatial orien-
tation of the image 902. In this example, the 1mage 902 1s
portrayed and being seen from a front right perspective. The
image 902 includes optical barcode 906. In this example, the
optical barcode 906 employs the custom graphic as a func-
tional pattern.

Callout 908 shows an enlarged portion of the image 902
that includes the candidate shape feature being analyzed by
the finder module 230 to identify the custom graphic. In the
callout 908, the polygon 910 (e.g., a quadrilateral) 1s shown
fitted to a perimeter of the candidate shape feature. Area
value 912 1s the area of the polygon 910.

Callout 914 shows a reference image ol the custom
graphic. Callout 916 shows the spatial orientation of the
reference 1mage. In this example, the reference 1mage 1s
shown from the front view perspective. Polygon 918 1s
shown fitted to a perimeter of the reference 1mage. Refer-
ence area value 920 1s the area of the polygon 918. Although
FIG. 9 shows polygons 910 and 918 as quadrilaterals, the
finder module 230 can employ other shapes such as a square
or a shape that follows or traces a contour of the candidate
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shape feature (e.g., an n-sided polygon or smooth fitted
shape that follows contour points of the candidate shape
feature).

The finder module 230 compares the area value 912 with
the reference area value 920 to determine that the candidate
shape feature satisfies the area rule. Another candidate shape
feature of the image 902, such as one of the musical notes
of the image 902, would not have an area value that is
similar to the reference area value and therefore would not

satisty the area rule. In this way, the finder module 230 can
quickly remove or skip certain candidate shape features that
are unlikely to be 1dentified as the custom graphic.

FIG. 10 1s a flow diagram illustrating further example
operations for decoding the optical barcode using the custom
functional pattern. At the operation 540, the finder module
230 1dentifies the custom graphic in the 1mage by comparing
the candidate shape feature with a retference shape feature of
the custom graphic. Subsequent to the operation 540, the
operations of FIG. 10 are performed 1n some example
embodiments.

At operation 1010, the alignment module 240 extracts a
distinctive feature of the custom graphic from the image data
where the distinctive feature 1s indicative of an alignment of
the custom graphic (e.g., a particular asymmetry of the
custom graphic that can be used to determine an orientation
of the custom graphic). For example, the distinctive feature
can comprise a distinctive point of the custom graphic, a
distinctive curve, a particular asymmetry, a particular non-
uniformity, or another characteristic of the custom graphic.

At operation 1020, the alignment module 240 determines
an orientation of the custom graphic in the image by
comparing the distinctive feature with a reference distinctive
feature of the custom graphic. For example, the alignment
module 240 maps the extracted distinctive feature of the
custom graphic to a reference distinctive feature to deter-
mine spatial differences between the distinctive features. In
this way, the alignment module 240 can determine an
alignment of the custom graphic as compared to a reference
image of the custom graphic based on the determined spatial
differences.

At operation 1030, the alignment module 240 generates a
transformed 1mage by transforming the image according to
the orientation of the custom graphic. For instance, the
alignment module 240 can rotate, de-skew, scale, or other-
wise spatially transform the image to allow for a more
accurate decoding of the data in the 1mage.

At operation 1040, the decoder module 250 decodes the
data encoded in the image using the orientation and a
position of the custom graphic in the image. For example,
the decoder module 250 decodes the data encoded 1n the
image from the transformed 1mage. In a specific scenario,
the image 1s transformed to a front view to increase visibility
and uniformity of marks in the image that represent data
encoded 1n the 1mage.

To assist 1n understanding the disclosure of FIG. 10. FIG.
11 1s a diagram 1100 1llustrating an example of decoding the
optical barcode using the custom functional pattern. In the
diagram 1100, simailar to the FIG. 9 described above, image
1102 1s an example 1mage that i1s received from the user
device. In this example, the image 1102 1s portrayed and
being seen from a front right perspective. The image 1102
includes optical barcode 1106. In this example, the optical
barcode 1106 employs the custom graphic as a functional
pattern.

Callout 1108 shows an enlarged portion of the image 1102
that includes the candidate shape feature being analyzed by
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the alignment module 240. Callout 1110 shows an enlarged
portion of the callout 1108 showing a distinctive feature of
the candidate shape feature.

Callout 1112 shows a reference image of the custom
graphic. Callout 1114 shows the spatial orientation of the
reference 1mage. In this example, the reference 1mage 1s
shown from the front view perspective. Callout 1116 shows
an enlarged portion of the callout 1112 showing a reference
distinctive feature of the reference 1mage.

The alignment module 240 compares the distinctive fea-
ture and the reference distinctive feature to determine an
alignment 1ncluding an orientation, scale, or position. For
example, 1f the image that includes the custom graphic 1s
shown from the front perspective, the distinctive feature of
the custom graphic 1n the 1mage should match the reference
distinctive feature. The alignment module 240 can deter-
mine perspective changes based on a mismatch between the
distinctive feature and the reference distinctive feature. The
alignment module 240 uses the mismatch to infer or deter-
mine a perspective of the image or other spatial attributes of
the 1mage that can be utilized by the decoder module 250 to
more accurately decode data from the image.

FIGS. 12A, 12B, and 12C are diagrams 1llustrating vari-
ous 1mage transformations used to facilitate decoding the
optical barcode using the custom functional pattern. In an
example embodiment, the alignment module 240 or the
decoder module 250 performs an 1image transformation such
as a rotation as shown by a transition between example
optical barcode 1200 and 1202. In other embodiments, the
alignment module 240 or the decoder module 250 performs
a de-skewing, scale transformation, or another type of image
transformation. In further example embodiments, the align-
ment module 240 or the decoder module 250 performs other
image transformations such as a color inversion as shown by
a transition between example optical barcode 1204 and
1206. The alignment module 240 or the decoder module 250
can perform other 1mage transformation not shown such as
image sharpening, noise reduction, or other 1mage process-
ing.

FIG. 12C 1illustrates an example of a technique to deter-
mine an alignment of the custom graphic. The example
optical barcode 1208 1s rotated slightly away from zero
degrees. An ellipse 1210 can be fitted to the custom graphic
to determine an alignment such as a rotation value of the
optical barcode 1208. The major axis 1212 of the ellipse
1210 provides an indication of a rotation value 1214 away
from zero degrees (of course, the minor axis, or another axis,
may similarly be used to determine a rotation value). The
alignment module 240 or the decoder module 250 can
perform an 1mage transformation to adjust for the rotation
value 1214 as shown by the example optical barcode 1216
being rotated from an original orientation 1218. In this way,
the alignment module 240 or the decoder module 250 can
use the custom graphic to determine an alignment for the
optical barcode included in the 1mage to assist 1n decoding
the data encoded 1n the 1mage.

FIG. 13 1s a tflow diagram 1illustrating further example
operations for decoding the optical barcode using the custom
functional pattern. At operation 1040, the decoder module
250 decodes the data encoded 1n a portion of the 1mage from
the 1mage data. Subsequent to the operation 1040, the
operations of FIG. 13 are performed in some example
embodiments.

At operation 1310, the decoder module 250 determines a
failure to decode the data encoded i1n the portion of the
image using the transformed 1mage. For instance, 11 the data
decoded from the image 1s corrupted, incomplete, or
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garbled, the decoder module 250 determines the failure to
decode the data. In another instance, a portion of the data
encoded 1n the image can be for the purposes ol data
validation. That 1s to say, a known or determinable value can
be encoded into the data such that the data 1s valid if the
value 1s decoded from the image. The decoder module 250
can employ a variety of other schemes and techniques to
determine the failure to decode the data encoded in the
portion of the image.

At operation 1320, the alignment module 240 generates
another transformed image by transforming the image
according to a different orientation of the custom graphic.
For example, the alignment module 240 generates a trans-
tformed 1mage that 1s rotated 180 degrees, and the decoder
module 250 attempts to decode the data a second time. The
alignment module 240 can perform common transforms that
may resolve the failure to decode such as 90 degree rotations
or another transform that has frequently resolved the failure
to decode 1n past scans. In some embodiments, the align-
ment module 240 performs another analysis of the image
data of the 1image to determine another alignment to use to
use when generating another transformed 1mage. The align-
ment module 240 can perform other types of 1image trans-
formations by applying different types of filters (e.g., ori-
entation, color reduction, brightness manipulation, etc.) to
the custom graphic.

At operation 1330, the decoder module 250 decodes the
data encoded 1n the portion of the image using another
transformed i1mage. The alignment module 240 and the
decoder module 250 can attempt any number (e.g., a set
number of attempts or an unlimited number of attempts) of
iterations of alignments that ends when the data i1s success-
tully decoded from the image. In this way, the custom
pattern system 160 can use the markings for selt-alignment.

To turther explain the discussion in connection with FIG.
13, FIG. 14 1s a diagram 1400 illustrating an example of
decoding the optical barcode using the custom functional
pattern. Example optical barcode 1410 shows positions for
markings with empty circles. Each empty circle of optical
barcode 1410 1s a position for a marker. Example optical
barcode 1420 shows a misalignment between marking posi-
tions and markings. Example optical barcode 1430 shows a
matching alignment between the markings and the marking

positions.

Turning now to FIGS. 15 and 16, although user interfaces
described herein (e.g., F1IGS. 15, 16, and 18) depict speciiic
example user mterfaces and user interface elements, these
are merely non-limiting examples, and many other alternate
user interfaces and user interface elements can be generated
by the presentation module 220 and presented to the user. It
will be noted that alternate presentations of the displays
described herein include additional information, graphics,
options, and so forth; other presentations include less infor-
mation, or provide abridged information for easy use by the
user.

FIG. 15 1s a user mterface diagram 1500 depicting an
example user interface 1510 for identifying the optical
barcode. In the user interface diagram 1500, the user inter-
tace 1510 1s showing a substantially real-time 1mage cap-
tured from a camera sensor of the user device (e.g., the client
device(s) 110, the user device 414). The user interface 1510
can include graphics and user interface elements superim-
posed or overlaid over the substantially real-time image
being displayed underneath. For instance, user interface
clement 1520 1s a bracket that indicates identification of an
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optical barcode. The user interface 1510 can indicate to the
user the successiul, or unsuccessiul, scan of a particular
optical barcode.

FIG. 16 1s a user interface diagram 1600 depicting an
example user mterface 1610 for performing an action asso-
ciated with the optical barcode. In an example embodiment,
the user interface 1610 1s displayed aifter the user interface
1510 of FIG. 15 (e.g., after a successiul scan, various action
options associated with the scan are displayed). The user
interface 1610 can include a variety of action options
associated with detecting a particular optical barcode such as
user interface elements 1620. In some embodiments, a
particular action 1s automatically performed by the custom
pattern system 160 in response to detecting and decoding a
particular optical barcode.

In further example embodiments, the action 1s exclusive
to software that provides scanning functionality for the
optical barcode that uses the custom functional pattern (e.g.,
a snapcode). In some embodiments, the software that scans
the optical barcode can perform certain exclusive actions
without communicating with a server. This 1s due to the
exclusive, branded nature of the custom functional pattern
that 1s not necessarily openly decodable by other third-party
software applications. The snapcode can specily such
actions since 1t 1s likely that the software (e.g., a mobile
computing soitware such as an app) that scans the branded
optical barcode 1s associated with the branded optical bar-
code.

FIG. 17 1s a flow diagram 1illustrating example operations
for generating the optical barcode using the custom func-
tional pattern. The operations of the method 1700 can be
performed by components of the custom pattern system 160,
and are so described below for the purposes of illustration.

At operation 1710, the communication module 210
receives a request to generate a machine-readable 1mage
such as an optical barcode that uses custom functional
patterns. In some embodiments, the request includes user
specified data to encode into the 1mage.

At operation 1720, the encoder module 270 renders a
machine-readable arrangement of marks that encodes the
user-specified data. For instance, the marks can comprise
dots, squares, or other markings that are arranged in a
predetermined pattern. In an example embodiment, the
presence of a mark at a particular location 1n the arrange-
ment 1s indicative of data.

At operation 1730, the encoder module 270 generates the
machine-readable 1image by positioming the machine-read-
able arrangement of marks in the machine-readable 1image
with respect to a position of the custom graphic included in
the machine-readable 1mage. For example, the custom
graphic can be centered in the optical barcode or positioned
clsewhere (e.g., the example optical barcodes of FIGS. 3A
and 3B).

At operation 1740, the communication module 210 stores
or transmits the machine-readable 1mage. For instance, the
communication module 210 can store the machine-readable
image on the user device, a server, or another storage
repository (either locally or remotely stored). In other
instances, the communication module 210 transmits the
machine-readable 1image to the user device, a server, or one
or more other devices.

FIG. 18 1s a user mterface diagram 1800 depicting an
example user iterface 1810 for generating an optical bar-
code 1820 using the custom graphic. User interface elements
1830 provide the user with options for generating, sharing,
or saving the machine-readable 1image. In some embodi-
ments, the user interface diagram 1800 includes a user
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interface configured to receive user-speciiied data to encode
into the machine-readable 1mage (e.g., a social networking
service member 1dentifier, a website address, or another
piece ol information).

FIG. 19 illustrates an example mobile device 1900
executing a mobile operating system (e.g., IOS™,
ANDROID™, WINDOWS® Phone, or other mobile oper-
ating systems), consistent with some embodiments. In one
embodiment, the mobile device 1900 includes a touch
screen operable to recerve tactile data from a user 1902. For
instance, the user 1902 may physically touch 1904 the
mobile device 1900, and 1n response to the touch 1904, the
mobile device 1900 may determine tactile data such as touch
location, touch force, or gesture motion. In various example
embodiments, the mobile device 1900 displays a home
screen 1906 (e.g., Springboard on IOS™) operable to launch
applications or otherwise manage various aspects of the
mobile device 1900. In some example embodiments, the
home screen 1906 provides status information such as
battery life, connectivity, or other hardware statuses. The
user 1902 can activate user interface elements by touching,
an area occupied by a respective user interface element. In
this manner, the user 1902 interacts with the applications of
the mobile device 1900. For example, touching the area
occupied by a particular 1con included 1n the home screen
1906 causes launching of an application corresponding to
the particular icon.

Many varieties of applications (also referred to as “apps™)
can be executed on the mobile device 1900, such as native
applications (e.g., applications programmed 1n Objective-C,
Swilt, or another suitable language running on I0S™, or
applications programmed 1n Java running on ANDROID™),
mobile web applications (e.g., applications written 1n Hyper-
text Markup Language-5 (HTMLS)), or hybrid applications
(c.g., a native shell application that launches an HITML3
session). For example, the mobile device 1900 includes a
messaging app, an audio recording app, a camera app, a
book reader app, a media app, a {itness app, a file manage-
ment app, a location app, a browser app, a settings app, a
contacts app, a telephone call app, or other apps (e.g.,
gaming apps, social networking apps, biometric monitoring
apps). In another example, the mobile device 1900 includes
a social messaging app 1908 such as SNAPCHAI® that,
consistent with some embodiments, allows users to
exchange ephemeral messages that include media content.
In this example, the social messaging app 1908 can incor-
porate aspects of embodiments described herein.

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms.
Modules can constitute either software modules (e.g., code
embodied on a machine-readable medium) or hardware
modules. A “hardware module” 1s a tangible unmit capable of
performing certain operations and can be configured or
arranged 1n a certain physical manner. In various example
embodiments, one or more computer systems (e.g., a stand-
alone computer system, a client computer system, or a server
computer system) or one or more hardware modules of a
computer system (e.g., a processor or a group of processors)
can be configured by software (e.g., an application or
application portion) as a hardware module that operates to
perform certain operations as described herein.

In some embodiments, a hardware module can be 1mple-
mented mechanically, electronically, or any suitable combi-
nation thereof. For example, a hardware module can include
dedicated circuitry or logic that 1s permanently configured to
perform certain operations. For example, a hardware module
can be a special-purpose processor, such as a Field-Pro-
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grammable Gate Array (FPGA) or an Application Specific
Integrated Circuit (ASIC). A hardware module may also
include programmable logic or circuitry that 1s temporarily
configured by software to perform certain operations. For
example, a hardware module can 1nclude software executed
by a general-purpose processor or other programmable
processor. Once configured by such software, hardware
modules become specific machines (or specific components
of a machine) uniquely tailored to perform the configured
functions and are no longer general-purpose processors. It
will be appreciated that the decision to implement a hard-
ware module mechanically, 1n dedicated and permanently
configured circuitry, or 1in temporarily configured circuitry
(e.g., configured by software) can be driven by cost and time
considerations.

Accordingly, the phrase “hardware module” should be
understood to encompass a tangible entity, be that an entity
that 1s physically constructed, permanently configured (e.g.,
hardwired), or temporarily configured (e.g., programmed) to
operate 1n a certain manner or to perform certain operations
described herein. As used herein, “hardware-implemented
module” refers to a hardware module. Considering embodi-
ments 1 which hardware modules are temporarily config-
ured (e.g., programmed), each of the hardware modules need
not be configured or instantiated at any one instance 1n time.
For example, where a hardware module comprises a general-
purpose processor configured by software to become a
special-purpose processor, the general-purpose processor
may be configured as respectively different special-purpose
processors (e.g., comprising different hardware modules) at
different times. Software accordingly configures a particular
processor or processors, for example, to constitute a par-
ticular hardware module at one instance of time and to
constitute a different hardware module at a different instance
of time.

Hardware modules can provide information to, and
recerve information from, other hardware modules. Accord-
ingly, the described hardware modules can be regarded as
being communicatively coupled. Where multiple hardware
modules exist contemporaneously, communications can be
achieved through signal transmission (e.g., over appropriate
circuits and buses) between or among two or more of the
hardware modules. In embodiments 1n which multiple hard-
ware modules are configured or instantiated at different
times, communications between such hardware modules
may be achieved, for example, through the storage and
retrieval of information 1n memory structures to which the
multiple hardware modules have access. For example, one
hardware module can perform an operation and store the
output of that operation in a memory device to which it 1s
communicatively coupled. A further hardware module can
then, at a later time, access the memory device to retrieve
and process the stored output. Hardware modules can also
initiate communications with mmput or output devices, and
can operate on a resource (e.g., a collection of information).

The various operations of example methods described
herein can be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors constitute processor-implemented modules
that operate to perform one or more operations or functions
described herein. As used herein. “processor-implemented
module” refers to a hardware module implemented using
One Or mMore processors.

Similarly, the methods described herein can be at least
partially processor-implemented, with a particular processor
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or processors being an example of hardware. For example,
at least some of the operations of a method can be performed
by one or more processors or processor-implemented mod-
ules. Moreover, the one or more processors may also operate
to support performance of the relevant operations 1n a “cloud
computing” environment or as a “‘soltware as a service”
(SaaS). For example, at least some of the operations may be
performed by a group of computers (as examples of
machines including processors), with these operations being,
accessible via a network (e.g., the Internet) and via one or
more appropriate interfaces (e.g., an Application Program

Interface (API)).

The performance of certain of the operations may be
distributed among the processors, not only residing within a
single machine, but deployed across a number of machines.
In some example embodiments, the processors or processor-
implemented modules can be located 1n a single geographic
location (e.g., within a home environment, an office envi-
ronment, or a server farm). In other example embodiments,
the processors or processor-implemented modules are dis-
tributed across a number of geographic locations.

The modules, methods, applications and so forth
described in conjunction with the figures above are imple-
mented 1n some embodiments in the context of a machine
and an associated software architecture. The sections below
describe representative software architecture(s) and machine
(e.g., hardware) architecture that are suitable for use with the
disclosed embodiments.

Soltware architectures are used 1n conjunction with hard-
ware architectures to create devices and machines tailored to
particular purposes. For example, a particular hardware
architecture coupled with a particular software architecture
will create a mobile device, such as a mobile phone, tablet
device, or so forth. A slightly different hardware and soft-
ware architecture may yield a smart device for use in the
“internet of things.” while yet another combination produces
a server computer for use within a cloud computing archi-
tecture. Not all combinations of such software and hardware
architectures are presented here as those of skill in the art
can readily understand how to implement the subject tech-
nology in different contexts from the disclosure contained
herein.

FIG. 20 1s a block diagram of a system 2000 that includes
a representative software architecture 2002, which may be
used 1 conjunction with various hardware architectures
herein described. FI1G. 20 1s merely a non-limiting example
of a software archutecture and 1t will be appreciated that
many other architectures may be implemented to facilitate
the functionality described herein. The software architecture
2002 may be executing on hardware such as machine 2100
of FIG. 21 that includes, among other things, processors
2110, memory/storage 2130, and I/O components 2150. A
representative hardware layer 2004 1s illustrated and can
represent, for example, the machine 2100 of FIG. 21. The
representative hardware layer 2004 comprises one or more
processing units 2006 having associated executable 1nstruc-
tions 2008. Executable instructions 2008 represent the
executable instructions of the software architecture 2002,
including implementation of the methods, modules and so
forth 1n the figures and description above. Hardware layer
2004 also includes memory and storage modules 2010,
which also have executable instructions 2008. Hardware
layer 2004 may also comprise other hardware 2012, which
represents any other hardware of the hardware layer 2004,
such as the other hardware illustrated as part of machine

2100.
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In the example of FIG. 20, the software architecture 2002
may be conceptualized as a stack of layers where each layer
provides particular functionality. For example, the software
architecture 2002 may include layers such as an operating
system 2014, libraries 2016, frameworks/middleware 2018,
applications 2020 and presentation layer 2044. Operation-
ally, the applications 2020 or other components within the
layers may invoke application programming interface (API)
calls 2024 through the software stack and receive a response,
returned values, and so forth 1llustrated as messages 2026 in
response to the API calls 2024. The layers illustrated are
representative 1n nature and not all software architectures
have all layers. For example, some mobile or special pur-
pose operating systems may not provide the frameworks/
middleware layer 2018, while others may provide such a
layer. Other software architectures may include additional or
different layers.

The operating system 2014 may manage hardware
resources and provide common services. The operating
system 2014 may include, for example, a kemel 2028,
services 2030, and drivers 2032. The kernel 2028 may act as
an abstraction layer between the hardware and the other
software layers. For example, the kernel 2028 may be
responsible for memory management, processor manage-
ment (e.g., scheduling), component management, network-
ing, security settings, and so on. The services 2030 may
provide other common services for the other software layers.
The dnivers 2032 may be responsible for controlling or
interfacing with the underlying hardware. For instance, the
drivers 2032 may include display drivers, camera drivers,
BLUETOOTH® drivers, tlash memory drivers, serial com-
munication drivers (e.g., Universal Serial Bus (USB) driv-
ers), WI-FI® drivers, audio drivers, power management
drivers, and so forth depending on the hardware configura-
tion. In an example embodiment, the operating system 2014
includes an 1maging service 2033 that can provide image
processing services, such as hardware-accelerated 1mage
processing, or image capture services, such as low-level
access to optical sensors or optical sensor data.

The libraries 2016 may provide a common infrastructure
that may be utilized by the applications 2020 or other
components or layers. The libraries 2016 typically provide
functionality that allows other software modules to perform
tasks 1n an easier fashion than to interface directly with the
underlying operating system 2014 functionality (e.g., kernel
2028, services 2030 or drivers 2032). The libraries 2016 may
include system libraries 2034 (e.g., C standard library) that
may provide functions such as memory allocation functions,
string manipulation functions, mathematic functions, and
the like. In addition, the libraries 2016 may include API
libraries 2036 such as media libraries (e.g., libraries to
support presentation and manipulation of various media
format such as MPREG4, H.264, MP3, AAC, AMR. JPG, or
PNG), graphics librarnies (e.g., an OpenGL framework that
may be used to render 2D and 3D 1n a graphic content on a
display), database libraries (e.g., SQLite that may provide
various relational database functions), web libraries (e.g.,
WebKit that may provide web browsing functionality), and
the like. The libraries 2016 may also include a wide variety
of other libraries 2038 to provide many other APIs to the
applications 2020 and other soitware components/modules.
In an example embodiment, the libraries 2016 include
imaging libraries 2039 that provide image processing or
image capture functionality that can be utilized by the
custom pattern system 160.

The frameworks 2018 (also sometimes referred to as
middleware) may provide a higher-level common infrastruc-
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ture that may be utilized by the applications 2020 or other
solftware components/modules. For example, the frame-
works 2018 may provide various graphic user interface
(GUI) functions, high-level resource management, high-
level location services, and so forth. The frameworks 2018
may provide a broad spectrum of other APIs that may be
utilized by the applications 2020 or other software compo-
nents/modules, some of which may be specific to a particular
operating system or platform. In an example embodiment,
the frameworks 2018 i1nclude an image processing frame-
work 2022 and an image capture framework 2023. The
image processing framework 2022 can provide high-level
support for 1mage processing functions that can be used 1n
aspects of the custom pattern system 160. Similarly, the
image capture framework 2023 can provide high-level sup-
port for capturing images and interfacing with optical sen-
SOrS.

The applications 2020 include built-in applications 2040
or third party applications 2042. Examples of representative
built-in applications 2040 may include, but are not limited
to, a contacts application, a browser application, a book
reader application, a location application, a media applica-
tion, a messaging application, or a game application. Third
party applications 2042 may include any of the built-in
applications 2040 as well as a broad assortment of other
applications. In a specific example, the third party applica-
tion 2042 (e.g., an application developed using the
ANDROID™ or [OS™ software development kit (SDK) by
an entity other than the vendor of the particular platform)
may be mobile software running on a mobile operating
system such as JOS™_ ANDROID™, WINDOWS® Phone,
or other mobile operating systems. In this example, the third
party application 2042 may invoke the API calls 2024
provided by the mobile operating system such as operating,
system 2014 to facilitate functionality described herein. In
an example embodiment, the applications 2020 include a
messaging application 2043 that includes the custom pattern
system 160 as part of the application. In another embodi-
ment, the applications 2020 include a stand-alone applica-
tion 2045 that includes the custom pattern system 160.

The applications 2020 may utilize built-in operating sys-
tem functions (e.g., kernel 2028, services 2030 or drivers
2032), libraries (e.g., system libraries 2034, API libraries
2036, and other libranies 2038), frameworks/middleware
2018 to create user interfaces to interact with users of the
system 2000. Alternatively, or additionally, 1n some systems,
interactions with a user may occur through a presentation
layer, such as presentation layer 2044. In these systems, the
application/module “logic” can be separated from the
aspects of the application/module that interact with a user.

Some soltware architectures utilize virtual machines. In
the example of FIG. 20, this 1s illustrated by virtual machine
2048. A virtual machine creates a software environment
where applications/modules can execute as 1f they were
executing on a hardware machine (such as the machine 2100
of FIG. 21, for example). A virtual machine 1s hosted by a
host operating system (operating system 2014 1n FIG. 20)
and typically, although not always, has a virtual machine
monitor 2046, which manages the operation of the virtual
machine 2048 as well as the interface with the host operating
system (1.€., operating system 2014). A soitware architecture
executes within the virtual machine 2048 such as an oper-
ating system 2050, libraries 2052, frameworks/middleware
2054, applications 2056 or presentation layer 2058. These
layers of software architecture executing within the virtual
machine 2048 can be the same as corresponding layers
previously described or may be different.
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FIG. 21 1s a block diagram illustrating components of a
machine 2100, according to some example embodiments,
able to read instructions from a machine-readable medium
(e.g., a machine-readable storage medium) and perform any
one or more ol the methodologies discussed herein. Spe-
cifically, FIG. 21 shows a diagrammatic representation of
the machine 2100 1n the example form of a computer
system, within which instructions 2116 (e.g., software, a
program, an application, an applet, an app, or other execut-
able code) for causing the machine 2100 to perform any one
or more of the methodologies discussed herein can be
executed. For example, the istructions 2116 can cause the
machine 2100 to execute the tlow diagrams of FIGS. 3, 6, 8,
10, 13, and 17. Additionally, or alternatively, the instructions
2116 can implement the communication module 210, the
presentation module 220, the finder module 230, the align-
ment module 240, the decoder module 250, the action
module 260, or the encoder module 270 of FIG. 2, and so
forth. The instructions 2116 transform the general, non-
programmed machine into a particular machine pro-
grammed to carry out the described and illustrated functions
in the manner described. In alternative embodiments, the
machine 2100 operates as a standalone device or can be
coupled (e.g., networked) to other machines. In a networked
deployment, the machine 2100 may operate in the capacity
ol a server machine or a client machine 1n a server-client
network environment, or as a peer machine in a peer-to-peer
(or distributed) network environment. The machine 2100
can comprise, but not be limited to, a server computer, a
client computer, a personal computer (PC), a tablet com-
puter, a laptop computer, a netbook, a set-top box (STB), a
personal digital assistant (PDA), an entertainment media
system, a cellular telephone, a smart phone, a mobile device,
a wearable device (e.g., a smart watch), a smart home device
(e.g., a smart appliance), other smart devices, a web appli-
ance, a network router, a network switch, a network bridge,
or any machine capable of executing the instructions 2116,
sequentially or otherwise, that specity actions to be taken by
the machine 2100. Further, while only a single machine
2100 1s 1llustrated, the term “machine” shall also be taken to
include a collection of machines 2100 that individually or
jomtly execute the instructions 2116 to perform any one or
more of the methodologies discussed herein.

The machine 2100 can include processors 2110, memory/
storage 2130, and /O components 2150, which can be
configured to communicate with each other such as via a bus
2102. In an example embodiment, the processors 2110 (e.g.,
a Central Processing Unit (CPU), a Reduced Instruction Set
Computing (RISC) processor, a Complex Instruction Set
Computing (CISC) processor, a Graphics Processing Unit
(GPU), a Dagital Signal Processor (DSP), an Application
Specific Integrated Circuit (ASIC), a Radio-Frequency Inte-
grated Circuit (RFIC), another processor, or any suitable
combination thereol) can include, for example, processor
2112 and processor 2114 that may execute instructions 2116.
The term “processor” 1s intended to include multi-core
processor that may comprise two or more independent
processors (sometimes referred to as “‘cores”) that can
execute mstructions contemporaneously. Although FIG. 21
shows multiple processors 2110, the machine 2100 may
include a single processor with a single core, a single
processor with multiple cores (e.g., a multi-core processor),
multiple processors with a single core, multiple processors
with multiples cores, or any combination thereof.

The memory/storage 2130 can include a memory 2132,
such as a main memory, or other memory storage, and a
storage unit 2136, both accessible to the processors 2110
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such as via the bus 2102. The storage unit 2136 and memory
2132 store the mstructions 2116 embodying any one or more
of the methodologies or functions described herein. The
instructions 2116 can also reside, completely or partially,
within the memory 2132, within the storage unit 2136,
within at least one of the processors 2110 (e.g., within the
processor’s cache memory), or any suitable combination
thereot, during execution thereol by the machine 2100.
Accordingly, the memory 2132, the storage unit 2136, and
the memory of the processors 2110 are examples of
machine-readable media.

As used herein, the term “machine-readable medium”
means a device able to store instructions and data tempo-
rarily or permanently and may include, but 1s not be limited
to, random-access memory (RAM), read-only memory
(ROM), bufler memory, flash memory, optical media, mag-
netic media, cache memory, other types of storage (e.g.,
Erasable Programmable Read-Only Memory (EEPROM))

or any suitable combination thereof. The term “machine-
readable medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed

database, or associated caches and servers) able to store
instructions 2116. The term “machine-readable medium”™
shall also be taken to include any medium, or combination
of multiple media, that 1s capable of storing instructions
(e.g., mstructions 2116) for execution by a machine (e.g.,
machine 2100), such that the istructions, when executed by
one or more processors of the machine 2100 (e.g., proces-
sors 2110), cause the machine 2100 to perform any one or
more of the methodologies described herein. Accordingly, a
“machine-readable medium™ refers to a single storage appa-
ratus or device, as well as “cloud-based” storage systems or

storage networks that include multiple storage apparatus or
devices. The term “machine-readable medium” excludes
signals per se.

The I/O components 2150 can include a wide variety of
components to receive input, provide output, produce out-
put, transmit information, exchange information, capture
measurements, and so on. The specific I/O components 21350
that are included 1n a particular machine will depend on the

type of machine. For example, portable machines such as
mobile phones will likely include a touch mput device or
other such input mechanisms, while a headless server
machine will likely not include such a touch input device. It
will be appreciated that the I/O components 2150 can
include many other components that are not shown 1n FIG.
21. The I/O components 2150 are grouped according to
functionality merely for simplitying the following discus-
sion and the grouping 1s 1 no way limiting. In various
example embodiments, the /O components 2150 can
include output components 2152 and mmput components
2154. The output components 2152 can include wvisual
components (e.g., a display such as a plasma display panel
(PDP), a light emitting diode (LED) display, a liquid crystal
display (LCD), a projector, or a cathode ray tube (CRT)),
acoustic components (e.g., speakers), haptic components
(e.g., a vibratory motor, resistance mechanisms), other sig-
nal generators, and so forth. The input components 2154 can
include alphanumeric mput components (e.g., a keyboard, a
touch screen configured to receive alphanumeric input, a
photo-optical keyboard, or other alphanumeric mput com-
ponents), point based input components (e.g., a mouse, a
touchpad, a trackball, a joystick, a motion sensor, or other
pointing 1nstruments), tactile input components (e.g., a
physical button, a touch screen that provides location and
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force of touches or touch gestures, or other tactile input
components), audio mput components (€.g., a microphone),
and the like.

In further example embodiments, the I/O components
2150 can include biometric components 2156, motion com-
ponents 2138, environmental components 2160, or position
components 2162 among a wide array of other components.
For example, the biometric components 2156 can include
components to detect expressions (e.g., hand expressions,
facial expressions, vocal expressions, body gestures, or eye
tracking), measure biosignals (e.g., blood pressure, heart
rate, body temperature, perspiration, or brain waves), 1den-
tify a person (e.g., voice 1dentification, retinal identification,
facial identification, fingerprint identification, or electroen-
cephalogram based 1dentification), and the like. The motion
components 2158 can include acceleration sensor compo-
nents (e.g., an accelerometer), gravitation sensor compo-
nents, rotation sensor components (€.g., a gyroscope), and so
forth. The environmental components 2160 can include, for
example, 1llumination sensor components (e.g., a photom-
cter), temperature sensor components (€.g., one or more
thermometers that detect ambient temperature), humidity
sensor components, pressure sensor components (e.g., a
barometer), acoustic sensor components (€.g., one or more
microphones that detect background noise), proximity sen-
sor components (e.g., infrared sensors that detect nearby
objects), gas sensor components (e.g., machine olfaction
detection sensors, gas detection sensors to detect concentra-
tions of hazardous gases for safety or to measure pollutants
in the atmosphere), or other components that may provide
indications, measurements, or signals corresponding to a
surrounding physical environment. The position compo-
nents 2162 can include location sensor components (e.g., a
Global Positioming System (GPS) recerver component), alti-
tude sensor components (e.g., altimeters or barometers that
detect air pressure from which altitude may be derived),
orientation sensor components (e.g., magnetometers), and
the like.

Communication can be implemented using a wide variety
of technologies. The I/O components 2150 may include
communication components 2164 operable to couple the
machine 2100 to a network 2180 or devices 2170 via a
coupling 2182 and a coupling 2172, respectively. For
example, the communication components 2164 include a
network interface component or other suitable device to
interface with the network 2180. In further examples, com-
munication components 2164 include wired communication
components, wireless communication components, cellular
communication components. Near Field Communication

(NFC) components, BLUETOOTH® components (e.g.,
BLUETOOTH® Low Energy), WI-FI® components, and
other communication components to provide communica-
tion via other modalities. The devices 2170 may be another
machine or any of a wide variety of peripheral devices (e.g.,
a peripheral device coupled via a Universal Serial Bus
(USB)).

Moreover, the communication components 2164 can
detect i1dentifiers or include components operable to detect
identifiers. For example, the communication components
2164 can 1include Radio Frequency Identification (RFID) tag
reader components, NFC smart tag detection components,
optical reader components (e.g., an optical sensor to detect
one-dimensional bar codes such as a Umversal Product
Code (UPC) bar code, multi-dimensional bar codes such as
a Quick Response (QR) code. Aztec Code, Data Matrix,
Dataglyph, MaxiCode, PDF417, Ultra Code, Uniform Com-
mercial Code Reduced Space Symbology (UCC RSS)-2D
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bar codes, and other optical codes), acoustic detection
components (e.g., microphones to identily tagged audio
signals), or any suitable combination thereof. In addition, a
variety of information can be derived via the communication
components 2164, such as location via Internet Protocol (IP)
geo-location, location via WI-FI® signal triangulation, loca-
tion via detecting a BLUETOOTH® or NFC beacon signal
that may indicate a particular location, and so forth.

In various example embodiments, one or more portions of
the network 2180 can be an ad hoc network, an intranet, an
extranet, a virtual private network (VPN), a local area

network (LAN), a wireless LAN (WLAN), a wide area
network (WAN), a wireless WAN (W WAN), a metropolitan
area network (MAN), the Internet, a portion of the Internet,
a portion of the Public Switched Telephone Network
(PSTN), a plain old telephone service (POTS) network, a
cellular telephone network, a wireless network, a WI-FI®
network, another type of network, or a combination of two
or more such networks. For example, the network 2180 or a
portion of the network 2180 may include a wireless or
cellular network, and the coupling 2182 may be a Code
Division Multiple Access (CDMA) connection, a Global
System for Mobile communications (GSM) connection, or
other type of cellular or wireless coupling. In this example,
the coupling 2182 can implement any of a variety of types
of data transier technology, such as Single Carrier Radio
Transmission Technology (1xRTT), Evolution-Data Opti-
mized (EVDO) technology, General Packet Radio Service
(GPRS) technology, Enhanced Data rates for GSM Evolu-
tion (EDGE) technology, third Generation Partnership Proj-
ect (3GPP) including 3G, fourth generation wireless (4G)
networks. Universal Mobile Telecommunications System
(UMTS). High Speed Packet Access (HSPA), Worldwide
Interoperability for Microwave Access (WiMAX). Long
Term Evolution (LTE) standard, others defined by various
standard setting organizations, other long range protocols, or
other data transier technology.

The structions 2116 can be transmitted or received over
the network 2180 using a transmission medium via a net-
work 1nterface device (e.g., a network interface component

included 1n the communication components 2164) and uti-
lizing any one of a number of well-known transier protocols
(e.g., Hypertext Transter Protocol (HT'TP)). Similarly, the
istructions 2116 can be transmitted or received using a
transmission medium via the coupling 2172 (e.g., a peer-
to-peer coupling) to devices 2170. The term “transmission
medium”™ shall be taken to include any intangible medium
that 1s capable of storing, encoding, or carrying the mnstruc-
tions 2116 for execution by the machine 2100, and includes
digital or analog communications signals or other intangible
medium to facilitate communication of such software.
FI1G. 22 15 a data tlow diagram of an end to end encryption
method 2200. The method 2200 1s implemented in conjunc-
tion with two client devices—the client device of Alice 2202
and Bob 2206. (The names “Alice” and “Bob” are used as
examples for convenience only. Also, while Alice 2202 and
Bob 2206 are illustrated as being laptop computers, either
Alice 2202 or Bob 2206 may be any computing device, such
as a mobile phone, tablet computer, personal digital assistant
(PDA), digital music player, or desktop computer.) The
client devices Alice 2202 and Bob 2206 communicate with
one another via a server 2204. For example, the server 2204
1s a messaging server and Alice 2202 and Bob 2206 are
mobile devices that include a messaging application asso-
ciated with the server 2204. The client devices Alice 2202
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and Bob 2206 may correspond to client devices 110 of FIG.
1. The server 2204 may correspond to the social messaging
system 130 of FIG. 1.

The method 2200 may be implemented when Alice 2202
and Bob 2206 first begin communicating with one another,
for example, when Alice 2202 and Bob 2206 add one
another as friends in the messaging service or when Alice
2202 or Bob 2206 first join the messaging service.

The method 2200 begins at step 2210-S, where the server
2204, in order to allow for encrypted messaging between
client devices, selects values of g and p. The value p 1s a
large (e.g., greater than a threshold value, such as 10°7 or
10°9) prime number, and the value g is a primitive root
modulo p that 1s less than p and greater than 1. In some
cases, g 1s also a prime number.

As used herein, the phrase “primitive root modulo™
encompasses 1ts plain and ordinary meaning. According to
some examples, a number g 1s a primitive root modulo p 1f
every number coprime to p 1s congruent to a power of g
modulo p. That 1s, for every integer a coprime to p, there 1s
an integer k such that g'k=a (mod p).

The server 2204 notifies Alice 2202 and Bob 2206 of the
values of g and p, which may be accessible to the general
public and to any devices that use the messaging application
associated with the server 2204. In alternative embodiments,
the server 2204 may select different values of g and p for

different client devices, or the values g and p may be selected
at one of the client devices Alice 2202 or Bob 2206.

At step 2220-A, Alice 2202 selects a private key a. The
private key a 1s an integer greater than 1 and less than p. Alice
2202 may store the private key a 1n a secure part of local
memory and may not share the value of a with any other
machine.

Similarly, at step 2220-B, Bob 2206 selects a private key
b. The private key b 1s an integer greater than 1 and less than
p. Bob 2206 may store the private key b 1n a secure part of
local memory and may not share the value of b with any
other machine.

At step 2230-A, Alice 2202 computes its public key
according to the equation: A=g a mod p. Alice 2202 com-
municates 1ts public key A to Bob 2206.

Similarly, at step 2230-B, Bob 2206 computes 1ts public
key according to the equation: B=g b mod p. Bob 2206
communicates 1ts public key A to Alice 2202.

At step 2240-A. Alice 2202 computes a shared secret
according to the equation: s=B a mod p. At step 2240-B.
Bob 2206 computes the same shared secret s, but using a
different equation: s=A"b mod p. The shared secret s is
stored 1n the local memory of Alice 2202 and in the local
area of Bob 2206, 1n some cases, 1n a secure part of the local
memory. It should be noted that both Alice 2202 and Bob
2206 compute the same shared secret, using a combination

of private and public values to reach the result.
As shown at blocks 2250-A, 2250-B, and 2250-S, after

steps 2240-A and 2240-B, g, p. A. and B are public values
known to Alice 2202, Bob 2206, and the server 2204. The
private keys a 1s a private value that 1s only known to Alice
2202. Similarly, the private keys b 1s a private value that 1s
only known to Bob 2206. The shared secret s 1s a private
value that 1s known only to Alice 2202 and to Bob 2206, but
not to the server 2204.

After implementing the method 2200. Alice 2202 and Bob
2206 may communicate with one another by encrypting
messages with the shared secret s before transmission and
decrypting messages with the shared secret s after transmis-
sion. The encrypted messages can be decrypted by Alice
2202 and by Bob 2206, but not by any eavesdroppers who
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may have access to the server 2204. Furthermore, by veri-
tying that a message was encrypted with s. Alice 2202 can
verily that the message was sent by Bob 2206, and Bob 2206
can verily that the message was sent by Alice 2202, since
only Alice 2202 and Bob 2206 know the value of the shared
secret s. In some cases, the shared secret s 1s run through a
key dertvation function, and the output of the function 1s
used to encrypt data.

According to one example implementation, at step 2210-
S, the server 2204 selects g=5 and p=23. (In most imple-
mentations, larger values of g or p may be used. However,
small numbers are used here for simplicity of explanation.)

At steps 2220-A and 2220-B, the values a=6 and b=15 are
selected.

Thus, at steps 2230-A and 2230-B, Alice 2202 computes
A=g"a mod p=5 6 mod 23=8. Bob 2206 computes B=g'b
mod p=5"15 mod 23=19.

At steps 2240-A and 2240-B. Alice 2202 computes the
shared secret s=B"a mod p=19"6 mod 23=2. Bob 2206
computes, via a different equation, the shared secret s=A"b
mod p=8"15 mod 23=2. It should be noted that both Alice
2202 and Bob 2206 arrive at the same shared secret s=2,
using different inputs to compute the shared secret s.

Alice 2202 may periodically modity a value of the private
key a, for example, alter a passage of a predetermined time
pertod or after sending a predetermined number of mes-
sages. Upon modilying the private key a, Alice 2202 re-
computes 1ts public key A based on the modified value of 1ts
private key a. Alice 2202 notifies Bob 2206 of the re-
computed value of the public key A. Alice 2202 re-computes
the shared secret s of Alice 2202 and Bob 2206 based on the
modified value of the private key a. Upon receiving a
notification, from Alice 2202, that the public key A of Alice
2202 has changed, Bob 2206 re-computes the shared secret
s ol Alice 2202 and Bob 2206 based on the modified value
of the public key A.

Similarly. Bob 2206 may periodically modily a value of
the private key b, for example, after a passage of a prede-
termined time period or after sending a predetermined
number of messages. Upon modifying the private key b, Bob
2206 re-computes its public key B based on the modified
value of its private key b. Bob 2206 notifies Alice 2202 of
the re-computed value of the public key B. Bob 2206
re-computes the shared secret s of Alice 2202 and Bob 2206
based on the modified value of the private key b. Upon

receiving a notification, from Bob 2206, that the public key
B of Bob 2206 has changed. Alice 2202 re-computes the

shared secret s of Alice 2202 and Bob 2206 based on the
modified value of the public key B.

According to some implementations, User-A may 1install
a messaging application on a client device. Upon 1nstalla-
tion, the messaging application generates a long-term asym-
metric signing key and N short-term asymmetric data
encryption keys. In order to communicate with the client
device of User-B, the client device of User-A needs to obtain
the public encryption keys for User-B. In some examples,
the public encryption keys are exchanged during the “Add
friend” procedure, which 1s implemented when User-A and
User-B 1ndicate that they wish to communicate with one
another in the messaging application. The public keys are
stored at a server or a data repository associated with the
messaging application (e.g., server 2204) and are obtained
by the client devices of User-A and User-B, by accessing the
server or the data repository over a network. Alternatively,
the public encryption keys may be exchanged the first time
User-A sends a message to User-B or User-B sends a
message to User-A. When the first message 1s sent or when
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the “add friend” procedure 1s implemented, the public keys
can be obtained from the server (e.g., server 2204) or from
the communication partner (e.g., Alice 2202 can obtain the
public key of Bob 2206 from Bob 2206). The public keys are
stored either 1n a server or data repository associated with
the messaging application or on the devices of the users
having the public keys (e.g., User-A’s public key 1s stored on
User-A’s client device). As noted above, client devices may
occasionally modity their public and private keys to increase
security 1n the unlikely event that a key 1s accidentally
compromised by “hacking” into the client device or by
guessing the value of the key.

According to some implementations, the server verifies,
by communicating with the client device, that a message 1s
successtully decrypted at the client device. If the message 1s
not successiully decrypted, the server checks whether the
public key of the communication partner has changed and,
if so, updates the public key provided to the client device.
The server checks, by accessing the client device receiving
the message, whether the public key of the client device
receiving the message has changed and, if so, updates the
public key stored at the communication partner device and
instructs the communication partner device to attempt re-
encoding (e.g., re-wrapping) and re-transmission of the
message using the new public key of the client device by
transmitting an instruction over the network. According to
some 1mplementations, the user may be able to view when
his/her conversations are encrypted. For example, text or an
image associated with encryption may be presented 1n a
corner of the screen.

According to some implementations, a recipient who 1s
logged out of the messaging application may have no
available key material. In this case, the sender of the
message may be notified that the recipient i1s logged out. The
sender may be oflered to wait to send the message until the
recipient logs in, when the key material can be obtained
from the recipient for encrypting the message. Alternatively,
the sender may be offered to send the message to the
recipient without using encryption. In some cases, when
encryption 1s always required, an error message may be
presented.

According to some implementations, a first client device
implementing a messaging application generates a 128-bit
manifestation of its signing public key. For example, the first
client device extracts 128-bits from a secure hash algorithm-
256 (SHA-256) hash or other cryptographic hash function.
The user of the first client device can then display his/her
public key on the screen of the first client device, 1n a printed
paper, within a social networking service, or the like. A user
of a second client device can indicate, to the second client
device, that he/she wishes to communicate with the user of
the first client device 1n a secure manner. The user can scan,
into the second client device, data that possibly corresponds
to the public key of the first client device. The second client
device verifies that the signing key of the first client device
matches the data that was scanned. If the signing key of the
first client device matches the data that was scanned, the
signing key 1s marked as trusted, and i1s used for secure
communication between the first client device and the
second client device. FIG. 22 describes one approach to
encryption. However, 1n alternative implementations, difler-
ent approaches to encryption can be used in place of the
approach described 1n FIG. 22. For example, some 1mple-

mentations of the subject technology use the Elliptic Curve
Diflie Hellman (ECDH) algorithm for encryption.
FIG. 23 15 a flow chart of a method 2300 for verifying that

a message 1s from a communication partner based on
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information stored in an 1mage. The method 2300 may be
implemented in conjunction with the end to end encryption
method 2200 of FIG. 22. The method 2300 may be imple-
mented at a client device, such as one of the client devices
110. Alice 2202, or Bob 2206.

The method 2300 begins at step 2310, where the client
device accesses an 1mage. The image includes a geometric
shape, such as a square or rectangle with rounded circles.
For example, the image may be the optical barcode 406 of
FIG. 4. In some examples, the client device accesses the
image by pointing a camera of the client device at the image.
Alternatively, the client device may access the image via a
web browser, a social networking application, a messaging,
service, etc., executing on the client device. For example, the
image may be displayed, by the web browser or other
application, on the screen of the client device.

At step 2320, the client device determines whether a
candidate shape 1s mside the geometric shape. For example,
the client device may detect a shape within the geometric
shape. The client device may compare the detected shape
with a set of reference shapes to determine a similarity score.
The client device may determine whether the similarity
score exceeds a threshold, and determine whether the can-
didate shape 1s 1nside the geometric shape based on the
similarity score exceeding the threshold. If the candidate
shape 1s 1inside the geometric shape, the method 2300
continues to step 2330. Otherwise, the method 2300 ends.

At step 2330, the client device determines, using the
candidate shape, an orientation of the geometric shape. For
example, 1f the geometric shape 15 a rectangle, determining
the orientation of the geometric shape may include deter-
mimng an upward direction of the candidate shape, and
setting an upward direction of the geometric shape based on
the upward direction of the candidate shape and based on a
direction of a side of the rectangle. According to some
examples, the set upward direction of the geometric shape 1s
perpendicular or parallel to the side of the rectangle. Accord-
ing to some examples, a ray corresponding to the set upward
direction of the geometric shape and a ray corresponding to
the determined upward direction of the candidate shape
make an angle of less than 45 degrees.

At step 2340, the client device determines a public key B
ol a communication partner device by decoding, based on
the determined orientation, data encoded within the geomet-
ric shape. The decoding may be completed using any of the
approaches described herein for decoding information from
an 1mage or any other known approaches. In some cases, the
public key B 1s encoded 1n the geometric shape, for example,
in binary code with dots representing the digit 1 and blank
spaces representing the digit 0. Alternatively, a code
encoded 1n the geometric shape 1s used to access a server or
a data repository. The server or the data repository stores a
data structure (e.g., hash table, matrix, list, etc.) that 1s used
to look up the public key B with the code encoded in the
geometric shape. As a result of the use of the server or the
data repository, a short (e.g., 256 bit) code encoded 1n the
geometric shape can be used to look up a longer (e.g., 2048
or 3072 bit) public key. In some cases, as described 1n
greater detail below, the client device reads, from the
scanned 1mage, a transiformation of the value of B, rather
than the actual value. The client device then verifies that a
locally stored value of B 1s correct based on the read
transformation of B.

At step 2350, the client device receives a message pur-
porting to be from the commumnication partner device.

At step 2360, the client device verfies, based on the
public key B of the communication partner device, whether
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the message 1s from the communication partner device. For
example, the client device attempts to decode the message
using a shared secret s, which 1s computed using the public
key B of the communication partner device using the
techniques described herein in conjunction with FIG. 22.

At step 2370, the client device determines whether the
message 1s verifled to be from the communication partner
device using the result of step 2360. If the message 1is
verified to be from the communication partner device, the
computing device outputs (e.g., via a display unit) the
message at step 2380. In some cases, the output of the
message mcludes the text of the message and an 1indication
of (e.g., text or an 1mage associated with) the communica-
tion partner device. If the message 1s not verified to be from
the communication partner device, the computing device
outputs an error indicator at step 2390. After step 2380 or
step 2390, the method 2300 ends.

In some cases, the number of bits that can be encoded
within the 1mage may be limited. For example, the image
may have space for 128 bits, while the public key B may be
255 bits long. In these cases, when generating the 1image, the
server computes a hash SHA-256 (public key B) and trun-
cates the output to 128 bits. The truncated 128 bits are then
encoded within the image. To verily the image, the client
device selects a communication partner and scans the image
to get the communication partner’s public key B. The client
device then finds a local copy of the communication part-
ner’s public key B, computes the hash, and truncates to 128
bits. The client device then verfies that the two 128 bit
values are the same. In summary, 1n some cases, the 1image
that 1s scanned does not include the public key 1itself and
instead includes a transformation of the public key B.

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed 1n the order illustrated. Structures and
functionality presented as separate components in example
configurations may be implemented as a combined structure
or component. Similarly, structures and functionality pre-
sented as a single component may be implemented as
separate components. These and other variations, modifica-
tions, additions, and improvements fall within the scope of
the subject matter herein.

Although an overview of the inventive subject matter has
been described with reference to specific example embodi-
ments, various modifications and changes may be made to
these embodiments without departing from the broader
scope of embodiments of the present disclosure. Such
embodiments of the inventive subject matter may be referred
to herein, individually or collectively, by the term “inven-
tion” merely for convenience and without intending to
voluntarily limit the scope of this application to any single
disclosure or inventive concept 1 more than one 1s, 1n fact,
disclosed.

The embodiments 1llustrated herein are described in sui-
ficient detail to enable those skilled 1n the art to practice the
teachings disclosed. Other embodiments may be used and
derived therefrom, such that structural and logical substitu-
tions and changes may be made without departing from the
scope of this disclosure. The Detailed Description, therefore,
1s not to be taken 1n a limiting sense, and the scope of various
embodiments 1s defined only by the appended claims, along
with the full range of equivalents to which such claims are
entitled.
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As used herein, the term “or” may be construed in either
an inclusive or exclusive sense. Moreover, plural instances
may be provided for resources, operations, or structures
described herein as a single nstance. Additionally, bound-
aries between various resources, operations, modules,
engines, and data stores are somewhat arbitrary, and par-
ticular operations are illustrated 1 a context of specific
illustrative configurations. Other allocations of functionality
are envisioned and may fall within a scope of various
embodiments of the present disclosure. In general, structures
and functionality presented as separate resources in the
example configurations may be implemented as a combined
structure or resource. Similarly, structures and functionality
presented as a single resource may be implemented as
separate resources.

['hese and other variations, modifica-
tions, additions, and improvements fall within a scope of
embodiments of the present disclosure as represented by the
appended claims. The specification and drawings are,
accordingly, to be regarded in an illustrative rather than a
restrictive sense.

What 1s claimed 1s:

1. A method comprising:

determining a public signing key (B) of a communication

partner device by decoding data encoded within the
1mage;

receiving a message at a computing device;

veritying, based on the public signing key of the com-

munication partner device, whether the message 1s
from the communication partner device;

providing an output including the message and an 1ndi-

cation of the communication partner device 1f the
message 15 verified to be from the commumication
partner device;

providing an output indicating an error if the message 1s

not verified to be from the communication partner
device;

generating, at the computing device, a private key (a) of

the computing device;
computing a public signing key (A) of the computing
device, the public signing key of the computing device
being computed according to an equation: A=g a mod
p, wherein p 1s a prime number that exceeds a thresh-
old, and g 1s a primitive root modulo p;

computing a shared secret (s) of the computing device and
the communication partner device according to an
equation: s=B"a mod p;

decrypting the received message using the shared secret;

encrypting a second message using the shared secret; and

transmitting the second message to the communication
partner device.

2. The method of claim 1, wheren p, g, A, and B are
publicly accessible values, and wherein the private key (a)
of the computing device 1s a secret value stored securely at
the computing device.

3. The method of claim 1, further comprising:

periodically modifying a value of the private key (a) of the

computing device after a passage of a predetermined
time period or after sending a predetermined number of
messages;
re-computing the public signing key (A) of the computing
device based on the modified value of the private key
(a) of the computing device;

notifying the communication partner device of the re-
computed value of the public signing key (A) of the
computing device; and
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re-computing the shared secret (s) of the computing
device and the communication partner device based on
the modified value of the private key (a) of the com-
puting device.

4. The method of claim 1, further comprising:

recerving a notification that the public signing key (B) of
the communication partner device has changed; and

re-computing the shared secret(s) of the computing device
and the communication partner device based on the
changed value of the public signing key (B) of the
communication partner device.

5. The method of claim 1, further comprising capturing,

the 1mage via a camera of the computing device.

6. The method of claim 1, further comprising receiving
the 1mage via a web browser, a social networking applica-
tion, or a messaging service.

7. The method of claim 1, further comprising:

determining the image includes a geometric shape;

determining a candidate shape i1s inside the geometric
shape;

determining, using the candidate shape, an orientation of
the geometric shape, wherein determining that the
candidate shape i1s inside the geometric shape com-
Prises:

detecting a shape within the geometric shape,

comparing the detected shape with a set of reference
shapes to determine a similarity score, and

determiming that the similarity score exceeds a threshold
to determine that the candidate shape i1s inside the
geometric shape.

8. The method of claim 1, wherein the geometric shape
comprises a rectangle with rounded corners, and wherein
determining the orientation of the geometric shape com-
prises: determining an upward direction of the candidate
shape; and setting an upward direction of the geometric
shape based on the upward direction of the candidate shape
and based on a direction of at least one side of the rectangle.

9. The method of claim 1, wherein the set upward
direction of the geometric shape 1s perpendicular or parallel
to the at least one side of the rectangle.

10. The method of claim 9, wherein a ray corresponding
to the set upward direction of the geometric shape and a ray
corresponding to the determined upward direction of the
candidate shape make an angle of less than 45 degrees.

11. A system comprising:

hardware processing circuitry;

a hardware memory storing instructions that when
executed, configure hardware processing circuitry to
perform operations comprising:

determining a public signing key (B) of a communication
partner device by decoding, data encoded within the
1mage;

recerving a message at a computing device;

verifying, based on the public signing key of the com-
munication partner device, whether the message 1is
from the communication partner device;

providing an output including the message and an 1ndi-
cation of the communication partner device 1f the
message 1s verified to be from the commumnication
partner device;

providing an output indicating an error if the message 1s
not verified to be from the commumication partner
device;

generating, at the computing device, a private key (a) of
the computing device;

computing a public signing key (A) of the computing
device, the public signing key of the computing device
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being computed according to an equation: A=g a mod
p, wherein p 1s a prime number that exceeds a thresh-
old, and g 1s a primitive root modulo p;

computing a shared secret (s) of the computing device and
the communication partner device according to an
equation: s=B"a mod p;

decrypting the received message using the shared secret;

encrypting a second message using the shared secret; and

transmitting the second message to the communication
partner device.

12. The system of claim 11, wherein p, g, A, and B are
publicly accessible values, and wherein the private key (a)
of the computing device 1s a secret value stored securely at
the computing device.

13. The system of claim 11, further comprising:

periodically moditying a value of the private key (a) of the

computing device alter a passage of a predetermined
time period or after sending a predetermined number of
messages;
re-computing the public signing key (A) of the computing
device based on the modified value of the private key
(a) of the computing device;

notifying the communication partner device of the re-
computed value of the public signing key (A) of the
computing device; and

re-computing the shared secret (s) of the computing

device and the communication partner device based on
the modified value of the private key (a) of the com-
puting device.
14. The system of claim 11, further comprising:
receiving a notification that the public signing key (B) of
the communication partner device has changed; and

re-computing the shared secret (s) of the computing
device and the communication partner device based on
the changed value of the public signing key (B) of the
communication partner device.

15. The system of claim 11, the operations further com-
prising capturing the image via a camera of the computing,
device.

16. The system of claim 11, the operations further com-
prising receiving the image via a web browser, a social
networking application, or a messaging service.

17. The system of claim 11, the operations further com-
prising:

determining the image includes a geometric shape;

determining a candidate shape 1s inside the geometric

shape;

determining, using the candidate shape, an orientation of

the geometric shape, wherein determiming that the
candidate shape i1s inside the geometric shape com-
Prises:
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detecting a shape within the geometric shape,

comparing the detected shape with a set of reference
shapes to determine a similarity score, and

determining that the similarity score exceeds a threshold
to determine that the candidate shape 1s inside the

geometric shape.

18. The system of claim 17, wherein the geometric shape
comprises a rectangle with rounded corners, and wherein
determining the orientation of the geometric shape com-
Prises:

determining an upward direction of the candidate shape;

and

setting an upward direction of the geometric shape based

on the upward direction of the candidate shape and
based on a direction of at least one side of the rectangle.

19. The system of claim 18, wherein a ray corresponding
to the set upward direction of the geometric shape and a ray
corresponding to the determined upward direction of the
candidate shape make an angle of less than 45 degrees.

20. A non-transitory computer readable medium compris-
ing instructions that when executed configure hardware
processing circuitry to perform operations comprising;:

determiming a public signing key (B) of a communication

partner device by decoding, data encoded within the
1mage;

recerving a message at a computing device;

veritying, based on the public signing key of the com-

munication partner device, whether the message 1s
from the communication partner device;

providing an output including the message and an 1ndi-

cation of the communication partner device 1f the
message 1s verified to be from the communication
partner device;

providing an output indicating an error if the message 1s

not verified to be from the communication partner
device;

generating, at the computing device, a private key (a) of

the computing device;
computing a public signing key (A) of the computing
device, the public signing key of the computing device
being computed according to an equation: A=g a mod
p, wherein p 1s a prime number that exceeds a thresh-
old, and g 1s a primitive root modulo p;

computing a shared secret (s) of the computing device and
the communication partner device according to an
equation: s=B"a mod p;

decrypting the received message using the shared secret;

encrypting a second message using the shared secret; and

transmitting the second message to the communication
partner device.
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