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SYSTEMS AND METHODS FOR DYNAMIC
ITERATION CONTROL IN A LOW-DENSITY

PARITY-CHECK (LDPC) DECODER

CROSS-REFERENCE TO RELATED
APPLICATION

This disclosure 1s a continuation of and claims priority to

U.S. Non-Provisional application Ser. No. 14/829,257, filed
Aug. 18, 2015 (now allowed), which 1 turn claims the

benefit of U.S. Provisional Patent Application No. 62/044,

849, filed Sep. 2, 2014. The atorementioned applications are
hereby incorporated by reference herein in their entireties.

FIELD OF US.

(Ll

This disclosure relates to a decoding scheme 1n a wireless
data transmission system, for example, a wireless local area
network (WLAN) implementing the IEEE 802.11 standard,
which can be used to provide wireless transier of data in
outdoor deployments, outdoor-to-indoor communications,
and device-to-device (P2P) networks.

BACKGROUND OF THE DISCLOSURE

The background description provided herein 1s for the
purpose of generally presenting the context of the disclo-
sure. Work of the inventors hereot, to the extent the work 1s
described in this background section, as well as aspects of
the description that may not otherwise qualily as prior art at
the time of filing, are neither expressly nor impliedly admut-
ted to be prior art against the present disclosure.

Low-density parity-check (LDPC) code can be used to
encode data packets in wireless transmission. At a wireless
receiver, when a wireless signal 1s received, the recerved
signal can be decoded via a maximum likelihood decoding
scheme 1implemented via an 1terative decoding process. The
more 1iterations the LDPC decoder employs, the better the
decoding performance may be. However, the available
decoding time for a codeword (CW) or a data packet is
limited. For example, for a normal guard interval (GI) under
the 802.11 standard, the decoding time for each symbol 1s
Ops. For a short GI, the decoding time for each symbol 1s 3.6
us. Thus, a tradeoil can exist between the decoding time and
the decoding performance.

In the current systems, the iteration number of a LDPC
decoder 1s determined using an average number based on
empirical data. For example, an average number of iterations
for a noisy CW received in the wireless signal 1s 5 iterations.
Different signal quality may lead to different decoding
performance. For a low-noise corrupted CW, a small number
of decoding 1terations can achieve successiul decoding
results; for a noisy CW, more iterations may be needed.
Thus, using the same number of 1iterations for all received
CWs can be meflicient for low-noise corrupted CWs, and
inaccurate for high-noise corrupted CWs.

SUMMARY

Systems and methods described herein provides a method
tor dynamically allocating an iteration number for a decoder.
The method 1ncludes receiving, at an mput buller, an 1mput
signal including at least one data packet. The method further
includes calculating a first 1iteration number for decoding the
at least one data packet. The method further includes moni-
toring at least one of available space of the input butler and
available decoding time for the at least one data packet. The

10

15

20

25

30

35

40

45

50

55

60

65

2

method further includes dynamically adjusting the first
iteration number to a second 1teration number based on the
available space or the available decoding time to continue
decoding the at least one data packet.

In some implementations, the at least one data packet
includes one or more symbols, and the one or more symbols
are encoded 1nto one or more codewords.

In some implementations, calculating the first iteration
number includes using a register defined maximum iteration
value. Calculating the first iteration number further includes
determining a number of decoding cores based on a number
of symbols 1n the at least one data packet, a number of
codewords 1n the at least one data packet, or a type of an
encoding scheme of the at least one data packet, and
determining an average iteration number based on the num-
ber of decoding cores.

In some implementations, the method further includes
monitoring remaining iterations to be run for an un-decoded
codeword 1ncluded in the at least one data packet.

In some 1mplementations, dynamically adjusting the first
iteration number to the second iteration number includes

increasing the first 1teration number when there 1s enough
decoding time, reducing the first iteration number when a
guard interval associated with the at least one data packet 1s
short, or reducing the first iteration number when the 1nput
buffer 1s near full.

In some 1mplementations, the dynamically adjusting fur-
ther includes reducing the first iteration number for a
remaining un-decoded codeword in the at least one data
packet during a last symbol period.

In some 1mplementations, the dynamically adjusting fur-
ther includes determining that there 1s insuflicient time for a
last symbol 1n the at least one data packet, and stopping
decoding the at least one data packet.

In another embodiments, systems and methods described
herein provides a system for dynamically allocating an
iteration number for a decoder. The system includes an 1input
bufler that receives an input signal including at least one data
packet. The system further includes an iteration control unit
that calculates a first iteration number for decoding the at
least one data packet, momtors at least one of available
space of the iput bufler and available decoding time for the
at least one data packet, and dynamically adjusts the first
iteration number to a second 1teration number based on the
available space or the available decoding time to continue
decoding the at least one data packet.

BRIEF DESCRIPTION OF THE DRAWINGS

Further features of the disclosure, its nature and various
advantages will become apparent upon consideration of the
tollowing detailed description, taken in conjunction with the
accompanying drawings, in which like reference characters
refer to like parts throughout, and 1n which:

FIG. 1 provides an exemplary block diagram 1llustrating,
an example wireless receiver system 100 that includes a
LDPC decoder.

FIG. 2 provides an exemplary block diagram illustrating
an infrastructure of a wireless receiver decoding block 100
for LDPC decoding.

FIG. 3 provides an exemplary block diagram illustrating
an inirastructure of a wireless receiver decoder block 300
including an 1teration control unit 310 for LDPC decoding.

FIG. 4 provides an exemplary logic tlow diagram 1llus-
trating aspects of dynamic iteration number control for an
LDPC decoder.
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FIG. 5 provides an exemplary logic tlow diagram 1llus-
trating aspects of adjusting an iteration limit based on the

logarithmic likelihood ratio (LLR) bufler space and decod-
ing time (e.g., 405 1 FIG. 4).

FIG. 6 provides an exemplary logic flow diagram illus-
trating aspects of dynamic 1teration control functions (e.g.,
realized 1n the rx_iter_ctrl module 310 1n FIG. 3).

FIGS. 7-13 provide exemplary block diagrams 1llustrating,

aspects of an input bufler scheduling mechanism for an
LDPC decoder (e.g., 110 1n FIG. 1).

DETAILED DESCRIPTION

This disclosure describes methods and systems for
dynamic 1teration control for an LDPC decoder. According
to this disclosure, the maximum iteration number or limit of
the iterative decoding scheme to decode an LDPC CW
received at a wireless receiver can be dynamically config-
ured and adjusted, based on monitoring the available input
bufler space, and/or the available decoding time. For
example, instead of using a fixed number of iterations to
decode all incoming data packets or all data symbols
received 1n a data packet, the decoder at the wireless recetver
may reduce the iterations when the input bufler 1s near full,
or the available decoding time 1s limited (e.g., when the
decoding has taken a time period close to the GI); or the
decoder may allow more iterations to improve decoding
accuracy when the mput bufler has suflicient space to
receive mcoming data traflic, or the remaining available
decoding time 1s suthicient. In this way, the iteration limit can
be dynamically determined or adjusted to avoid packet loss
due to bufler congestion, and to improve decoding perfor-
mance by allowing the maximum possible 1terations. Any or
all of the blocks or layers described 1n the disclosure can be
implemented by software instructions encoded on transitory
or non-transitory computer-readable media.

FIG. 1 provides an exemplary block diagram illustrating
an example wireless recerver system 100 that includes an
LDPC decoder. The embodiments described herein may be
implemented at a wireless recerver system 100, which can be
used 1 a wireless data transmission system within a wireless
network. For example, wireless networks can include, but
not be limited to, a WiF1 network, a 3G/4G cellular network,
a Bluetooth network, and/or the like. A wireless signal 101
may be recerved at the recerver 102. The received signal can
be demodulated at a demodulator 105, and be sent to a
decoder 110. The decoder 110 may include an mput bufler
115 to store the received data packets/symbols, and a
decoder core 116. The decoder core 116 can adopt an
iterative decoding procedure to decode the received data
symbols.

For example, CWs from the demodulator 105 can be
buflered at the mput bufler 115. If the arriving CW has an
available bufler (bufller that 1s empty or has been processed
and can be written to again), then the CW 1s placed 1in one
of the empty buflers. The CW currently under decoding can
continue. If there are no empty bullers (e.g., all occupied),
then the currently decoded CW can be terminated. In such a
case, the bufler locked for decoding the current CW may be
forced to get freed by aborting or terminating the decoding
before the new CW arrives. For another example, not all
CWs may need a same amount of decoding time. The
decoding of some CWs can be accomplished 1n a small
number of iterations to return a found CW. Thus, the
decoding time that would be allocated to these CWs may be
distributed to other CWs that may need more iterations to
improve decoding efliciency. In general, the more buflers
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4

that are available or the more decoding time that 1s allow-
able, the more 1terations that can be performed for decoding.

In one implementation, the decoding core 116 can
dynamically set and/or adjust an iteration limit for the
decoding process to improve decoding resource efliciency,
as further illustrated in FIGS. 4-6.

In another implementation, the decoder 110 may employ
a dynamic mput bufler scheduling scheme to reduce decod-
ing latency, as further i1llustrated in FIGS. 7-12. For example,
a group of mput bullers can take turns to decode or receive
an incoming CW such that a CW in one of the mput bullers
can take a maximum amount of decoding time, as long as
other input buflers are available to receive the new CW.

When a CW 1s found at the decoding code 116, the
decoded data bits 120 may be output to a processor for
further data processing.

FIG. 2 provides an exemplary block diagram illustrating
an infrastructure of a wireless receiver decoding block 200
for LDPC decoding. The decoding block 200 can receive a
LLR mput value 201 for a CW, which may be passed from
a demodulator. The LLR mput 201 may then be transmaitted
to a Sync_in/Misr module 202, which includes a signature
auto-test function of the LDPC decoder cores 205. Thus, the
LLR mputs 201 can either come from outside (e.g., a
demodulator 105 1 FIG. 1) or generated from inside (e.g.,
based on auto-testing of the LDPC decoder cores 205).

The LLR preprocessing module 203 may preprocess the

received LLR values (e.g., dynamic adjustment of the LLR
values, etc.), and send the preprocessed LLR values to the
srdes rx_ctrl module 204. The srdes rx ctrl module 204
may then accept the mput LLR for each CW, and allocate
one of the three LDPC decoder cores 205 for decoding the
istant CW. The srdes_rx_ctrl module 204 may then deter-
mine how to put the LLR values into a CW, and may then
allocate one LLR memory umit (included in the LDPC
decoder core 205, not shown 1n FIG. 2) associated with the
selected LDPC decoder core, and two Hard Decision (HD)
memory units (included 1n the LDPC decoder core 205, not
shown 1n FIG. 2) storing HD decoding results of the selected
LDPC decoder core, to accomplish the decoding job. The
srdes_llrmem_status module 206 can include a dynamic
memory management unit to monitor the LLR memory
occupation, €.g., 9 LLR memory units can be used for the 3
LDPC decoder cores 205 (3/core) in FIG. 2. The srdes_h-
dmem_status module 207 can monitor the HD memory unit
occupation, ¢.g., 24 HD memory units can be used for the 3
LDPC decoder cores 205 (8/core) in FIG. 2. The srdes_h-
dmem status module 207 further monitors what to read-in
or read-out from the HD memory and what 1s available after
decoding 1s accomplished.
T'he srdes_itr_ctrl module 210 may check the availability
of LDPC decoder core and memory, and whether there 1s
CWs waiting to be decoded, then send requests to ask for an
extra HD working memory to start a new CW decoding
process. The reg_file module 212 may manage all the
control registers used i1n the LDPC decoder cores 205, and
may send register data to the sync_in/misr module 202, LLR
preprocessing module 203, srdes_rx_ctrl module 204, and
srdes tx ctrl module 211. The srdes tx ctrl module 211 may
control and send out the decoded bits 215 to a modem data
intertace (MDI) for processing when a CW 1s being decoded
at the LDPC decoder cores 205, and may release the
occupied LLR and HD memory units accordingly.

The LDPC decoder cores 205 may employ an iterative
procedure to decode received symbols, for example, layered
beliet-propagation (BP) decoding, min-sum (MS) decoding,
and/or the like. The iteration limit (e.g., the number of

-
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iterations to be run by the LDPC decoder cores 205) can be
set by the rx_iter_ctrl module 310 in FIG. 3. The LDPC
decoder core 205 may terminate decoding early before
reaching the iteration limit. For example, the LDPC decoder
may terminate decoding early when a CW 1s found. For
another example, the decoding may be abandoned when the
calculated syndrome weight after a number of iterative
cycles exceeds a programmable threshold (e.g., the LDPC
decoder core may abandon the decoding job 1f after 16
iterations, the syndrome weight 1s beyond a tolerable thresh-
old). The syndrome weight calculated at each iterative cycle
can be a precursor to the probability of decoding conver-
gence. A large intermediate syndrome weight indicates that
the probability of convergence will be very low, and the
LDPC decoder core 205 may abort decoding 1n order to save
power.

FIG. 3 provides an exemplary block diagram illustrating
an 1nfrastructure of a wireless receiver decoder block 300
including an 1teration control unit 310 for LDPC decoding.
Similar to the decoder structure 200 1n FIG. 2, the decoder
block 300 may recerve a LLR mput 301 per each symbol at
an mput bufler wr_ctrl 302, which may write data to an
8x256x128 memory per symbol A tone-mapper module 311
may be adopted to perform tone mapping under 802.11ac,
and may be bypassed under 802.11n. The rd_ctrl module
304 may read data from memory 303 per CW, and restruc-
ture data for shortening, puncturing, or repetition.

The rx_param_cal module 306 may calculate modulation
and coding scheme (MCS) and LDPC parameters, such as
the number of symbols, CWs, shortening bits, repeating bits,
puncturing bits, and/or the like. The RX_ITER_CTRL mod-
ule 310 may dynamically control the iteration numbers of
LDPC decoding, and send the dynamically-set iteration
number 321 to the LDPC decoder code 305. The LDPC
decoder core 305 can then use and schedule 3 2x2 LDPC dec
core to decode up to 6 CWs at the same time. The HD ctrl
module 307 can get 27 bits/cycle from the LDPC decoder
core 305, remove shortenming bits, and send 16 bits/cycle to
the descrambler 312. The descrambler 312 may then output
every cycle to MDI throughput 315, e.g., at 320 MHz.

FIG. 4 provides an exemplary logic tlow diagram 1llus-
trating aspects of dynamic iteration number control for a
LDPC decoder. The work flow shown in FIG. 4 may be
performed by an iteration control unit such as the rx_iter_c-
trl module 310 1n FIG. 3. Starting at 401, a LDPC decoder
may recerve a wireless signal at an input bufler. The wireless
signal may include multiple data packets, each of which may
turther include multiple data symbols encoded in CWs. The
LDPC decoder may use a register (e.g., 102 m FIG. 1)
defined maximum 1teration value to start decoding, at 402.
An 1teration control unit (e.g., 310 1n FIG. 3) of the LDPC
decoder may calculate an iteration limit per data packet, at
403, e¢.g., when the LLR bufler (e.g., inside 205 in FIG. 2)
has suflicient space. The 1teration control unit may switch to
allocate an iteration limit per symbol when the LLR builer
1s near full.

The iteration control unit may monitor the LLR bufier and
available decoding time, at 404. For example, for each
decoding cycle, for a normal GI under the 802.11, the
decoding time for each symbol 1s Ops. For a short GI the
decoding time for each symbol 1s 3.6 us. The iteration
control unit may then adjust the iteration limit based on the
available LLR bufler space and decoding time, at 405, and
then use the adjusted iteration limit for LDPC decoding, at
406.

FIG. 5 provides an exemplary logic flow diagram illus-

trating aspects of adjusting an iteration limit based on the
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LLR bufler space and decoding time (e.g., 405 1n FIG. 4).
When the LLR bufler 1s near full (e.g., 75%, 80% full or any
other percentage) at 501, the iteration control unit may
calculate an 1teration limit per symbol instead of per packet,
at 503. The 1teration control unit may optionally (as shown
at the dashed line from 503 to 505) revoke a register control
option to reduce 1teration limit, at 305. Otherwise, when the
LLR bufler has suflicient remaining space, the iteration limait
per packet may be calculated, e.g., as shown at 403 1n FIG.
4.

The iteration control unit may also monitor the decoding
time per decoding cycle. When there 1s enough time for the
remaining undecoded CWs at 507, the iteration control unit
may ivoke a register control option to increase iteration
limit (e.g., by 1, etc.) Or alternatively, when there 1sn’t
enough time at 507, e.g., within a short GI, the iteration
control unit may proceed with 505 to reduce 1iteration limat.
Specifically, when the decoding time 1s isuflicient at 507
and the last symbol of the decoding cycle 1s being decoded,
the LDPC decoder may 1mnvoke a last symbol decode mode
to force a termination of the decoding and flush the decoder
within a short period of time, e.g., within 4-10 us.

FIG. 6 provides an exemplary logic tlow diagram 1llus-
trating aspects of dynamic 1teration control functions (e.g.,
realized 1n the rx_iter_ctrl module 310 in FIG. 3). An
iteration control unit may determine a number of decoding
cores (e.g., 205 i FIG. 2) and an average iteration number
(e.g., based on empirical data), at 601. The iteration control
umt may further monitor, for a symbol received, the remain-
ing total iterations to be finished, and the remaining CWs to
be decoded, at 602. The iteration control unit may then
calculate an 1teration limit per packet or per symbol, e.g.,
depending on whether the LLR bufler 1s near full (as
discussed 1 FIG. 5), or whether the remaining time 1s
enough for decoding the remaining uncoded CWs, at 603, At
604, the 1teration control unit can monitor the input builer
and reduce the iteration limit when the LLR 1s near full. At
605, the iteration control unit can monitor the CW being
decoded. When the decoding 1s performed on a last data
symbol and there 1s msutlicient time to decode (e.g., reach-
ing a time limit) at 606, the iteration control unit may reduce
an 1teration limit for the remaining undecoded CWs at 607,
and/or stop decoding and flush the decoder at 608. Or
otherwise, 1f there 1s sufficient time to decode at 606, the
iteration control unit may continue monitoring the CW being
decoded at 605.

The dynamic iteration control discussed 1n FIGS. 4-6 can

be illustrated in the following numerical example. For an
LDPC coder with parameters: bandwidth (BW)=160 MHz,

number of spatial stream (Nss)=3, MCS=8, LDPC length
1944, rate 34, number of coded bits per symbol (NCBPS)
=11232, 6 CWs, 3 cores, 6 ldpc decoder (e.g., the decoder
2x2 core 205 1 FIG. 2 1s a dual processor for decoding 2
CWs at the same time, and thus 3 cores could have 6
decoders), 1 iteration time=0.588 ps, 7 average 1terations for
decoding when GI=Ops, or 6 average iterations when
GI=3.6 us. An mitial maximum 1teration number can be set
to be 16, when the number of symbols N_sym=3, number of
CWs N_CW=29 with a short GI. Durning the first 4 symbol
period, the dynamic 1teration limit can be adjusted (e.g., by
310 in FIG. 3) to 8. The first 15 CWs can be decoded using
8 1terations. At the start of last symbol period, 16 CWs
remain undecoded, and 17 CWs are not being sent out. So
the dynamic 1teration limit can be reduced to 6, and then the
remaining CWs are decoded with 6 iterations.

FIGS. 7-13 provide exemplary block diagrams illustrating,
aspects of an input bufler scheduling mechanism for an
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LDPC decoder (e.g., 110 i FIG. 1). Under the multimedia
on coax alliance (MoCA) standard, in order to keep the
decoder busy at all times, an mput buller management
scheme can require at least two bullers working 1n a ping-
pong fashion, e.g., known as the ping-pong mechanmism. For
example, assuming a high CW rate scenario where one CW
1s recerved per orthogonal frequency-division multiplexing
(OFDM) symbol, one input bufler receives a first CW 0
LLR. At the end of LLR delivery for CW 0, the decoder
starts decoding CW 0 while the other mput bufler receives
CW 1 LLR. Then, the first buller can receive CW 2 LLR’s

while the decoder decodes CW 1 (which was just received).
In the meantime, the first builer can be used for delivering
the hard decisions for CW 0. In this case, the first buller 1s
used both for delivery of CW 2 LLR’s and CW 0O hard
decisions. This can be possible if mput LLR’s and output
hard decisions are stored 1n two physical single-port memo-
ries or one dual-port memory (with the write port dedicated
to input LLR and the read port dedicated to output hard
decisions). So, 1n the steady state, at any given time, there
are three CWs 1n the pipeline: the LLR’s of CW k+1 are

being received in the first bufler, CW k 1s being decoded
from the second butler, and the hard decisions of CW k-1
are being delivered from the first bufler.

The two-buller ping-pong mechanism may lack tlexibility
because the time assigned to each CW decoding 1s con-
stantly fixed (e.g., obtamned by the predetermined max
number of layers that can be run 1 one OFDM symbol).
Thus, 1n a low CW rate case, although there may be enough
time to run more iterations, the decoder may not be allowed
to. FIG. 7 shows a flexible bufler management scheme,
based on two or more mput buflers that does not require a
fixed maximum time assigned to decoding a given CW. For
example, as long as an empty buller able to receive the new
upcoming CW 1s available, the decoder can continue to
decode the current CW without iterruption. The decoding
of a CW can be aborted (forced termination) when a new
CW 1s about to arrive, but no input empty builer 1s available
to receive 1t. In this way, the decoder can maximize the
decoding time for a CW in both low and high CW rate

scenarios.

As shown 1 FIG. 7, 1s a set of three mput buflers BFO
701, BF1 702 and BF2 703. E

Each builer can have one of four
states, e.g., Fn-“buller 1s being filled with CW n”, E-“bufler
1s empty,” Dn-“bufler containing CW n 1s being decoded,”
and Wn-“bufler 1s full with CW n and 1s waiting to be
decoded.” The symbol time 704 for each symbol or CW
710-718 1s 5.32 ps.

When CW, 710 arrives, BF, 701 can receive CW, 710,
and, thus, the state of BF, 701 changes to “F,,” while the
states of the other two bullers remains to be “E.” When CW,
711 arrives, BE, 701 starts to decode CW, 710 and, thus, the
state of BF|, 701 changes to “D,”; BF, 702 can receive the
new CW, 711 and, thus, the state of BF, 702 changes to
“F,”; and the state of BF, 703 remains to be “E.” At the time
when CW, 712 arrives, if the decoding of CW, 710 at BF,
701 1s successtul, then the state of BF, 701 would naturally
change from “D,” to “E” with a Vahd HD decoding output
(e.g., at 720); the state of BF, 702 changes to “D,” as BF,
702 starts decoding CW, 711; and the state of BF2 703
changes to “F,” to receive the new CW, 712.

At the time when CW, 713 arnives, the empty BF, 701
may recerve the new CW and thus change its state to “F,”;
BF, 702 may continue decoding CW, 711 and remain 1n the

state “D,” 11 no successiul decoding result has been gener-
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ated because the empty BF, 701 can receive the incoming
CW; and BF, 703 enters a state of “W,” to wait for the
decoder to be available.

At the time when CW, 714 arnives, 1f BF, 702 still does
not accomplish the decoding CW, 711, as there 1s no more
empty buller to receive the imncoming CW, the decoder is
forced to terminate and flush, BF, 702 will receive CW , 714
and change 1ts state to “F,.” An HD decoding output 721 for
CW, 711 can thus be generated, after which the decoder 1s
available. Thus, CW, 712 in BF, 703 can be decoded, and
the state of BF, 703 can change to “D,.” I the decoding of
CW, 712 1s fast and does not need a whole CW cycle, the
decoder can generate an HD decoding output 722 for CW,,
712; and the state of BF, 703 can change to “E.” When the
decoding of CW, 712 1s finished, the decoder can start
decoding CW, 713 in BF, 701, thus changing the state of
BF, 701 from “W;” to “D,.”

Similarly, at the time when CW . 715 arrives, decoding of
CW, 713 can continue because BF, 703 1s currently empty
and can receive CW. 715, and thus change its state to “F..”
At BF, 701, when the decoding of CW, 713 finished, an HD
result 723 can be output, and BF, 701 can be vacated to an
“E” state. Now the decoder 1s available, CW , 714 at BF, 702
can be decoded and output an HD result 724, after which the
BF, 702 1s empty with a state “E” again.

Continuing with CW . 716, BF, 701 will receive CW, 716
and change its state to “F.”; BF, 702 will remain empty; and
BF, 703 can finish decoding CW. 715, outputting the HD
result 725, and change 1ts state from “D.” to “E.” When
CW, 717 1s received, the empty BF, 702 can receive CW,
717 and change 1ts state to “F,”; the CW, 716 can be
decoded and BF, 701 can change to “D.”; and BF, 703 can
remain empty. When CW, 718 1s received, if decoding of
CW, 716 has not been accomplished, the decoding can
continue because the empty BF, 703 can receive the incom-
ing CW, 718 and then change 1ts state to “F,.” When the
decoding of CW, 716 1s finished, the HD result 726 is
generated, and BF, 701 enters an empty state. Now the
decoder 1s available again, and CW, 717 can be decoded
with BF, 702 changing its state from “W.,” to “D,”, and
outputtmg an HD result 727 when the decodmg 1S accoms-
plished at the end of the decoding cycle.

In the bufler scheduling process described 1n FIG. 7, when
the bufler state becomes “Wn” and, as soon as the decoder
1s Iree, the bufler will immediately obtain the decoder’s
attention and transition to the state “Dn.” As soon as the CW
1s decoded, the hard decision delivery can start for the
decoder. If the current CW bemg decoded 1s not done while
a new CW 1s about to arrive, and an empty buller is
available, the decoding of the current CW can continue.
However, 11 no empty bufler to receive the upcoming CW 1s
available, the decoding 1s forced to termination so the butler
locked for decoding can be freed to receive the upcoming
CW. In this way, as shown in FIG. 7, the three builler
mechanism can implement decoding for at least two OFDM
symbols without interruption.

In some scenarios the decoding of two CWs may 1fail
consecutively, e.g., after the forced termination of decoding
CW, 711, the decoding of CW, 712 may take up to one
OFDM symbol but fail to decode. This time-budgeting 1ssue
could happen when a CW 1s to arrive soon and if no empty
bufler 1s available, then the decoding 1s forced to terminate.

FIG. 8 shows an input buller management of three input
bufters with a low CW rate. When low CW rate, the
decoding can take longer time as compared to that in FIG.
7. For example, the decoding time for each CW 810-819 1s
longer than the OFDM symbol time 704. Thus, the decoder
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may not need to set a maximum number of iterations, and
only force a termination of decoding when no empty buller
1s available to receive the new CW. In this case, the decoding
can take for as long as 2 CW time, e¢.g., 805.

FIG. 9 shows an mput bufler management of three input
butlers with a high CW rate and back-2-back packets. A time
gap of 12-15 us may exist between consecutive data packets,

e.g., see 905. As shown 1n FIG. 9, at the beginning of the
inter-packet gap 905, both BF, 701 and BF, 703 contain

CWs to be decoded and BF, 702 has a CW still being
decoded. In this case, the inter-packet gap can be uniformly
divided as 9035a-b between the two CWs that are waiting to
be decoded. If the CW just prior to the gap fails, 1t 1s unlikely
that the subsequent CW (decoded during the gap 905) will
tail as well. So decoding time during the gap 905 1s usually
suilicient. In this way, the CW decoding of the previous
packet before the gap 905 can be extended until the end of
the LLR delivery of the first CW of the next packet when the
first CW of the next packet can start.

FIG. 10 shows an mput bufler management of four input
buflers with a high CW rate. When four mput buflers are
used, the decoding of a given CW can be extended by three
symbol time, e.g., see 1005. This 1s because 3 empty builers
can receive the next three CWs while the current CW 1s
being decoded. Stmilar scheduling rules may apply as those
illustrated in connection with FIG. 7. For example, when a
new CW 1s to arrive and no empty buller exists, the decoding,
of the current CW 1s forced to termination, e.g., see 1007 the
end of SYM 4. In general, 11 one CW fails, unlikely the next
CW will fail as well. Therefore, three symbols can be used
for decoding a CW unless two consecutive CWs fail. In this
case, the second failing CW may be assigned only one
symbol. In this way, the mput bufler management may
automatically adjust the bufller scheduling without having to
assign a maximum number of iterations to every CW.

FIG. 11 shows an input buller management of four input
buflers with a high CW rate and back-2-back CW. In the
scenar1o of four input buflers, when a CW 1s being decoded
while three other buffers contain CWs to be decoded, no
available builer can be used to receive a new incoming CW.
As the inter-packet gap 905 (between 12 to 15 us) can be
limited, 11 the inter-packet gap 1s uniformly divided between
three CWs, each CW will get around 5 us, which may not be
suflicient.

Alternatively, 1n view of the upcoming new CW, the
decoder may not wait t1ll the end of packet before forcing a
termination of the decoding. As shown in FIG. 11, for

example, instead of allowing CW1 to continue until the end
of SYM4 (e.g., 906), “D1” will be terminated at the end of

SYM3 (at 906). This gives a more fair division of the
remaining time between all three CWs.

FIG. 12 shows an mput bufler management of two input
butlers. In this case, mnput buflers 1201 and 1202 take turns
to recetve new CWs and decode received CWs, which may
resemble the ping-pong mechanism. When two input buflers
are used, the maximum number of 1terations that can be run
1s the number that can be accommodated 1n one OFDM
symbol. If three buflers are used, the maximum number of
iterations can be the number that can be accommodated 1n 2
OFDM symbols, e.g., as shown 1n FIG. 7. In general, if N
input bullers are used, the maximum number of iterations
can be the number that can accommodated in N-1 OFDM
symbols.

The descriptions given 1n connection with FIGS. 7-12 in
the MoCA environment can be applied to any other suitable
application where LDPC decoder 1s implemented. It can be
applied 1n any system where iterations are present, so that
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the 1terative processing can continue until there are no
“empty”” bullers available to accept new (arriving) CW or
task.

FIG. 13 shows an input bufler management mechanism of
three input bullers with asynchronous arrival of CWs. CWs
may be arriving in an asynchronous fashion, e.g., instead of
regular intervals per CW as shown in FIGS. 7-12, each CW
may arrive at different time intervals. Three mput bullers
1300-1303 (BF,, BF, and BF,) are employed. Similar
scheduling rules may apply, e.g., when a new CW arrives but
no empty builer 1s available, the decoding process has to be
terminated and the corresponding bufler 1s released 1imme-

diately to receive the new CW. For example, as shown 1n
FIG. 13, at the time when CW . 1305 arrives, BF, 1300 and

BF, 1301 both have CWs waiting to be decoded, and BF,
1302 has CW, being decoded. Thus, when CW. 1305
arrives, the decoding of CW, has to be terminated so that
BF, 1302 can be used to receive the new CW, e.g., at 1310.
A CW can also be decoded successiully with early termi-
nation, ¢.g., the decoding processes 1306, 1307, 1308, 1309
and 1311 complete before the next CW arrives, and thus the
corresponding builer changes to an empty state.

Although the described scheduling mechamism 1n FIGS.
7-13 focus on applications 1n a LDPC decoder, the mecha-
nism may be applied to any system that involves an 1terative
procedure. For example, the scheduling mechanism can be
applied to manage iterations with channel detector 1n
schemes with Turbo-Equalization. For another example, the
mechanism can be applied to manage iterations in other
iterative decoding schemes such as a Turbo decoder, multi-
level decoders implementing iterative decoding steps,
decoder/detector 1terations, and/or the like.

While various embodiments of the present disclosure
have been shown and described herein, 1t will be obvious to
those skilled in the art that such embodiments are provided
by way of example only. Numerous variations, changes, and
substitutions will now occur to those skilled in the art
without departing from the disclosure. It should be under-
stood that various alternatives to the embodiments of the
disclosure described herein may be employed 1n practicing
the disclosure. It 1s intended that the following claims define
the scope of the disclosure and that methods and structures
within the scope of these claims and their equivalents be
covered thereby.

The foregoing 1s merely 1llustrative of the principles of
this disclosure, and wvarious modifications can be made
without departing from the scope of the present disclosure.
The above-described embodiments of the present disclosure
are presented for purposes of illustration and not of limita-
tion, and the present disclosure 1s limited only by the claims
that follow.

What 1s claimed 1s:
1. A method for dynamically decoding a codeword based
on availability of input builers and available decoding time,
the method comprising:
recerving an input signal including at least one data packet
that includes a plurality of codewords to be decoded at
a plurality of parallel input buflers;

monitoring available space of each input bufler from the
plurality of parallel input buflers and available decod-
ing time for each codeword that 1s being decoded at a
respective iput builer when at least a first codeword 1s
being decoded at a first input butler among the plurality
of parallel input buflers;

recerving a second codeword for decoding when the first

codeword 1s being decoded at the first input bufler;
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determining a second butler from the plurality of parallel
input butlers to decode the second codeword based on
the momitored available space of at least two input
builers among the plurality of parallel mnput buflers and
the monitored available decoding time for each code-
word that 1s being decoded at the respective input
buffer; and

storing the second codeword from the at least one data

packet 1nto the second mnput bufler for decoding in
parallel with the first codeword being decoded at the
first input buller.

2. The method of claim 1, further comprising: calculating,
a first iteration number for decodmg the first codeword from
the at least one data packet using a register defined maxi-
mum 1teration value; dynamically adjusting the first iteration
number to a second iteration number based on the available
space or the available decoding time to continue decoding
the first codeword.

3. The method of claim 2, wherein the calculating the first
iteration number includes using a register defined maximum
iteration value.

4. The method of claim 3, further comprising: when the at
least one data packet includes at least the first codeword and
the second codeword, receiving the first codeword and the
second codeword asynchronously.

5. The method of claim 3, further comprising: monitoring,
remaining iterations to be run for an un-decoded codeword
included 1n the at least one data packet.

6. The method of claim 3, further comprising: determin-
ing that there 1s msutlicient time for a last symbol in the at
least one data packet; and stopping decoding the at least one
data packet.

7. The method of claim 2, wherein the calculating the first
iteration number includes: determining a number of decod-
ing cores based on a number of symbols 1n the at least one
data packet, a number of codewords in the at least one data
packet, or a type of an encoding scheme of the at least one
data packet; and determiming an average iteration number
based on the number of decoding cores.

8. The method of claam 2, wherein the dynamically
adjusting the first iteration number to the second iteration
number comprises: increasing the first iteration number
when there 1s enough decoding time to decode the first
codeword; and reducing the first iteration number when
decoding time for a last symbol of the at least one data
packet 1s 1nsuflicient to decode the last symbol.

9. The method of claim 2, wherein the dynamically
adjusting the first 1teration number to the second iteration
number comprises: reducing the first iteration number when
the input bufler 1s near full; and reducing the first iteration
number for a remaining un-decoded codeword in the at least
one data packet during a last symbol period.

10. The method of claim 1, further comprising: receiving
a third codeword from the at least one data packet when all
the plurality of input buflers are occupied; terminating the
decoding of the first codeword to vacate the first input butler
in which the first codeword 1s stored, such that the plurality
ol mput buflers have vacancy to recerve the third codeword
from the at least one data packet when all of the plurality of
input bullers are employed.

11. A system for dynamically decoding a codeword based
on availability of input bullers and available decoding time,
the system comprising:

a plurality of parallel input buflers configured to:

receive an input signal including at least one data
packet that includes a plurality of codewords to be

decoded;
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processing circuitry configured to:

monitor available space of each input bufler {from the
plurality of parallel mput builers and available
decoding time for each codeword that 1s being
decoded at a respective mput buller when at least a
first codeword 1s being decoded at a first input builer
among the plurality of parallel input buflers;

receive a second codeword for decoding when the first
codeword 1s being decoded at the first input bufler;

determine a second bulli

er from the plurality of parallel
input bullers to decode the second codeword based
on the monitored available space of at least two input
buflers among the plurality of parallel input bufllers
and the monitored available decoding time for each
codeword that 1s being decoded at the respective
input bufler; and

store the second codeword from the at least one data
packet mto the second nput buil

er for decoding 1n
parallel with the first codeword being decoded at the
first input bufler.

12. The system of claim 11, wherein the processing
circuitry 1s further configured to: calculate a first iteration
number for decoding the first codeword from the at least one
data packet using a register defined maximum 1teration
value; dynamically adjust the first iteration number to a
second 1teration number based on the available space or the
available decoding time to continue decoding the first code-
word.

13. The system of claim 12, wherein the processing
circuitry 1s further configured, when calculating the first
iteration number includes, to use a register defined maxi-
mum iteration value.

14. The system of claim 13, wherein the processing
circuitry 1s further configured to: when the at least one data
packet includes at least the first codeword and the second
codeword, recerve the first codeword and the second code-
word asynchronously.

15. The system of claim 13, wherein the processing
circuitry 1s further configured to: monitor remaining itera-
tions to be run for an un-decoded codeword included 1n the

at least one data packet.

16. The system of claim 13, wherein the processing
circuitry 1s further configured to: determine that there is
isuilicient time for a last symbol in the at least one data
packet; and stop decoding the at least one data packet.

17. The system of claim 12, wherein the processing
circuitry 1s further configured, when calculating the first
iteration number, to: determine a number of decoding cores
based on a number of symbols 1n the at least one data packet,
a number of codewords 1n the at least one data packet, or a
type ol an encoding scheme of the at least one data packet;
and determine an average iteration number based on the
number of decoding cores.

18. The system of claim 12, wherein the processing
circuitry 1s further configured, when dynamically adjusting
the first 1teration number to the second iteration number, to:
increase the first iteration number when there 1s enough
decoding time to decode the first codeword; and reduce the
first iteration number when decoding time for a last symbol
of the at least one data packet 1s insuilicient to decode the
last symbol.

19. The system of claim 12, wherein the processing
circuitry 1s further configured, when dynamically adjusting
the first iteration number to the second iteration number, to:
reduce the first iteration number when the mput bufler 1s
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near full; and reduce the first iteration number for a remain-
ing un-decoded codeword in the at least one data packet
during a last symbol period.

20. The system of claam 11, wherein the processing
circuitry 1s further configured to: receive a third codeword 5
from the at least one data packet when all the plurality of
input bullers are occupied; terminate the decoding of the first
codeword to vacate the first input bufler 1n which the first
codeword 1s stored, such that the plurality of mput bufllers
have vacancy to receirve the third codeword from the at least 10

one data packet when all of the plurality of input buflers are
employed.
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