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Z-DIMENSION USER FEEDBACK
BIOMETRIC SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of priority to
U.S. provisional patent application No. 62/481,324, filed
Apr. 4, 2017, the entire contents of which are 1incorporated
herein by reference for all purposes.

FIELD OF THE PRESENT DISCLOSUR!

L1l

The present disclosure relates to systems and methods of
biometric capture devices and, 1n particular, to biometric
capture devices that require the user to align themselves with
the multidimensional capture volume.

BACKGROUND OF THE PRESENT
DISCLOSURE

Biometric systems enroll, verity, and i1dentity subjects by
acquiring and comparing biometric samples from a subject.
A biometric capture device 1s responsible for the acquisition
portion of the system. The boundary of space within which
a sample may be acquired by the device 1s defined as the
capture volume. A capture volume may vary in number of
dimensions, shape, size, and other attributes. When the
biometric capture device uses a camera to acquire samples
the capture volume 1s generally defined as a frustum shape
in three dimensions. Facing the sensor the subject can move
left or right (X-dimension), squat down or stand up (Y-di-
mension), and move towards or away from the sensor
(Z-dimension). Moving outside the X or Y limits of the
sensor’s lield of view prevents the sensor from 1maging the
subject. The limits 1n the Z dimension are more complicated.
As the subject approaches or retreats from the sensor several
physical limits start to 1impact the acquisition system. For
example, the system may be nominally focused for a given
distance. Moving away from that optimal focus point, the
acquired samples will begin to get blurry which 1s generally
unacceptable. Additionally, the sampling density of pixels
on the subject varies with distance due to the expanding
nature of the imaging frustum. This assumes the user 1s still
able to align 1n X and Y as the size of the frustum 1n space
shrinks proximal to the sensor. In the case of an 1rs
biometric capture device, infrared 1lluminators may be used
to provide an appropriate light level over the intended
capture volume. When the subject 1s positioned outside the
intended capture volume, the light level may be too intense
or too weak to acquire an acceptable biometric sample.
Therefore, any system must provide a method for a subject
to align 1 X, Y, and Z to acquire an acceptable biometric
sample.

One existing alignment method 1s to show the subject the
output from the capture sensor which 1s eflectively an
clectronic mirror. A simple on-screen indicator such as a box
may be used to show the extents of the X and Y capture
volume dimensions. The electronic mirror method provides
intuitive and rapid feedback for alignment in the X and Y
dimensions, but fails to provide adequate feedback 1n the
Z-dimension since the subject will continue to be visible
regardless of their distance. Therefore, additional feedback
must be provided to guide the user to an appropriate dis-
tance. Another existing alignment method 1s by using text.
Text can be added to the electronic mirror feedback indi-
cating “move closer” or “move away” to help guide the user,
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2

but this requires they shiit their attention to the text, read 1t
assuming they understand that language, and follow the

guidance.

One method used to provide Z-dimension feedback 1s
audio feedback instructing the subject to move closer or
further. Using audio 1s a relatively slow and imprecise
teedback method. Words are slow to enunciate and take time
for the subject to interpret their meaning before being able
to start moving. Simple feedback such as “move closer”
does not provide any indication of how far to move forward.
Precise feedback such as “move forward 2 inches™ 1s difhi-
cult for most subjects to accurately move. Additionally, the
subject may have moved some distance while the words
were being spoken rendering the late feedback inaccurate.
This of course assumes the subject knows the language
being spoken, the environment 1s quiet enough to hear the
prompts, the voice prompts are not disturbing others, or the
like.

Using sounds instead of spoken words can speed up the
teedback loop. An example of this 1s using faster/slower or
higher/lower pitch beeps to indicate relative distance. This
method works well for providing distance feedback on one
side of a capture volume. This type of technique is used to
assist drivers backing up a car to avoid hitting an obstacle;
it 1sn’t intended to provide feedback on either side of the
obstacle. This method must be modified to provide direction
indication as well as distance from the capture volume to
provide suflicient information to guide a subject into the
capture volume.

Another method used to provide Z-dimension feedback 1s
on-screen visual alignment aids. Visual aids may be biomet-
ric alignment aids or distance indicators. An example bio-
metric alignment aid could be a pair of circles where the
subject 1s supposed to align both of their eyes. Due to
variations in human anatomy, biometric alignment aids can
only provide relatively coarse distance feedback. More
accurate positional feedback can be provided with a distance
indicator. A range meter can simultaneously show which
side of the capture volume the subject 1s on, relative distance
to move, and the size of the volume to get within. This
complicates the user experience by requiring the subject to
alternate their focus between the electronic mirror 1mages
and the distance feedback to achieve alignment in X+Y and
7. respectively.

Thus, a need exists for an improved method of providing
teedback to users so that they may correctly align them-
selves 1 all dimensions quickly and accurately. This and
other needs are addressed by the systems and methods of
multidimensional alignment aid of the present disclosure.

SUMMARY OF THE DISCLOSURE

In accordance with embodiments of the present disclo-
sure, exemplary Z-dimension user-teedback biometric sys-
tems are disclosed for facilitating multidimensional align-
ment of a subject 1mage having an 1ris of a subject. As used
here, the “Z-dimension” 1s a reference to the dimension
extending from the camera to a capture plane of the subject
image that 1s generally perpendicular thereto.

In some embodiments of the disclosure, a Z-dimension
user-feedback biometric system 1s provided for facilitating
multidimensional alignment of a subject 1mage having an
ir1s of a subject. In some embodiments of the system, at least
one camera and a processing element, e.g., a processor, are
provided.

In some embodiments, the camera(s) capture subject
images 1n the capture volume associated with the camera.
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The subject 1mages are positioned along a plurality of

/Z-dimension positions in the capture volume and can
include a close subject 1mage captured at a close subject
image Z-position at a front of the capture volume, a far
subject 1image captured at a far subject 1image Z-position at
a back of the capture volume, and at a normal subject image
position at a normal subject-image Z-position at a mid-range
of the capture volume. In some embodiments, a processing
clement, e.g., a processor, 1s provided for creating a close
display 1image associated with the close subject 1mage, a far
display 1mage associated with the far subject image, and a
normal display image associated with the normal subject
image. In some embodiments, the close display image has a
first exaggerated quality and the far display image has a
second exaggerated quality. As discussed below, an example
of these exaggerated qualities can include exaggerated
brightness and exaggerated darkness.

It 1s known 1n the art to determine whether a subject image
1s a close subject image, a far subject image, and/or a normal
subject 1mage, as a normal subject 1mage 1s an 1mage
suitable for, and/or of a desired quality for, processing
subject/intended 1ris biometrics, while the close subject
image and the far subject image are 1images that are of a less
than desired quality for the subject/intended 1r1s biometrics.
One skilled 1n the art will appreciate that the present system
1s applicable to any 1ris and/or facial biometrics systems,
regardless of how a system defines “normal” for that system.

In some embodiments of the disclosure, the Z-dimension
user-feedback biometric system includes a display. The
display 1s for displaying the close display image with the
first exaggerated quality, the far display image with the
second exaggerated quality, and the normal display image
(c.g., unexaggerated and/or nominally exaggerated). In
some embodiments of the disclosure, the close display
image with the first exaggerated quality, the far display
image with the second exaggerated quality, and the normal
display 1mage are each output from the Z-dimension user-
teedback biometric system for further processing and/or to
a display external of the system.

In some embodiments of the Z-dimension user-feedback
biometric system, the first and second exaggerated qualities
are opposite sides of the spectrum of the same parameter,
which 1s referenced herein as being positively exaggerated
and negatively exaggerated. For example, 1n some embodi-
ments, one of the first exaggerated quality and the second
exaggerated quality includes exaggerated brightness and the
other one of the first exaggerated quality and the second
exaggerated quality includes exaggerated darkness. How-
ever, other example qualities for exaggeration are contem-
plated. For example, in some embodiments of the disclosure,
one of the first exaggerated quality and the second exagger-
ated quality includes exaggerated nearness to the camera and
the other one of the first exaggerated quality and the second
exaggerated quality includes exaggerated farness from the
camera. Other examples include positively and negatively
exaggerated color saturation, positively and negatively
exaggerated hue, positively and negatively exaggerated tint,
positively and negatively exaggerated contrast, positively
and negatively exaggerated focus, positively and negatively
exaggerated 1image size, and positively and negatively exag-
gerated false colorization,

In some embodiments of the disclosure, the processing
clement determines whether each of the subject images are
a close subject 1mage, a far subject image, or a normal
subject 1mage by using a range finder, a depth sensor, a
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In some embodiments of the disclosure, the processing
clement determines whether each of the subject images are
a close subject 1mage, a far subject image, or a normal
subject 1image by evaluating pixel size and/or an iris-to-iris
distance quantity. In some embodiments, the iris-to-iris
distance quantity 1s a value representative of a distance
between a first 1ris of a face and a second iris of the face.

In some embodiments, the iris-to-iris distance quantity
might be a value, such as a 62.5 millimeters, for example. In
some embodiments, the iris-to-ir1s distance quantity might
be a value range, such as 56.25 to 68.75 millimeters, for
example (e.g., plus or minus 10% of a desired value). In
some embodiments, the processing element determines
whether each of the subject 1mages are a close subject
image, a far subject image, or a normal subject 1mage by
comparing the pixel sample to the iris-to-iris distance. For
example, by knowing the focal length of the camera and the
eye-to-eye value, the processing element can evaluate the
number of pixels 1n the subject image that span from 1ris to
ir1s to compare those pixels against the expected number of
pixels to 1dentily 1T subject 1image 1s normal, far, or close.

In some embodiments of the present disclosure, the Z-di-
mension user-feedback biometric system includes a plurality
of cameras. In some embodiments, this includes a color
camera and a near infrared (NIR) camera. Accordingly, 1n
some embodiments of the present disclosure, 1n determining,
whether the subject 1mages are a close subject 1mage, a far
subject 1mage, and a normal subject 1mage, the processing
clement can evaluate the parallax between two cameras.

In some embodiments, a method of Z-dimension user-
feedback 1s provided for a biometric system to facilitate
multidimensional alignment of a subject image having an
ir1s of a subject. In some embodiments, the method 1ncludes
capturing subject images positioned along a plurality of
/Z-dimension positions 1 a capture volume. In some
embodiments, the subject 1images include a close subject
image captured at a close subject image Z-position at a front
of a capture volume, a far subject image captured at a far
subject image Z-position at a back of the capture volume and
a subject 1mage at a normal subject 1mage position at a
normal subject-image Z-position at a mid-range of the
capture volume. In some embodiments, the method includes
creating a close display image associated with the close
subject 1mage, a far display image associated with the far
subject 1image, and a normal display image associated with
the normal subject image. In some embodiments, the close
display 1image has a first exaggerated quality (e.g., a posi-
tively exaggerated quality, such as exaggerated brightness,
for example) and the far display image has a second exag-
gerated quality (e.g., a negatively exaggerated quality, such
as exaggerated darkness, for example). In some embodi-
ments, the method includes displaying the close display
image with the first exaggerated quality, the far display
image with the second exaggerated quality, and the normal
display 1mage. In some embodiments, the method includes
outputting (for further processing and/or or further display
on an external display) the close display image with the first
exaggerated quality, the far display image with the second
exaggerated quality, and the normal display image.

In some embodiments of the present disclosure, a non-
transitory computer-readable medium storing instructions
can be provided for a Z-dimension user-feedback biometric
system to facilitate multidimensional alignment of a subject
image having an 1ris of a subject, where the 1nstructions are
executable by a processing device, and wherein execution of
the 1nstructions by the processing device causes the process-
ing device to undertake the methods and/or functional
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features taught herein, including the following for example.
In some embodiments, the instructions are to receive infor-
mation representative of subject images positioned along a
plurality of Z-dimension positions i a capture volume
including a close subject image captured at a close subject
image Z-position at a front of the capture volume, a far
subject image captured at a far subject image Z-position at
a back of the capture volume, and a normal subject 1mage
captured at a normal subject-image Z-position at a mid-
range of the capture volume. In some embodiments, the
instructions are further executable to create a close display
image associated with the close subject image, a far display
image associated with the far subject image, and a normal
display 1mage associated with the normal subject 1mage,
where the close display image has a first exaggerated quality
and the far display 1image has a second exaggerated quality.
In some embodiments, the instructions are further execut-
able to display (or output for further processing and/or
external display) the close display image with the first
exaggerated quality, the far display image with the second
exaggerated quality, and the normal display image.

In some embodiments, the Z-dimension user-feedback
biometric system processes far or near images (and normal
images). For example, some embodiments capture normal
subject images and close subject 1mages (to process normal
display 1mages and close display images with attendant
exaggeration) or capture normal subject 1images and far
subject 1mages (to process normal display images and far
display images with attendant exaggeration). However, such
systems may be configured and/or capable to process all
three types ol 1mages (far, close, and normal) though, in
operation, they process two types of images (normal and {far,
or normal and close).

In some embodiments, a Z-dimension user-feedback bio-
metric system 1s provided for facilitating multidimensional
alignment of a subject image having an 1ris of a subject,
where there 1s at least one camera for capturing subject
images positioned along a plurality of Z-dimension posi-
tions 1n a capture volume, and where at least two types of
images are processed (normal and far, or normal and close).
The subject images include a normal subject image captured
at a normal subject 1image Z-position at a mid-range of the
capture volume. In some embodiments, the subject images
include at least one of the following: (a) a close subject
image captured at a close subject image Z-position at a front
of the capture volume; and (b) a far subject image captured
at a far subject 1image Z-position at a back of the capture
volume. A processing eclement creates a normal display
image associated with the normal subject 1image. In some
embodiments, where the subject images included the close
subject image, the processing element creates a close display
image that 1s associated with the close subject image and that
has a first exaggerated quality. In some embodiments (the
same or different embodiment), where the subject 1mages
included the far subject image, the processing clement
creates a far display image that i1s associated with the far
subject image and that has a second exaggerated quality. In
some embodiments, the subject images of the Z-dimension
user-feedback biometric system include both the close sub-
ject image and the far subject image. In some embodiments,
the display displays a close display image (if there 1s a close
subject 1mage), a far display image (if there 1s a far subject
image), and a normal subject 1mage.

DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present disclo-
sure, reference 1s made to the following detailed description

5

10

15

20

25

30

35

40

45

50

55

60

65

6

ol an exemplary embodiment considered in conjunction with
the accompanying drawings, in which:

FIG. 1 1s a schematic multi-state drawing showing a
subject 1mage at three example subject 1image Z-positions,
including a close subject 1image at the close subject 1mage
Z-position at a front of a subject image Z-capture volume, a
normal subject image at the normal subject-image Z-posi-
tion at a mid-range of the subject image Z-capture volume,
and a far subject 1mage at a far subject image Z-position at
a back of the subject image Z-capture volume;

FIG. 2 1s a schematic drawing showing three example
display 1mages corresponding to the three example subject
images of FIG. 1, including a close display image showing
the close subject 1mage with exaggerated brightness, the
normal subject image with normal exposure, and the far
subject 1image with exaggerated darkness; and

FIG. 3 1s a schematic drawing showing two example
teedback pixel samples, including a close feedback pixel
sample associated with the close display image of FIG. 2,
and a far feedback pixel sample associated with the far
subject 1image of FIG. 2.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

In some embodiments of the present disclosure, a system
includes one or more cameras, one or more display process-
ing elements, and one or more display elements. In some
embodiments, to supplement to, and/or as an alternative to,
the display elements, transmission means, such as an output
device, can be provided for outputting information to an
external display and/or to an external processing element for
turther processing.

In some embodiments, an ir1is biometric capture device
may use an iris camera to acquire 1ris 1images. The process-
ing element can use the correctly 1lluminated, focused, 1ris
image for its biometric analysis purpose. The processing
clement may also analyze these images to determine a range
estimate to the interacting subject. This may be obtained by,
for example, making a measurement of the subject’s iris
diameter, inter-pupil distance, face width, or similar biomet-
ric measurements. In some embodiments, the processing
clement may look at other aspects of the imagery including
its focus or sharpness, overall 1llumination level, key areas
of saturation, or similar measurements. In some embodi-
ments, the processing element can modily the image based
on the range estimate before forwarding 1t to the display as
teedback for the subject. Modifications may include exag-
gerating the 1llumination level making the images brighter or
darker when the subject 1s too close or too far respectively.
Another option 1s to exaggerate the image size making the
subject appear excessively close or excessively far when
their actual range 1s incorrect. These modified 1mages pro-
vide simultaneous X, Y, and 7Z dimension feedback. This
approach does not require the subject to change their atten-
tion focus between two areas for X/Y and Z alignment with
low latency 1n the control loop (every frame 1s updated with
the latest X/Y/Z positional information). The terms “close”
and “far” are relative terms referencing respectively whether
the subject 1image 1s closer (lesser distance) to the camera
along the Z-dimension (relative to a normal subject 1mage)
and whether the subject image 1s farther (greater distance) to
the camera along the Z-dimension (relative to a normal
subject 1mage). The normal position(s) of the subject 1n the
/Z-dimension are between the close and far positions along
the Z-dimension.
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In some embodiments, the system may include multiple
cameras such as a color camera and a NIR 1ris camera.
Providing a color image for X/Y feedback may be prefer-
able, such as for users more familiar with color imagery than
NIR mmagery and therefore. Using multiple cameras (e.g.,
NIR and color), the system may have additional methods
that can be used to estimate range. For example, the parallax
between the two cameras can be used to estimate range to
the subject through video processing. Using a color camera
tor feedback allows for additional modifications that can be
made to the feedback image. For example, the color satu-
ration, hue, tint, or other properties may be modified in
addition to the brightness, contrast, focus, image size, false
colorization, and similar modifications associated with gray-
scale 1mages.

In some embodiments, sensors may be added to the
system to provide more accurate or alternate range esti-
mates. This may include range finders, depth sensors, beam
breaks, pressure sensitive floor pads, or similar devices in
addition to other video processing methods, biometric mea-
surements, etc.

In some embodiments, the system may include a capture
volume that differs from the system’s instantaneous capture
volume. An example of a system with a capture volume that
1s not equal to the system’s instantaneous capture volume 1s
one that has a tilting mechanism that steers an iris camera.
The instantaneous capture volume 1s whatever the camera
can see on a given frame. This 1s also known as the field of
view (FoV) or area of regard (AoR). The full capture volume
1s umon of every possible instantaneous capture volume
throughout the tilt range. Such systems may have an ability
to move 1n all six degrees of freedom. Examples include
focus sweeps, zoom lens, translating platforms, tilting
mechanisms, rotating camera heads, and similar motions.
The typical goal of these systems 1s to locate the subject over
a broader area 1 hopes that adequate samples can be
acquired without making the subject move. However, when
the motions are completed the subject may still be outside
the tull capture volume and feedback may be necessary. The
method described above can be used in conjunction with
these types of systems.

With reference to FIGS. 1-3, discussion shall be had with
respect to some example embodiments. FIG. 1 shows at least
one camera 100 associated with a capture volume 123
extending from a location near the camera 100 and a location
far from the camera 100 along the Z-dimension, where the
capture volume can be defined by a plurality of frustum lines
101 extending from the camera 100. It shall be understood
by those skilled 1n the art that the at least one camera 100,
referenced herein in the shorthand as camera 100, can
comprise a plurality of cameras 100. The capture volume
123 1s associated with an infinite number of capture 1image
planes therein at which subject images can be positioned and
captured, depending on the position of the subject (e.g., a
human) within the capture volume 123. For example, as the
camera and the subject dynamically move closer and farther
away from one another, subject 1images might be taken at a
position on the Z-dimension that 1s normal relative to that
which 1s desired (e.g., the normal subject image 121), that 1s
too close relative to that which 1s desired (e.g., the close
subject image 120), and that 1s too far relative to that which
1s desired (e.g., the far subject image 122). Defining the
thresholds for that which i1s normal, too close (referenced
herein as “close), and too far (referenced herein as “far”), 1s
a function of the focal length of the camera and the image
processing characteristics thereof, and are known 1n the art.
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Retferring to FIG. 2, a visual display to the user can
include exaggerated qualities to mnform the user of whether
the subject 1image 1s 1n a desired (normal) range along the
Z-dimension for proper alignment with an ir1s and/or facial
biometrics system. For example, FIG. 2, shows a close
display 1image 180 associated with the close subject image
120, such that the close display image 180 1s shown with an
exaggerated first quality (e.g., exaggerated brightness) and,
and a far display image 182 associated with the far subject
image 122, such that the far display image 182 1s shown with
an exaggerated second quality (e.g., exaggerated darkness).
These are examples of positively and negatively exaggerated
qualities, and other examples of positively and negatively
exaggerated qualities are contemplated, such as exaggerated
low contrast and exaggerated high contrast, for example.
FIG. 2 also shows a normal display image 181 associated
with the normal subject 1mage 121, which, in preferred
embodiments, shows an unexaggerated and/or nominally
exaggerated rendering of the quality.

Thus, 1n an 1ris biometrics system, where a user of the
camera points the camera at the subject (e.g., a person whose
image 1s being taken) to capture a subject image thereof, the
user can move the camera 1n an effort to align the subject
image 1n the capture volume along the X, Y, and Z dimen-
sions. To mnform the user of the camera whether the subject
1s too far or too close for the purpose of facilitating the 1ris
biometrics system, the display image that 1s seen by the user
will be altered, such that, i1t the subject 1s too close, the
display 1mage will have one type of exaggeration (e.g., the
exaggerated brightness of close display image 180) or
another type of exaggeration (e.g., the exaggerated darkness
of far display image 182). In this regard, a user of the camera
can easily i1dentity the proper positioning of the subject
along the Z-dimension without being required to mconve-
niently avert the camera user’s eyes to a meter or other
indicia, for example. The system 1s dynamic, and, as the
subject moves closer to the camera 100, the level of close
exaggeration (e.g., brightness) increases, and, as the subject
moves farther from the camera 100, the level of far exag-
geration (e.g., darkness) increases, thereby enabling the
camera user to move closer/farther to the subject (or having
the subject move closer/farther to the camera) until the
camera user i1dentifies that the display image 1s a normal
display 1image that 1s unexaggerated and/or nominally exag-
gerated, e.g., sullicient for the purposes of alignment along
the Z-dimension for the iris (and/or facial) biometrics sys-
tem with which the present disclosure may be provided.

Systems and methods for determining the range of the
subject image to the camera 100 are known 1n the art (as are
systems and methods for determining what 1s the normal
(desired) operating point), and any such system and/or
method suitable for the present disclosure can be employed.
However, referring to FIG. 3, further discussion of an
example thereot shall be turther discussed. FIG. 3 shows an
example of the close subject image 120, which can be
represented as an X-Y plane taken from the capture volume
123, and the far subject image 122, which can be represented
as an X-Y plane taken from the capture volume. The camera
100 takes 1mages having a certain pixel size. An example
pixel sample 140 1s shown from the close subject image 120
and an example pixel sample 142 1s shown from the far
subject image 122. In the example, both samples are from an
image evenly divided 1nto four equal columns and four equal
rows ol a square 1image, in which the sample was taken from
row one, column two. It 1s expected that the number of
pixels 1n subject 1mage 140 1s the same as (equal to) the
number of pixels 1n example pixel sample 142. However, 1t
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can be seen that, in close subject 1image 120, the example
pixel sample 140 1s larger 1n relation to the subject 1image
face 160, whereas, 1n the far subject image 122, the example
pixel sample 142 1s smaller 1n relation to the subject image
face. Conventional iris biometric systems use a predeter-
mined amount (e.g., quantity or quantity range) for the
ir1s-to-ir1s distance, which 1s typically representative of an
average across a sample of human beings, for example.
Conventional ir1s biometric systems can measure an appar-
ent 1ris-to-iris distance of the subject 1n the subject image.
By knowing the apparent iris-to-iris distance of the subject
from the subject image, the predetermined amount for
iris-to-iris distance (e.g., quantity or ranges thereot), and the
tocal length of the camera 100, for example, the relationship
between the pixel sample 140 and the subject image 120
(and/or the relationship between the pixel sample 142 and
the subject image 122, for example), the system can identify
if the subject 1image 120 1s too close (and/or whether the
subject 1mage 122 1s too far). Further, the particular irs
biometrics system also can define a normal (amount and/or
quantity) and normal subject image based on the desired
7Z-dimension amount (quantity or range thereof) for said 1ris
biometrics systems, and such 1s dependent upon factors
known 1n the art, such as focal length, for example. As
discussed above, FIG. 3 1s an example of how range can be
determined, however, any suitable systems and method
known 1n the car can be used for determining if a subject
image 1s too close, too far, normal, and/or a position on the
spectrum relative thereto, for dynamic exaggeration of the
image along a spectrum (e.g., increasing brightness and/or
increasing darkness).

While exemplary embodiments have been described
herein, 1t 1s expressly noted that these embodiments should
not be construed as limiting, but rather that additions and
modifications to what 1s expressly described herein also are
included within the scope of the invention. Moreover, 1t 1s to
be understood that the features of the various embodiments
described herein are not mutually exclusive and can exist 1n
various combinations and permutations, even 1f such com-
binations or permutations are not made express herein,
without departing from the spirit and scope of the invention.

What 1s claimed 1s:

1. A Z-dimension user-feedback biometric system for
facilitating multidimensional alignment of an 1image having
an 1r1s of a subject, the system comprising:

a camera for capturing at least one 1image of a subject

positioned along a plurality of Z-dimension positions in
a capture volume of the camera, the Z-dimension
positions 1 the capture volume including a close
subject 1mage Z-position at a front of the capture
volume, a far subject 1image Z-position at a back of the
capture volume, and a normal subject image Z-position
at a mid-range of the capture volume, the mid-range of
the capture volume being between the front and the
back of the capture volume;

a display for providing a display image of the subject in
the capture volume prior to capturing the at least one
image of the subject with the camera; and

a processing element for altering the display image of the
subject 1n the display by increasing or decreasing a
level of an exaggerated quality 1n the display image as
the Z-dimension position of the subject in the capture
volume changes from the normal subject image Z-po-
sition towards the close subject image Z-position or the
far subject 1image Z-position respectively.

2. The Z-dimension user-feedback biometric system of

claim 1, wherein the processing element dynamically alters

10

15

20

25

30

35

40

45

50

55

60

65

10

the display image with the increased or decreased level of
the exaggerated quality n the display image as the Z-di-
mension position of the subject 1n the capture volume
changes from the normal subject image Z-position towards
the close subject image Z-position or the far subject image
Z-position respectively.

3. The Z-dimension user-feedback biometric system of
claam 1, wherein the display displays the altered display
image with the exaggerated quality as the Z-dimension
position of the subject in the capture volume changes from
the normal subject image Z-position towards the close
subject image Z-position or the far subject image Z-position.

4. The Z-dimension user-feedback biometric system of
claim 1, wherein the display displays the display image with
an unexaggerated quality or a nominal exaggerated quality
when the subject 1s 1n the normal subject image Z-position.

5. The Z-dimension user-feedback biometric system of
claim 1, wherein the processing element alters the display
image by gradually increasing the level of the exaggerated
quality in the display image as the Z-dimension position of
the subject 1n the capture volume changes from the normal
subject 1image Z-position towards the close subject image
Z-position.

6. The Z-dimension user-feedback biometric system of
claim 1, wherein the processing element alters the display
image by gradually decreasing the level of the exaggerated
quality 1n the display image as the Z-dimension position of
the subject 1n the capture volume changes from the normal
subject 1mage Z-position towards the far subject 1mage
Z.-position.

7. The Z-dimension user-feedback biometric system of
claim 1, wherein the processing element alters a rendering of
the display image 1n the display by increasing or decreasing
the level of the exaggerated quality 1n the display image.

8. The Z-dimension user-feedback biometric system of
claim 1, wherein the increase 1n the level of the exaggerated
quality includes an exaggerated brightness of the display
image and the decrease in the level of the exaggerated
quality includes an exaggerated darkness of the display
image.

9. The Z-dimension user-feedback biometric system of
claim 1, wherein the increase 1n the level of the exaggerated
quality includes an exaggerated nearness to the camera of
the subject displayed 1n the display image and the decrease
in the level of the exaggerated quality includes an exagger-
ated farness from the camera of the subject displayed in the
display image.

10. The Z-dimension user-feedback biometric system of
claim 1, wherein increasing or decreasing the level of the
exaggerated quality includes an increase or decrease 1n the
level of at least one of color saturation, exaggerated hue, tint,
contrast, focus, 1image size, and false colorization, as dis-
played 1n the display image.

11. The Z-dimension user-feedback biometric system of
claim 1, wherein the processing element uses at least one of
a range finder, a depth sensor, a bream break, and a pressure
sensitive floor pad to determine the Z-dimension position of
the subject 1n the capture volume.

12. The Z-dimension user-feedback biometric system of
claim 1, wherein the processing element evaluates at least
one of pixel size and an 1ris-to-iris distance quantity to
determine the Z-dimension position of the subject in the
capture volume.

13. The Z-dimension user-feedback biometric system of
claim 12, wherein the 1ris-to-1r1s distance quantity 1s a value
representative of a distance between a first 1r1s of a face and
a second 1ris of the face.
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14. The Z-dimension user-feedback biometric system of
claim 1, wherein the at least one camera 1ncludes a plurality
ol cameras, and wherein the processing element determines
whether the display image 1s a normal display image asso-
ciated with the normal subject image Z-position, a close
subject image associated with the close subject 1mage Z-po-
sition, or a far subject image associated with the far subject
image Z-position by evaluating a parallax between the
plurality of cameras.

15. A method of providing Z-dimension user-feedback for
a biometric system to facilitate multidimensional alignment
of an 1mage having an 1ris of a subject, the method com-
prising:

capturing with a camera at least one 1image of a subject

positioned along a plurality of Z-dimension positions in
a capture volume of the camera, the Z-dimension
positions in the capture volume including a close
subject 1mage Z-position at a front of the capture
volume, a far subject image Z-position at a back of the
capture volume, and a normal subject image Z-position
at a mid-range of the capture volume, the mid-range of
the capture volume being between the front and back of
the capture volume;

providing a display 1mage of the subject 1n the capture

volume at a display prior to capturing the at least one
image of the subject with the camera; and

altering the display image of the subject 1in the display

with a processing element by increasing or decreasing,
a level of an exaggerated quality in the display image
as the Z-dimension position of the subject in the
capture volume changes from the normal subject image
Z-position towards the close subject image Z-position
or the far subject image Z-position respectively.

16. The method of claim 15, wherein the processing
clement dynamically alters the display image with the
increased or decreased level of the exaggerated quality 1n the
display 1image as the Z-dimension position of the subject 1n
the capture volume changes from the normal subject image
Z-position towards the close subject image Z-position or the
far subject 1mage Z-position respectively.

17. The method of claim 15, wherein the display displays
the altered display image with the exaggerated quality as the
/Z-dimension position of the subject in the capture volume
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changes from the normal subject image Z-position towards
the close subject 1image Z-position or the far subject image
Z-position.

18. The method of claim 15, wheremn the processing
clement alters the display image by gradually increasing the
level of the exaggerated quality 1n the display image as the
/Z-dimension position of the subject 1n the capture volume
changes from the normal subject image Z-position towards
the close subject 1mage Z-position.

19. A non-transitory computer-readable medium storing
istructions for a Z-dimension user-feedback biometric sys-
tem for facilitating multidimensional alignment of an 1mage
having an 1ris of a subject, the instructions being executable
by a processing device, wherein execution of the instruc-
tions by the processing device causes the processing device
to:

capture with a camera at least one i1mage of a subject

positioned along a plurality of Z-dimension positions in
a capture volume of the camera, the Z-dimension
positions 1 the capture volume including a close
subject 1mage Z-position at a front of the capture
volume, a far subject image Z-position at a back of the
capture volume, and a normal subject image Z-position
at a mid-range of the capture volume, the mid-range of
the capture volume being between the front and back of
the capture volume;

provide a display image of the subject in the capture

volume at a display prior to capturing the at least one
image ol the subject with the camera; and

alter the display 1mage of the subject 1n the display with

a processing eclement by increasing or decreasing a
level of an exaggerated quality 1n the display image as
the Z-dimension position of the subject i the capture
volume changes from the normal subject 1mage Z-po-
sition towards the close subject image Z-position or the
far subject 1mage Z-position respectively.

20. The non-transitory computer-readable medium of
claim 19, wherein increasing or decreasing the level of the
exaggerated quality includes an increase or decrease 1n the
level of at least one of brightness/darkness, nearness/farness,
color saturation, hue, tint, contrast, focus, 1image size, and
false colorization, as displayed in the display 1image.
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