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(57) ABSTRACT

[Object] To provide an information processing system, an
information processing method, and a recording medium
capable of more correctly calculating an evaluation on a
target 1n accordance with a substantially downward face of
an observer. [Solution] An information processing system
including: a degree-of-smile detection unit configured to
detect a degree of smile of an observer observing a target; a
face orientation detection unit configured to detect a degree
of facing downward that indicates a degree to which a face
of the observer 1s facing substantially downward; and an
evaluation calculation unit configured to calculate an evalu-
ation on the target 1n accordance with the degree of smile
and the degree of facing downward.
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INFORMATION PROCESSING SYSTEM,
INFORMATION PROCESSING METHOD,
AND RECORDING MEDIUM FOR
EVALUATING A TARGET BASED ON
OBSERVERS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a U.S. National Phase of International
Patent Application No. PCT/IP2016/062972 filed on Apr.
26, 2016, which claims priority benefit of Japanese Patent

Application No. JP 2015-148201 filed in the Japan Patent
Oftice on Jul. 28, 2015. Each of the above-referenced
applications 1s hereby incorporated herein by reference 1n 1ts
entirety.

TECHNICAL FIELD

The present disclosure relates to an information process-
ing system, an information processing method, and a record-
ing medium.

BACKGROUND ART

Conventionally, there are many situations 1 which it 1s
desired to grasp things such as with how much interest an
audience looks at or listens to a lecturer of a lecture meeting,
a teacher at a university, an nstructor at a cram school, a
comedian, and the like. For example, a case where a lecturer
of a lecture meeting desires to know to what degree he/she
could attract attention of an audience 1n a lecture, a case
where, when evaluating an instructor at a cram school, it 1s
desired to use how many students listened to a talk of the
instructor with interest as an evaluation material, and the like
are assumed. In addition, there are cases where, not only
when evaluating people but also when evaluating a content
displayed on a television or a digital signage, it 1s desired to
grasp how many people 1n the audience listened to or looked
at the content with interest.

As a technology concerming such an evaluation, Patent
Literature 1, for example, describes a system of calculating
the degree of satisfaction on the basis of at least one of an
evaluation value of the degree of attention based on a line of
sight of a viewing user who views a content and an evalu-
ation value of an expression at that time (smile level) and
evaluating the content to play back only a scene with a high
degree of satisfaction or make a content recommendation.

Moreover, Patent Literature 2 describes a system capable
of shooting video of a stage or the like and also shooting
expressions ol visitors, and storing the number of smiley
men and women as an index every 30 seconds to extract only
images in a time zone that women made high evaluations
and play back a digest.

Furthermore, Patent Literature 3 describes a system of
iputting a favorite degree of a user at predetermined time
intervals of a moving 1image being recorded and extracting,
from the moving image, portions with a high favorite degree
and portions before and after a time point when a smile of
a person detected from the moving image 1s included for
playback.
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CITATION LIST

Patent Literature

JP 2009-267445A
IP 2007-104091A
JP 2013-214985A

patent Literature 1:
patent Literature 2:
patent Literature 3:

DISCLOSURE OF INVENTION
Technical Problem

However, all of the Patent Literatures described above
perform digest playback of video or playback of scenes
using a fact as to whether a viewing user 1s smiling as a main

cvaluation basis, and none of them can fully grasp user’s
interest to a target correctly. In particular, the only way to
survey to what degree an audience actually paid attention to
a workshop, a seminar, or the like and to what degree 1t was
received favorably 1s to present a direct questionnaire or an
oral question to the audience.

Therefore, the present disclosure proposes an information
processing system, an information processing method, and a
recording medium capable of more correctly calculating an
evaluation on a target in accordance with a substantially
downward face of an observer.

Solution to Problem

According to the present disclosure, there 1s proposed an
information processing system including: a degree-of-smile
detection unit configured to detect a degree of smile of an
observer observing a target; a face orientation detection unit
configured to detect a degree of facing downward that
indicates a degree to which a face of the observer 1s facing
substantially downward; and an evaluation calculation unit
configured to calculate an evaluation on the target in accor-
dance with the degree of smile and the degree of facing
downward.

According to the present disclosure, there 1s proposed an
information processing method, including, by a processor:
detecting a degree of smile of an observer observing a target;
detecting a degree of facing downward that indicates a
degree to which a face of the observer 1s facing substantially
downward; and calculating an evaluation on the target in
accordance with the degree of smile and the degree of facing
downward.

According to the present disclosure, there 1s proposed a
recording medium having a program recorded therein, the
program causing a computer to function as: a degree-oi-
smile detection unit configured to detect a degree of smile of
an observer observing a target; a face orientation detection
unmit configured to detect a degree of facing downward that
indicates a degree to which a face of the observer 1s facing
substantially downward; and an evaluation calculation unit
configured to calculate an evaluation on the target 1n accor-
dance with the degree of smile and the degree of facing
downward.

Advantageous Effects of Invention

As described above, according to the present disclosure,
it 1s possible to calculate more correctly an evaluation on a
target 1n accordance with a substantially downward face of
an observer.
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Note that the eflects described above are not necessarily
limitative. With or in the place of the above ellects, there
may be achieved any one of the effects described 1n this
specification or other eflects that may be grasped from this
specification.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s an illustration describing an overview of an
information processing system according to an embodiment
of the present disclosure.

FIG. 2 1s a block diagram showing a configuration
example of an mformation processing device according to
the present embodiment.

FIG. 3 1s a block diagram showing a functional configu-
ration example of the information processing device accord-
ing to the present embodiment.

FI1G. 4 1s an illustration describing face detection accord-
ing to the present embodiment.

FIG. 5 1s an 1illustration describing a face orientation
(angle) according to the present embodiment.

FIG. 6 1s a flowchart showing an operation process of the

information processing system according to the present
embodiment.

FIG. 7 1s an 1illustration showing a display example of
evaluation values according to the present embodiment.

FIG. 8 1s an illustration describing an overview of an
information processing system that performs an evaluation
comparison among a plurality of targets according to the
present embodiment.

FIG. 9 1s an 1llustration showing a display example in the
evaluation comparison among a plurality of targets accord-
ing to the present embodiment.

FIG. 10 1s an 1illustration describing an overview of an
information processing system in a case where an evaluation
target according to the present embodiment 1s a content.

FIG. 11 1s an illustration showing a display example of
evaluations 1n a case where evaluation targets according to
the present embodiment are contents.

FIG. 12 1s an illustration describing an example of a
wearable camera according to the present embodiment.

FIG. 13 1s an 1illustration describing a case of detecting a
degree of facing downward of a user’s face using an 1mage
imaged with a camera according to the present embodiment.

MODE(S) FOR CARRYING OUT TH.
INVENTION

(Ll

Hereinatter, (a) preferred embodiment(s) of the present
disclosure will be described 1n detail with reference to the
appended drawings. In this specification and the appended
drawings, structural elements that have substantially the
same function and structure are denoted with the same
reference numerals, and repeated explanation of these struc-
tural elements 1s omitted.

In addition, description will be made in the following
order.

1. Overview of information processing system according to
an embodiment of the present disclosure

2. Configuration

3. Operation process
4. Display examples
5. Supplement

6. Conclusion
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4

«1. Overview of Information Processing System According
to an Embodiment of the Present Disclosure»

FIG. 1 1s an illustration describing an overview of an
information processing system according to an embodiment
of the present disclosure. As shown in FIG. 1, the informa-
tion processing system according to the present embodiment
1s capable of calculating an evaluation of an audience P
observing a target S on the target S, displaying an evaluation
result on a display device 109 of an information processing
device 10 1n real time, for example, and giving feedback to
the target S. The evaluation of the audience P on the target
S may be performed on the basis of an analysis of an 1maged
image ol the audience P imaged with a camera 11, for
example.

More specifically, the information processing system
according to the present embodiment 1s capable of perform-
ing an evaluation of a lecturer (the target S) performing a
workshop, a seminar, or the like as shown in FIG. 1 or the
audience P viewing a content such as video or a game more
correctly and with high accuracy.

Since a person usually gazes and observes a target in
which he/she 1s 1nterested, a time during which he/she pays
attention to the target necessarily becomes longer 1n pro-
portion to the degree of interest. In a lecture, for example,
the proportion of a time during which the face 1s facing a
lecturer increases, and 1n a case where a target 1s regarded
favorably, the proportion of making a smile 1ncreases.

However, there may be a case where, because an audience
has interest 1n a talk of a lecturer or a content, the audience
discusses 1ts details to some degree with people 1n the
neighboring seats or thinks hard on 1ts details by themselves.
At this time, a line of sight and a face orientation of a user
will face sideways or upward. Therefore, if an evaluation on
a target 1s calculated only on the basis of a time of gazing the
target (a time during which the face 1s front-facing) or the
degree of smile, a sideways or upward state 1n which the
audience may actually has interest in the target will not be
taken into consideration, and thus, a calculated evaluation
cannot be regarded as being correct.

On the other hand, a case where a user having no interest
in the target 1s facing sideways or upward 1s also assumed.,
and 1t 1s somewhat indefimite as to whether a user facing
sideways or upward has interest in the target.

Here, 1t has been revealed from actual questionnaires,
experiences, or actual feeling that a user facing downward
and dozing or facing downward and operating a smartphone
has no interest 1n the target. Since 1t has been revealed that
facing downward 1s directly linked to having no interest in
a target, an evaluation of an audience on a target can be
calculated more correctly and with high accuracy in the
present embodiment by taking into consideration the degree
of facing downward 1ndicating the degree that the face (or
line of s1ght) 1s facing substantially downward 1n addition to
the degree of smile of the audience.

That 1s, 1n the information processing system according to
the present embodiment, an 1maged 1mage obtained by
imaging the audience P, for example, with the camera 11 1s
analyzed to perform face detection, and a proportion of the
number of faces facing a substantially downward or a
downward angle 1s calculated as the degree of facing down-
ward and presented as one of evaluations on the target S.
Moreover, the mformation processing system according to
the present embodiment may also present the degree of
smile of the audience P detected by analyzing the imaged
image as one of evaluations. Furthermore, the information
processing system 1s also capable of calculating and pre-
senting an overall evaluation based on the degree of facing
downward and the degree of smile having been calculated.
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Calculation and presentation of each of such evaluation
values may be performed in real time as shown 1 FIG. 1.
A specific configuration example and operation process of
the above-described information processing system accord-
ing to an embodiment of the present disclosure will be
described below.
«2. Configuration»
<2-1. Hardware Configuration>

FIG. 2 1s a block diagram showing a hardware configu-
ration example of the information processing device 10
according to a first embodiment. As shown in FIG. 2, the
information processing device 10 has a control unit 101, an
image mput processing unit 102, an mput device 103, an
input processing unit 104, a calendar/timer unmit 105, a
storage unit 106, an external storage unit 107, a display
processing unit 108, and the display device 109. Here, the
information processing device 10 1s implemented by a
personal computer (PC) as shown in FIG. 1, for example,
whilst the information processing device 10 according to the
present embodiment 1s not limited to this, but may be
implemented by a smartphone, a mobile phone terminal, a
tablet terminal, a tablet terminal, a wearable device, a game
machine, a music player, or the like, for example. In
addition, as to the information processing device 10, the
input device 103 and/or the display device 109 may be
separate members, and may be configured to be connected
to the information processing device 10 by wire/wirelessly.

The control unit 101 functions as an operation processing,
device and a control device, and controls all the operations
in the mformation processing device 10 in accordance with
various programs. The control unit 101 1s implemented by
an electronic circuit, such as a central processing unit (CPU)
or a microprocessor, for example. Specific functions of the
control unit 101 of the present embodiment will be described
later with reference to FIG. 3.

The storage unit 106 1s implemented by a read only
memory (ROM) that stores programs, operation parameters,
and the like for use 1n processing 1n the control unit 101 and
a random access memory (RAM) that temporarily stores
parameters that vary as necessary, and the like.

The external storage unit 107 1s a storage medium, such
as a hard disc drive (HDD) or a solid state drive (SSD), that
stores 1mages i1maged with the camera 11 and various
contents, for example.

The 1mage mmput processing unit 102 performs various
types of processing on an imaged image imaged with the
camera 11, and outputs prepared image information to the
control unit 101. For example, the image iput processing
unit 102 may perform conversion, adjustment, noise
removal, edge detection (image enhancement), and the like
on the imaged 1mage. The camera 11 1images many faces 1n
the whole audience, and sends 1maged 1images to the infor-
mation processing device 10 by wire/wirelessly. For
example, the camera 11 1s implemented by a fixed camera.
Alternatively, the camera 11 1s not limited to an external
device, but may be configured to be included in the infor-
mation processing device 10.

The input device 103 1s implemented by a keyboard, a
mouse, a touch panel, a switch, a button, or the like, and
detects an operation input made by a user, and outputs a
detected mput signal to the mput processing unit 104.
Alternatively, the input device 103 may be implemented by
a microphone.

The mput processing unit 104 performs various types of
processing on the mput signal mput from the mput device
103, and prepared input information to the control unit 101.
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For example, the mput processing unit 104 may perform
conversion, noise removal, waveform processing, and the
like on the input signal.

The calendar/timer unit 105 measures a time, and outputs
timing information to the control unit 101.

The display processing unit 108 performs various types of
processing for outputting information output from the con-
trol unit 101 to the display device 109. For example, the
display processing unit 108 may perform conversion, inten-
sity adjustment, screen generation, and the like on the output
information.

The display device 109 1s an example of output device,
and 1s implemented by a display device, such as a liquid
crystal display (LCD) device or an organic EL (organic light
emitting diode (OLED)) display device. For example, the
display device 109 displays an evaluation of an audience on
a target calculated by the control unit 101 and converted into
a graph by the display processing unit 108.

The hardware configuration example of the information
processing device 10 according to the present embodiment
has been described above. Note that the configuration of the
information processing device 10 1s not limited to the
example shown 1n FIG. 2, but may further has a network I/F.
<2-2. Functional Component Example>

FIG. 3 1s a block diagram showing a functional compo-
nent example of the information processing device 10
according to the first embodiment. In the illustrated
example, the 1mage input processing unit 102 and the
display processing unit 108 are shown as functional com-
ponents 1n addition to each function of the control unit 101,
for the sake of description.

The information processing device 10 functions as a face
detection unit 1011, a degree-of-smile detection unit 1012, a
face orientation detection unmit 1013, and an overall evalu-
ation unit 1014, as shown in FIG. 3. These functions may be
implemented as the functions of the control unit 101.

The face detection umt 1011 analyzes an 1maged 1mage
output from the image mput processing unit 10 to perform
face detection. An algorithm for face detection 1s not par-
ticularly limited, but an existing technique may be used.
Accordingly, it 1s possible to detect face images 201 to 208
from an 1imaged 1mage 200 as shown 1n FIG. 4, for example.

The degree-of-smile detection unit 1012 performs face
recognition on the faces detected by the face detection unit
1011 to detect the degree of smile of each of the faces. An
algorithm for face recognition 1s not particularly limited, but
an existing technique may be used. The degree-of-smile
detection unit 1012 outputs a degree of smile sm at a value
of 0 to 100 using a detector having machine-learned smile
samples, for example. An output value of the degree of smile
sm 1s not limited to this, but a minus evaluation may be
included. For example, a face expressing an aversion, such
as an angry face or an annoyed face, may be indicated with
a degree of smile of —=100 to O. In this case, a degree of smile
of 0 may be defined as a “‘serious expression” or “lack of
expression.”

In this manner, the degree of smile of each of the faces
included 1n the imaged image 200 may be detected. Here,
since the imaged image 200 includes a plurality of faces as
shown i FIG. 4, the degree-of-smile detection unit 1012
outputs an average value obtained by dividing a sum of the
degrees of smile of the respective persons at a certain instant
by the whole number of people (the degree of smile SM per
screen) as an evaluation result of the degree of smile. The
evaluation result of the degree of smile 1s output to the
display processing unit 108 and the overall evaluation unit

1014.
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Note that the evaluation result of the degree of smile 1s not
limited to this, but, for example, the degree-of-smile detec-
tion unit 1012 may provide a threshold value (for example,
50%), and 1n a case where the degree of smile exceeds the
threshold value, may count 1t as a smile and output the
number of smiley persons (or a proportion) as an evaluation
result of the degree of smile. That 1s, for example, the
degree-of-smile detection unit 1012 does not count a degree
of smile of 0 to 49 as a smile, and counts a degree of smile
of 50 to 100 as a smile.

The face orientation detection unit 1013 performs face
recognition on the faces detected by the face detection unit
1011 to detect the degree of facing downward of each of the
faces. An algorithm for face recognition 1s not particularly
limited, but an existing technique may be used. The face
orientation detection unit 1013 obtains a rotation angle 1n a
Pitch direction with the front face serving as a basis, using
a detector subjected to machine learning, for example. Here,
FIG. 5§ shows an 1llustration describing a face ornientation
(angle). As shown 1n FIG. 5, the face orientation refers to an
orientation of the face 210 based on rotations in three-axis
directions, for example, including three types of Roll, Pitch,
and Yaw 1n the respective axial directions. The face orien-
tation detection unit 1013 may detect a substantially down-
ward (also including diagonally downward such as diago-
nally downward to the right and diagonally downward to the
left) angle to about -60 degrees, for example, in the Pitch
direction using a front face as a basis (0 degree). Then, the
face orientation detection unit 1013 normalizes the front (O
degree) to downward (-60 degrees) to 0 to 100 to acquire a
degree of facing downward dd.

Note that an evaluation result of a degree of facing
downward 1s not limited to this, but the face orientation
detection unit 1013, for example, may count the number of
persons facing downward (the number of persons having a
downward angle exceeding a predetermined threshold value,
for example) and output the number of persons facing
downward (or the proportion) as an evaluation result of the
degree of facing downward.

In this manner, the degree of facing downward of each of
the faces included 1n the imaged image 200 may be detected.
Here, since the imaged image 200 includes a plurality of
faces as shown 1n FIG. 4, the face orientation detection unit
1013 outputs an average value (the degree of facing down-
ward DD per screen) obtained by dividing a sum of the
degrees of facing downwards of the respective persons at a
certain instant by the whole number of people as an evalu-
ation result of the degree of facing downward. The evalu-
ation result of the degree of facing downward 1s output to the
display processing unit 108 and the overall evaluation unit
1014.

The overall evaluation unit 1014 calculates an overall
evaluation on the basis of the degree of smile SM and the
degree of facing downward DD. For example, the overall
evaluation unit 1014 calculates an overall evaluation value
in accordance with the following Expression 1 as an evalu-
ation 1s high 1n a case of front-facing and smiling. The
calculated overall evaluation result 1s output to the display
processing unit 108.

[(Math. 1]

Overall Evaluation Value=Degree of Smile SM (per
screen)x{ 100-Degree of Facing Downward DD

(per screen) | Expression 1

As described above, the degree of smile SM per screen
(an example of evaluation value), the degree of facing
downward DD (an example of evaluation value), and an
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overall evaluation value (an example of evaluation value)
are calculated, and are each output to the display processing
unmt 108. The display processing unit 108 generates a screen
that represents each evaluation value by a time-series graph,
for example, and outputs the screen to the display device

109.

«3. Operation Process»
Subsequently, an operation process of the information

processing system according to the present embodiment will
be described with reference to FIG. 6. FIG. 6 1s a flowchart
showing an operation process of the mnformation processing,
system according to the present embodiment.

As shown i FIG. 6, first, the information processing
device 10 captures, by the 1image input processing unmt 102,
an 1maged 1mage of an audience 1maged with the camera 11
(step S103).

Next, the control unit 101 performs face detection 1n the
image by the face detection umt 1011 to acquire the number
of faces n 1n the 1image (step S106).

Then, the control unit 101 detects, by the degree-of-smile
detection unit 1012, the degree of smile sm (for example, O
to 100) of each of the faces detected by the face detection
umt 1011 (step S109).

Next, the control unit 101 detects, by the face orientation
detection unit 1013, the degree of facing downward dd (for
example, 0 to 100) of each of the faces detected by the face
detection unit 1011 (step S112).

Then, the control unit 101 calculates an average value of
the degree of smile SM of the whole screen by the degree-
of-smile detection unit 1012 and an average value of the
degree of facing downward DD of the whole screen by the
face orientation detection umt 1013 (step S1135). Specifi-
cally, they are calculated respectively by the following
Expression 2 and Expression 3, for example.

[Math. 2]

Degree of Smile SM per Screen=(X"sm)/n Expression 2

[Math. 3]

Degree of Facing Downward DD per Screen=

(=" dd)/

Expression 3

Next, the control unit 101 calculates, by the overall evalu-
ation unit 1014, an overall evaluation value using the degree
of smile SM and the degree of facing downward DD having
been calculated above (step S118). The overall evaluation
value 1s calculated by the above Expression 1, for example.

Then, the display processing unit 108 of the information
processing device 10 causes graphs of the degree of smile,
the degree of facing downward, and the overall evaluation
value to be displayed on the display device 109 (step S121).

The operation process of the present embodiment has
been described above specifically. Subsequently, a display
example of evaluation values by the display processing unit
108 will be described with reference to FIG. 7 to FIG. 9.
«4. Display Example»

FIG. 7 1s an 1illustration showing a display example of
evaluation values according to the present embodiment. In
the 1llustrated example, the overall evaluation, the degree of
smile, and the degree of facing downward are each displayed
by line graphs on a screen 220. Each of the line graphs may
be displayed in accordance with time series of imaged
images obtained by imaging an audience with the camera 11.
In a case where the operation process shown 1 FIG. 6 1s
being performed 1n real time, the target S can check the
respective evaluation values at present changing continu-
ously by the line graphs while performing a seminar or the




US 10,607,063 B2

9

like, as shown 1n FIG. 1. The graphs are not limited to the
line graphs, but may be scatter diagrams, bar charts, or the
like.

Note that calculation of evaluation values are not limited
to real time, but a case where it 1s performed on the basis of
imaged 1mages obtained in the past by imaging an audience
1s also assumed as a matter of course. In this case, the display
processing unit 108 1s also capable of displaying an evalu-
ation value per scene or per progress 1tem 1n association with
a scene ol the details of the seminar of the target S and a
time, for example. Alternatively, the display processing unit
108 may display the graphs of the respective evaluation
values as shown 1n FIG. 7 while playing back video of the
details of the seminar of the target S.

In addition, in a case where the degree of smile and the
degree of facing downward are each output as the number of
people (or the proportion to the whole), the display process-
ing unit 108 may display these numbers of people (propor-
tion) by time-series graphs (for example, bar charts or the
like).

(Evaluation of a Plurality of Targets)

Next, as another display example of the present embodi-
ment, displaying evaluation values of a plurality of targets in
line will be cited. For example, the information processing
system according to the present embodiment may image
conditions of respective persons 1n an audience 1n seminars
or the like of a plurality of targets S1, S2, and S3 with
cameras 11A, 11B, and 11C, respectively, as shown 1n FIG.
8, and may calculate an evaluation on each target by the
information processing device 10.

The information processing device 10 may calculate
cvaluations on the plurality of targets S1, S2, and S3 1n real
time and present the evaluations to an evaluator, or may
calculate and present evaluations on the basis of 1maged
images of the audience 1n seminars 1n the past. A plurality of
cameras 11 are included in the example shown in FIG. 8,
whilst the present embodiment 1s not limited to this, but
there may be a single camera. For example, 1n a case where
a plurality of lecturers perform seminars sequentially in the
same classroom and an evaluation of each lecturer 1s made
later on, 1t 1s possible to sequentially 1mage imaging of an
audience 1n a seminar of each lecturer by a single camera 11
fixed 1n the classroom.

FIG. 9 1s an 1llustration showing a display example in the
cvaluation comparison among a plurality of targets accord-
ing to the present embodiment. In the illustrated example,
the overall evaluation, the degree of smile, and the degree of
tacing downward for a lecturer A (the target S1), a lecturer
B (the target S2), and a lecturer C (the target S3) are
respectively displayed 1n parallel on a screen 230 by graphs.
Since a high degree of smile and a low degree of facing
downward result 1n a high evaluation, the example shown 1n
FIG. 9 reveals that the lecturer B has the highest evaluation,
then, the lecturer A has the second highest evaluation, and
the lecturer C has the lowest evaluation.

«5. Supplement»
<5-1. Case where Evaluation Target 1s Content>

The information processing system according to the pres-
ent embodiment has been described above specifically. The
above-described embodiment has described an evaluation
system 1n a case where the target S 1s a human being, such
as a lecturer, whilst the present embodiment 1s not limited to
this, but can also be applied to an evaluation (viewing rate
research) of a content (object), such as video or a game
played back 1n a display device, for example. The following,
description will be made with reference to FIG. 10 and FIG.
11.
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FIG. 10 1s an illustration describing an overview of an
information processing system in a case where an evaluation
target 1s a content. In the information processing system
according to the present embodiment, a digital signage 13 1s
installed 1n a station, a building, or the like, for example, as
shown 1n FI1G. 10, and 1t 15 possible to perform an evaluation
of the audience P on a content being played back on the
digital signage 13.

Specifically, calculation of the degree of smile, the degree
of facing downward, and the overall evaluation 1s performed
by the mformation processing device 10 on the basis of an
imaged 1mage of the audience P imaged with the camera 11.
Since the configuration of the information processing device
10 1s similar to that of the above embodiment described with
reference to FIG. 2 and FIG. 3, description herein will be
omitted. Evaluation processing of such a content may be
performed 1n real time, or may be performed on the basis of
imaged 1mages 1n the past. In the example shown 1n FI1G. 10,
the information processing device 10 may calculate evalu-
ation values 1n real time and cause the evaluation values to
be displayed on the display unit on the basis of imaged
images of the audience P imaged with the camera 11, while
playing back a content on the digital signage 13.

A display example of evaluation values 1n a case where
such a content 1s targeted will be described with reference to
FIG. 11. FIG. 11 1s an 1llustration showing a display example
of evaluations 1 a case where evaluation targets are con-
tents. In the 1llustrated example, the respective evaluations
(the overall evaluation, the degree of smile, and the degree
of facing downward) on a content A, a content B, and a
content C are displayed in line on a screen 240. The
respective evaluations may be calculated using imaged
images of an audience having viewed the content A, the
content B, and the content C (imaged 1mages 1n the past), for
example. Since a high degree of smile and a low degree of
facing downward result 1n a high evaluation, the example
shown 1n FIG. 11 reveals that the content B has the highest
evaluation, then, the content A has the second highest
evaluation, and the content C has the lowest evaluation.

A case where a content 1s played back on the digital
signage 13 has been described herein as an example, whilst
the present embodiment 1s not limited to this, but it 1s also
possible to make evaluations (viewing rate research) simi-
larly 1n a case where a content (such as a TV program) on
a television 1s played back, for example.
<5-2. Case of Using Wearable Camera>

The fixed camera 11 1s used as an 1maging device that
images the audience P in the above-described embodiment,
whilst the present embodiment 1s not limited to this. For
example, a wearable type camera worn by each person of the
audience P may be used. Heremaiter, description will be
made with reference to FIG. 12 and FIG. 13.

FIG. 12 1s an 1illustration describing an example of a
wearable camera. As shown 1n FIG. 12, a wearable camera,
for example, may be implemented by a strap type (see an
illustration shown on the left side in FIG. 12) or a helmet
type (an illustration shown on the right side 1n FIG. 12).

The strap type camera has a camera 11-1a that 1images an
expression of a user (observer), a sensor 14a that senses a
face angle of the user, and a camera 11-2a that images a
target 1n order to assist 1n calculation of the face angle of the
user. The camera 11-1a 1s installed toward the face of the
user, and the sensor 14 1s provided at a mounting part of the
camera 11-1a, for example. In addition, the camera 11-2a 1s
installed toward a line-of-sight direction of the user. In
addition, the helmet type camera also similarly has a camera
11-15 that 1mages an expression of a user (observer), a
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sensor 145 that senses the face angle of the user, and a
camera 11-26 that images a target in order to assist in
calculation of the face angle of the user.

The information processing device 10 (not shown) cal-
culates an evaluation on a target on the basis of data acquired
by the cameras 11-1, 11-2 and the sensor 14, each of which
1s worn by the audience P.

Here, the degree of smile of the user may be detected by
the degree-of-smile detection unit 1012 on the basis of an
image 1imaged with the camera 11-1.

Moreover, the degree of facing downward of the user may
be detected by the face orientation detection unit 1013 on the
basis of sensor data sensed by the sensor 14. The sensor 14
1s, for example, a magnetic field sensor, a gyro sensor, or a
tilt sensor, and can sense an orientation (Yaw) and a ftilt
(Pictch) of the face (head). In addition, the degree of facing
downward of the user may be detected further using an
image 1imaged with the camera 11-2 supportively. FIG. 13 1s
an illustration describing a case of detecting the degree of
facing downward of the face of a user using an image
imaged with the camera 11-2. An 1image 40 illustrated on the
left in FIG. 13 1s an 1imaged image example in a case where
the face of a user (observer) 1s facing the front (1n a direction
diametrically opposite to a target), and an 1mage 41 1llus-
trated on the right 1n FIG. 13 1s an imaged image example
in a case where the face orientation of the user has become
downward.

As shown 1n the image 40, 1f the face onentation of the
user (observer) 1s diametrically opposite to an evaluation
target, the center of the face of the evaluation target can be
captured at the central position of the screen (x=50, y=30).
On the other hand, 1n a case where the face orientation of the
user (observer) has been displaced from the front, the center
of the face of the evaluation target 1s displaced from the
central position of the screen as shown in the image 41.
Therefore, the face orientation detection unit 1013 1s capable
of normalizing a displacement d between the center of an
imaged 1mage imaged with the camera 11-2 (for example,
x=350, y=30) and the center of the face of the evaluation
target to O to 100, for example, to detect the degree of facing
downward of the user’s face. The displacement d from the
center of the face of the evaluation target 1s calculated by the
following Expression 4, for example. In this case, the

displacement d may be output at a value ot 0 to 7071.
[Math. 4]

dz\/(x—50)2+@—50)2

Expression 4

«6. Conclusion»

As described above, 1n the information processing system
according to an embodiment of the present disclosure, 1t 1s
possible to calculate an evaluation on a target more correctly
in accordance with a substantially downward face of an
observer.

In the present embodiment, from actual survey results, in
a case of having no interest in a target, the face often faces
downward, such as by dozing, operating a smartphone, or
the like, however, an action of facing upward or sideways
cannot be regarded as being highly correlated with having
no 1nterest 1 a target since people may think hard because
they have interest 1n the targets, for example. In addition, the
time of facing upward or sideways does not last very long
(for example, about 1 minute or 3 minutes), however, the
time of facing downward may last for 5 minutes or 10
minutes continually. From these results, a face facing down-
ward can be regarded as being highly correlated with having
no interest 1n a target, and by evaluating that an audience has
no interest by “the degree of facing downward of the face”
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in the present embodiment, it 1s possible to perform an
evaluation on a target more correctly and with high accu-
racy.

Moreover, 1n a case of a large audience of 30 persons or
50 persons, 1t 1s diflicult to detect a line of sight of each
person from an 1maged 1mage (1n terms of the resolution of
a camera 1image), resulting in increased cost and processing
burden, whilst in the present embodiment, the face orienta-
tion can be grasped far more easily as compared with
line-of-sight detection, and thus, 1t 1s more useful than
performing an evaluation on a target on the basis of a
line-of-sight direction, a gazing time, or the like also from
perspectives of cost and processing burden.

Furthermore, since the overall evaluation wvalue 1s
obtained also using the degree of smile (positive factor) 1n
the present embodiment 1n addition to the degree of facing
downward of the face (negative factor), 1t 1s easier to grasp
an overview ol evaluations.

The preferred embodiment(s) of the present disclosure
has/have been described above with reference to the accom-
panying drawings, whilst the present technology 1s not
limited to the above examples. It 1s clear that a person skilled
in the art may find various alterations or modifications
within the scope of the techmical ideas recited in the
appended claims, and 1t should be understood that they will
naturally come under the technical scope of the present
disclosure.

For example, 1t 1s possible to create a computer program
causing hardware such as a CPU, a ROM, and a RAM
installed 1 the above-described information processing
device 10 to implement the functions of the information
processing device 10. Further, a computer readable storage
medium having the computer program stored therein 1s also
provided.

In addition, the degree of facing downward of the face
may be detected on the basis of an area of skin colors of the
whole audience or a proportion in which the parietal region
1s seen (in a case of facing downward, the parietal region 1s
seen when 1maging an audience from the front).

Further, the eflects described in this specification are
merely illustrative or exemplified effects, and are not limi-
tative. That 1s, with or in the place of the above eflects, the
technology according to the present disclosure may achieve
other eflects that are clear to those skilled 1n the art from the
description of this specification.

Additionally, the present technology may also be config-
ured as below.

(1)
An mformation processing system including:

a degree-of-smile detection unit configured to detect a
degree of smile of an observer observing a target;

a face orientation detection unit configured to detect a
degree of facing downward that indicates a degree to which
a Tace of the observer 1s facing substantially downward; and

an evaluation calculation unit configured to calculate an
evaluation on the target 1n accordance with the degree of

smile and the degree of facing downward.

(2)
The information processing system according to (1), in

which

the evaluation calculation unit computes an overall evalu-
ation value 1n accordance with the degree of smile and the
degree of facing downward.
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(3)

The information processing system according to (2), in

which

the face orientation detection unit 1s capable of computing
in real time the degree of facing downward of each of face
images ol a plurality of observers included 1n a moving
image 1imaged with an 1maging unait.

(4)

The information processing system according to (3), in
which

the degree of facing downward 1s a proportion of a
number of people determined as facing downward among
the plurality of observers.

()

The information processing system according to (3) or
(4), further including:

a fixed imaging device including the 1maging unit con-
figured to 1mage the plurality of observers.

(6)

The information processing system according to (1) or
(2), 1n which

the face orientation detection unit detects the degree of
smile and the degree of facing downward on the basis of
sensing data detected by a sensor attached to the observer.
(7)

The information processing system according to any one
of (1) to (6), further including;

a display control unit configured to display an evaluation
calculated by the evaluation calculation unit.

(8)

The information processing system according to (7), in
which

the display control unit displays evaluations on a plurality
of targets 1n line.

()

The information processing system according to any one
of (1) to (6), including:

a control unit, 1n which

the degree-of-smile detection unit, the face orientation
detection unit, and the evaluation calculation unit are 1mple-
mented as functions of the control unit.

(10)

An iformation processing method, imncluding, by a pro-
CEeSSOr:;

detecting a degree of smile of an observer observing a
target;

detecting a degree of facing downward that indicates a
degree to which a face of the observer 1s facing substantially
downward; and

calculating an evaluation on the target in accordance with
the degree of smile and the degree of facing downward.
(11)

A recording medium having a program recorded therein,
the program causing a computer to function as:

a degree-ol-smile detection unit configured to detect a
degree of smile of an observer observing a target;

a Tace orientation detection unit configured to detect a
degree of facing downward that indicates a degree to which
a Tace of the observer 1s facing substantially downward; and

an evaluation calculation unit configured to calculate an
evaluation on the target in accordance with the degree of
smile and the degree of facing downward.
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1011 face detection unit

1012 degree-of-smile detection unit
1013 face orientation detection unit
1014 overall evaluation unit

102 1image 1nput processing unit
103 1nput device

104 1nput processing unit

105 calendar/timer unit

106 storage unit

107 external storage unit

108 display processing unit

109 display device

11 camera

13 digital signage

14 sensor

The invention claimed 1s:

1. An mformation processing system, comprising:
a processor configured to:
detect a degree of smile of a plurality of observers,
wherein
the plurality of observers observes a target,
the target 1s different from the plurality of observers,
and
the degree of smile 1indicates one of a first number of
observers or a first proportion of observers among
the plurality of observers detected to be smiling;
compute, 1n real time, a degree of facing downward of
the plurality of observers based on each face images
of the plurality of observers, wherein the degree of
facing downward 1ndicates one of a second number
of observers or a second proportion of observers
among the plurality of observers facing substantially
downward at a downward angle exceeding a deter-
mined threshold value, and the images are included
in a moving image 1maged with a camera; and
calculate an evaluation value of the target in accor-
dance with the degree of smile and the degree of
facing downward.
2. The information processing system according to claim
1, wherein the processor 1s further configured to compute an
overall evaluation value i accordance with the degree of
smile and the degree of facing downward.
3. The information processing system according to claim
1, wherein the second proportion of observers corresponds
to the second number of observers determined as facing
downward among the plurality of observers.
4. The information processing system according to claim
1, further comprising a fixed imaging device including the
camera configured to 1mage the plurality of observers.
5. The information processing system according to claim
1, wherein the processor 1s further configured to detect the
degree of smile and the degree of facing downward based on
sensing data detected by a sensor attached to each observer
of the plurality of observers.
6. The information processing system according to claim
1, wherein the processor 1s further configured to control a
display device to display the evaluation value.
7. The information processing system according to claim
6, wherein the processor 1s further configured to control the
display device to display evaluations on a plurality of
targets.
8. The information processing system according to claim
1, wherein the processor 1s further configured to detect the
degree of facing downward based on orientations of faces of
the plurality of observers.
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9. An information processing method, comprising:

detecting a degree of smile of a plurality of observers,

wherein

the plurality of observers observes a target,

the target 1s different from the plurality of observers,
and

the degree of smile indicates one of a first number of

observers or a first proportion of observers among,

the plurality of observers detected to be smiling;
computing, in real time, a degree of facing downward of
the plurality of observers based on each face images of
the plurality of observers, wherein the degree of facing
downward indicates one of a second number of observ-
ers or a second proportion of observers among the
plurality of observers facing substantially downward at
a downward angle exceeding a determined threshold
value, and the images are included 1n a moving 1image
imaged with a camera; and

calculating an evaluation value of the target 1n accordance
with the degree of smile and the degree of facing
downward.

10. A non-transitory computer-readable medium having

stored thereon, computer-executable instructions which,

16

when executed by a computer, cause the computer to execute
operations, the operations comprising;:
detecting a degree of smile of a plurality of observers,
wherein
5 the plurality of observers observes a target,
the target 1s excluded from the plurality of observers,
and
the degree of smile indicates one of a first number of
observers or a first proportion of observers among,
the plurality of observers detected to be smiling;
computing, in real time, a degree of facing downward of
the plurality of observers based on each face images of
the plurality of observers, wherein the degree of facing
downward indicates one of a second number of observ-
ers or a second proportion ol observers among the
plurality of observers facing substantially downward at
a downward angle exceeding a determined threshold
value, and the 1images are included 1n a moving 1mage
imaged with a camera; and
calculating an evaluation value of the target 1n accordance
with the degree of smile and the degree of facing
downward.
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