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F-or En-c.odmg Content

Allocate A Second Set Of Context Bufters For Storage Of Frame Contexts,
| Wherein Individual Context Bufters In The Second Set Store Individual Frame
| Contexts That Are Associated With Individual Ones Of The First Set Of Buffers, 204
And Wherein Individual Frame Contexts Inolude Probability Tables Useable For |

Allocate A Third Set Of Frame Butfers For Storage Of Encoded Frames,

Wherein Individual Frame Butters In The Third Set Includes One Or More 206
| Indicators That Refer To Individual Ones Of The Reference Frames Stored In |
| The First Set Of Buffers, And Wherein The Third Set Of Frame Buffers Includes -
5 A Current Frame Buffer For A Frame That Is Currently Being Encoded

Obtain Content To Be Encoded, Wherein The Content Includes A Set Of 208
Frames, Wherein An Individual Frame In The Set Includes A Sequence Of
Values, kach Value Chosen From A Set Of Possible Values

. __ ”
Select A Particular Frame Context From The Second Set Of Context Buffers, 0

Wherein The Particular Frame Context includes A Particular Probability Table

| Obtain A Set Of Probabilities Associated With The Set Of Possible Values,
Wherein An Individual Value Of The Set Of Possible Values Is Associated With 515
L An Individual Probability Of The Set Of Probabilities, Wherein An Individual
Probab;hty Reflects A Probability Of Occurrence Of The Individual Value In The |/
- Sequence Of Values
tncode The Obtained Content Based On The Obtained Set Of Possibilities,
Wherein The Encoded Content Is Stored In The Current Frame Buffer
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For Decodmg Content

Allocate A Second Set Of Context Bufters For Storage Of Frame Contexts,
| Wherein Individual Context Bufters In The Second Set Store Individual Frame
| Contexts That Are Associated With Individual Ones Of The First Set Of Butfers, | 304
And Wherein individual Frame Contexts Include Probability Tables Useable For |
Decodmg Content

; Allocate A Third Set Of Frame Bufters For Storage Of Encoded Frames, 306
Wherem The Third Set Of Frame Buffers Includes A Current Frame Buffer For A}
' Frame That Is Currently Being Decoded --f
e S . o 308
Obtain Content To Be Decoded, Wherein The Content Is Defined By A

Sequence Of Values, Each Value Chosen From A Set Of Possible Values

| Obtain A Set Of Probabilities Associated With The Set Of Possible Values,
- Wherein An Individual Value Of The Set Of Possible Values Is Associated With
| An Individual Probability Of The Set Of Probabilities, Wherein An Individual
Probabmty Reflects A Probability Of Occurrence Of The Individual Value In The
| Sequence Of Values, Wherein The Set Of Possibilities Is Obtained From A 310
Particular Probability Table Included In One Of The Frame Contexts Stored In |
The Second Set Of Context Buffers +
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SYSTEMS AND METHODS FOR FRAME
CONTEXT SELECTION

SUMMARY

One aspect of this disclosure relates to encoding content
that includes a set of frames to be encoded. A system
configured to encode content may be referred to as an
encoder. Content to be encoded may be obtained. As used
herein, the term “obtaining” may include one or more of
accessing, acquiring, analyzing, determining, examining,
locating, receiving, retrieving, reviewing, and/or otherwise
obtaining. One aspect of this disclosure relates to decoding
encoded content. A system configured to decode encoded
content may be referred to as a decoder. Content to be
decoded may be obtained.

The content to be encoded may be defined by a sequence
of values. The values may be chosen from one or more sets
of possible values. Individual values of the set of possible
values may have a probability of occurrence 1n the sequence
of values. The set of possible values may correspond to a set
of possibilities of an individual value occurring. The values
of the set of possible values may have a total probability
value. The content may be encoded based on the set of
possibilities. The content to be encoded may be arranged
and/or organized 1n {frames, 1n particular for wvideo
sequences. For example, the set of frames to be encoded may
be ordered. For example, 1n some embodiments, the content
to be encoded may be obtained from a system or device that
has captured a video sequence, including but not limited to
a video camera. Alternatively, and/or simultaneously, the
content to be encoded may be obtained from a system or
device that has generated a video sequence, including but
not limited to a video game device.

Encoding of a particular frame may depend of one or
more other frames, which may be referred to as reference
frames. In other words, the particular frame 1s dependent on
(or has a dependency on) the one or more reference frames.
In some embodiments, to improve temporal scalability and/
or loss resilience, a decoder needs to be able to determine
which reference frames are needed to decode a current
frame. In other words, the decoder needs to determine and/or
track the dependencies for the current frame that 1s being
decoded.

In some embodiments, dependencies may be explicit
and/or express, €.g., by referring to a frame number 1n the
encoded content and/or by using a description that can be
resolved by the decoder, such as, by way of non-limiting
example, a reference to “the immediately preceding frame”.
Other types of explicit and/or express dependencies are
considered within the scope of this disclosure. Alternatively,
and/or simultaneously, 1n some embodiments, dependencies
may be implicit and/or implied.

Systems that encode and/or decode content may include
one or more processors, and/or other components. The
processor(s) may be configured by machine-readable
instructions. Executing the machine-readable instructions
may cause the processor(s) to facilitate encoding content.
The machine-readable instructions may include one or more
computer program components. The computer program
components may include one or more of a memory man-
agement component, a reference frame storage component,
a frame context storage component, a frame builer storage
component, a content component, a frame context selection
component, a probability component, an encode component,
a decode component, and/or other computer program com-
ponents.
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The memory management component may be configured
to allocate, manage, and/or control storage elements (e.g.,
memories, bullers, FIFOs, and/or other storage elements) for
the storage of information.

The reference frame storage component may be config-
ured to allocate, manage, and/or control storage elements for
the storage of frames and/or information related to frames.
For example, the reference frame storage component may be
configured to allocate a set of bullers for storage of a set of
reference frames.

The frame context storage component may be configured
to allocate, manage, and/or control storage elements for the
storage ol context information and/or information related to
context information. For example, the frame context storage
component may be configured to allocate a set of buflers for
storage of a set of frame contexts.

The frame bufler storage component may be configured to
allocate, manage, and/or control storage elements for the
storage of encoded frames and/or information related to
encoded frames. For example, the frame buller storage
component may be configured to allocate a set of buflers for
the storage of encoded frames.

The content component may be configured to obtain
content to be encoded and/or other information. In some
embodiments, the content to be encoded may include one or
more of an 1mage, a video sequence, and/or other content.
The content may be defined by a sequence of values. The
values may be chosen from one or more sets of possible
values. Individual values of the set of possible values may
have a probability of occurrence 1n the sequence of values.
The values of the set of possible values may have a total
probability value. The set of possible values may include a
first value.

In some embodiments, the set of possible values may be
arranged 1n an ordered sequence. The first value may appear
first 1n the ordered sequence. In some embodiments, the first
value may correspond to a value of zero. In some embodi-
ments, the first value may have the highest probability of
occurrence.

The frame context selection component may be config-
ured to select one or more frame contexts from a set of frame
contexts. For example, the frame context selection compo-
nent may be configured to select a particular frame context
from a set of context builers.

The probability component may be configured to obtain
one or more sets of probabilities. A set of probabilities may
be associated with a set of possible values. The values may
form a sequence that defines the content to be encoded. In
some embodiments, a set of probabilities may be obtained
from a particular probability table. For example, a particular
set of probabilities may be obtained from the probability
table included 1n a particular frame context.

The encode component may be configured to encode
content based on a set of probabilities, a probability table, an
entropy coding, an interval, and/or other mformation. The
content to be encoded may be one or more frames that form
a video sequence.

The decode component may be configured to decode
encoded content based on a set of probabilities, a probability
table, an entropy coding, an interval, and/or other informa-
tion. The content to be decoded may be one or more frames
that form a video sequence.

These and other objects, features, and characteristics of
the system and/or method disclosed herein, as well as the
methods of operation and functions of the related elements
of structure and the combination of parts and economies of
manufacture, will become more apparent upon consideration
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of the following description and the appended claims with
reference to the accompanying drawings, all of which form
a part of this specification, wherein like reference numerals
designate corresponding parts 1n the various figures. It 1s to
be expressly understood, however, that the drawings are for
the purpose of illustration and description only and are not
intended as a defimition of the limits of the invention. As
used 1n the specification and 1n the claims, the singular form

of “a”, “an”, and “the” include plural referents unless the
context clearly dictates otherwise.

BRIEF DESCRIPTION OF TH.

(L]

DRAWINGS

FIG. 1 1llustrates a system that encodes content 1n accor-
dance with one or more embodiments.

FIGS. 2-3 illustrate methods for encoding content and
decoding encoded content 1n accordance with one or more
embodiments.

FIGS. 4 and 3 1illustrate exemplary bufler arrangements
that may be used by an encoder system in accordance with
one or more embodiments.

DETAILED DESCRIPTION

In some cases, systems configured to encode or decode
content, including but not limited to system 10 in FIG. 1,
may conform to one or more coding standards and/or
specifications. By way of non-limiting examples, a particu-
lar video coding standard may be H.264 or HEVC/H.265.
Another particular video coding standard 1s AV1 (AOMedia
Video 1). Published techniques and concepts used 1n these
standards (and their predecessors) are icorporated 1n this
disclosure by reference and considered within the scope of
this disclosure. For example, the concept of I-frames,
P-frames, and B-frames 1s familiar to persons having ordi-
nary skill in the art of video coding. Within a particular
standard, certain features may be required, while others may
be optional. Encoding content according to a widely
accepted and available standard may be important to facili-
tate eflective distribution of the content. A proliferation of
proprietary standards would hamper such distribution, in
particular internet-based distribution. Within a particular
standard, improvements in encoding technology (e.g., 1n
compression rate or required bitrate, or 1n video quality) may
be desirable, provided that the encoded content can be
readily decoded. In other words, implementations of a
particular coding standard may be limited by resource
constraints and/or other constraints.

FIG. 1 illustrates a system 10 for encoding content.
System 10 may include one or more servers 11, one or more
processors 20, electronic storage 60, and/or other compo-
nents. In some embodiments, system 10 may connect to
and/or otherwise operate 1n conjunction with a network 13.
For example, content to be encoded may be obtained
through network 13. In some embodiments, system 10 may
include and/or operate in conjunction with one or more
client computing platforms 14. For example, a particular
client computing platform 14 may be a video camera that has
captured a video sequence. The video sequence may be
transierred to system 10 to be encoded. As another example,
a particular client computing platform 14 may be a personal
computing device that 1s configured to decode encoded
content as 1t streams over network 13.

Referring to FIG. 1, 1n some embodiments, server 11 may
include one or more processors 20. In some embodiments,
processor 20 may be configured to provide information-
processing capabilities 1 system 10. As such, processor 20
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4

may comprise one or more of a digital processor, an analog
processor, a digital circuit designed to process information,
a central processing unit, a graphics processing unit, a
microcontroller, an analog circuit designed to process infor-
mation, a state machine, and/or other mechanisms for elec-
tronically processing information. Processor 20 may be
coniigured to execute one or more machine-readable mstruc-
tions to facilitate encoding content. The machine-readable
instructions may include one or more computer program
components. The machine-readable instructions may
include one or more of a memory management component
21, a reference frame storage component 22, a frame context
storage component 23, a frame builer storage component 24,
a content component 25, a frame context selection compo-
nent 26, a probability component 27, an encode component
28, a decode component 29, and/or other computer program
components.

Electronic storage 60 may be configured to include elec-
tronic storage medium that electronically stores information.
Electronic storage 60 may store software algorithms, infor-
mation determined by processor 20, mformation recerved
remotely, and/or other information that enables system 10 to
function properly. For example, electronic storage 60 may
store information relating to content, values, set of possible
values, probabilities of occurrence, entropy coding, interval,
approximation error, and/or other mformation.

Memory management component 21 may be configured
to allocate, manage, and/or control storage elements (e.g.,
memories, builers, FIFOs, and/or other storage elements) for
the storage ol information. In some embodiments, memory
management component 21 may be configured to allocate
clectronic storage 60 and/or sections thereof.

Reference frame storage component 22 may be config-
ured to allocate, manage, and/or control storage elements for
the storage of frames and/or information related to frames.
For example, reference frame storage component 22 may be
configured to allocate a set of bullers for storage of a set of
reference frames. In some embodiments, the set of buflers
may include 4, 6, 8, 16, or more bullers (also referred to as
reference bullers or reference frame bullers). In some cases,
using a set of 6 reference frame bullers may be preferred. In
some cases, using a set of 8 reference frame buflers may be
preferred. By way of non-limiting example, FIG. 4 1llus-
trates an exemplary buller arrangement 40 that may be used
by an encoder system. Bufler arrangement 40 includes a set
of four reference frames 41, 42, 43, and 44 (also labeled “ref
1,7 “ret 2,” “ref 3,” and “ref 8”). Each of the four reference
frames 1includes a “Bufler” for encoded content, in particular
previously encoded content. For example, one or more of the
four reference frames may be used to store one or more
I-frames. Each of the four reference frames may further
include information relevant to the encoding of that frame,
such as, by way of non-limiting example, motion vectors
(labeled “motion vectors™ 1n FIG. 4).

In some implementations of a particular coding standard,
encoding of the current frame may depend on previously
encoded frames. In some 1mplementations of a particular
coding standard, encoding of the current frame may depend
on both forward (or future) and backward (or previously
encoded) reference frames.

Referring to FIG. 1, frame context storage component 23
may be configured to allocate, manage, and/or control
storage elements for the storage of context information
and/or information related to context information. For
example, frame context storage component 23 may be
configured to allocate a set of bullers for storage of a set of
frame contexts. In some embodiments, the set of bullers may
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include 4, 6, 8, 16, or more buflers (also referred to as
context buflers or frame context buflers). In some cases,
using a set of 6 frame context bullers may be preferred. In
some cases, using a set of 8 frame context builers may be
preferred. Referring to FIG. 4, by way of non-limiting
example, buller arrangement 40 includes a set 48. Set 48
includes four buflers or “frame context slots™ (also individu-
ally labeled “slot 0,” “slot 1,” “slot 2,” and “slot 3”). Each
of the four frame context slots includes a set of probabilities
(e.g., a probability table, labeled “probabilities™) for encod-
ing content. In some 1implementations of a particular coding
standard, one of more of the frame context slots may include
a probability table that refers to a particular reference frame.
This particular reference frame may be diflerent from either
the four reference frames 41, 42, 43, and 44, and/or the
reference frames 1indicated by indicators (e.g., “last,”
“oolden,” and “altrel”) of bufllers 45, 46, and 47. In such a
case, the particular reference frame may be a hidden and/or
implicit dependency of the frame that 1s currently being
encoded. In some implementations of the particular coding
standard, one or more of the frame context slots may be
managed (e.g., saved, loaded, modified, and/or otherwise
processed). This 1s an example of a hidden and/or implicit
dependency that may be unknown or even undeterminable
by the decoder. Even 1f this dependency can be determined,
the existence of this dependency reduces temporal scalabil-
ity and/or loss resilience of the decoder. In other words,
bufler arrangement 40 as depicted in FIG. 4 may cause an
undesirable eflect due to this type of hidden and/or implicit
dependency.

In some embodiments, frame context storage component
23 may be configured to allocate, manage, and/or control
storage elements for the storage of context information
and/or information related to context information 1n a man-
ner such that individual frame context bulilers are associated
with individual reference frame buflers. In this case, the
probability table 1 a particular frame context bufler i1s
associated with the particular reference frame stored in a
particular reference frame bufler. For example, encoding of
the particular reference frame may be accomplished or have
been accomplished using the probability table in the par-
ticular frame context bufler. In some embodiments, the set of
builers for storage of a set of reference frames may have the
same number of elements as the set of buflers for storage of
a set of frame contexts. In some embodiments, the associa-
tion between individual frame context builers and individual
reference frame buflers may be fixed and unchanging, such
that system 10 can rely on this association. For example,
“slot 0” may be permanently associated with reference
frame 41, “slot 17 with reference frame 42, “slot 2 with
reference frame 43, and “slot 3” with reference frame 44.
Such an arrangement of bufler allocations 1s depicted 1n FIG.
5.

Referring to FIG. 1, frame bufler storage component 24
may be configured to allocate, manage, and/or control
storage elements for the storage of encoded frames and/or
information related to encoded frames. For example, frame
builer storage component 24 may be configured to allocate
a set of buflers for the storage of encoded frames. In some
embodiments, the set of bullers may include 2, 3, 4, 6, 8, 16,
or more bullers for previously encoded frames or the frame
that 1s currently being encoded. In some cases, using a set of
6 bullers may be preferred. In some cases, using a set of 8
buflers may be preferred. Referring to FIG. 4, by way of
non-limiting example, bufler arrangement 40 includes a set
of three buflers for previously encoded frames or the frame
that 1s currently being encoded, the set of three butlers 45,
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46, and 47 (also labeled “frame 1,” “frame 2,” and “frame
37). As depicted, buller 47 (“frame 3) 1s the frame that 1s
currently being encoded, also referred to as the current frame
bufler. Each of the three buflers includes indicators (e.g.,
registers or links) that refer to other frames, e.g. reference
frames allocated by reference frame storage component 22).
In some embodiments, individual buflers may include 3, 4,
6, 8, or more indicators. As 1llustrated, the three indicators
in each bufler are labeled “last,” “golden,” and “altref”. For
example, the indicators for buller 47 (*“frame 3”) refer to
reference frame 44 (“ref 8), reference frame 42 (“ref 27),
and reference frame 43 (“ref 3”), respectively. The naming
and usage of these indicators 1s based on convention and
may be implementation-specific. By way of non-limiting
example, 1n some 1implementations, “last” may refer to the
most recent reference frame, “golden™ may refer to the most
recent I-frame, and “altref” may refer to the most recent
P-frame. Buflers 45 and 46 may further include information
relevant to the encoding of that frame, such as, by way of
non-limiting example, global motion information (labeled
“olobal motion” 1 FIG. 4). Bufller 47 may further include
links to set 48 (the frame context slots), to particular global
motion information (here, referring to bufler 46), and/or
other links used to encode the content of the current frame.
In some 1mplementations, the encoding of bufler 47 may
depend on the probability table of a particular reference
frame, as depicted by a link 47a 1n FIG. 4. This 1s an
example of a hidden and/or implicit dependency that may be
unknown or even undeterminable by the decoder. Even if
this dependency can be determined, the existence of this
dependency reduces temporal scalability and/or loss resil-
ience of the decoder.

In some implementations, system 10 may be configured to
encode which frame context slot to use in the bitstream. For
example, the connection between reference frames and
frame contexts may be encoded 1n the bitstream format. In
other implementations, an encoder may be configured to
make this connection.

Retferring to FIG. 1, content component 25 may be
configured to obtain content to be encoded and/or other
information. In some embodiments, the content to be
encoded may include one or more of an i1mage, a video
sequence, and/or other content. For example, a wvideo
sequence may include an ordered set of multiple frames,
including, for example, a first frame, a second frame, a third
frame, a fourth frame, and so forth. The content may be
defined by a sequence of values. The values may be chosen
from one or more sets of possible values. For example, the
possible values may be digital values such as O and 1, color
values, and/or other values. Individual values of the set of
possible values may have a probability of occurrence 1n the
sequence of values. The values of the set of possible values
may have a total probability value. The set of possible values
may iclude a first value.

In some embodiments, the content to be encoded may be
stored as one or more digital file(s). Content component 25
may obtain content to be encoded from one or more loca-
tions. For example, content component 25 may obtain the
content from a storage location, such as electronic storage
60, clectronic storage of iformation and/or signals gener-
ated by one or more sensors (€.g., 1mage sensors, video
cameras, etc.), electronic storage of a device accessible via
a network, and/or other locations. Content component 25
may obtain the content from one or more hardware compo-
nents (e.g., an 1mage sensor) and/or one or more software
components (e.g., soltware running on a computing device).
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The content may be defined by one or more sequences of
values and/or other information. The values may be chosen
from one or more sets of possible values. For example, a
sequence of values may include values from different sets of
possible values (e.g., chosen from multiple sets of possible).
A sequence of values may include values from a single set
of possible values. Individual values of the set(s) of possible
values may have a probability of occurrence 1 the
sequence(s) of values. All of the values of a set of possible
values may have a total probability value. A set of possible
values may include a first value and/or other values.

In some embodiments, the set(s) of values may be
arranged 1n an ordered sequence and the first value may
appear first 1n the ordered sequence. For example, a set of
possible values may include an alphabet with one or more
clements arranged in an ordered sequence. The elements 1n
the alphabets may be referred to as symbols. The sequence
of values defining the content may be referred to as a string
over the alphabet. In some embodiments, the first value may
correspond to a value of zero. In some embodiments, the first
value may have the highest probability of occurrence. For
example, 1n source coding application, such as audio and
video coding, the first value 1n the alphabet may be the value
of zero. The value of zero may have the highest probability
ol occurrence 1n the string for source coding application.

A set of possible values may include an alphabet of M
possible values. The probability of individual values 1n the
alphabet may be estimated to be p(j), O=1=M. The cumula-
tive probability of individual values may be represented by:

MOES

The values p(3) may be integers to avoid floating point
math. Total probability value may be represented by:

fr é fE(M)

The mathematical probability of each value of the alpha-
bet may be represented by:

p(J)
f:

The probabilities of the values may be calculated based on
the sequence of values (e.g., mput string) defining the
content or based on a historical distribution. For example,
the probabilities of the values may be calculated by counting,
the symbols 1n the input string. The probabilities of the
values may be known based on a frequencies table (e.g.,
global English frequencies table listing the probabilities that
a particular letter will appear 1n a word).

Frame context selection component 26 may be configured
to select one or more frame contexts from a set of frame
contexts. For example, frame context selection component
26 may be configured to select a particular frame context
from a set of context buflers. The particular frame context
may include a particular set of probabilities (e.g., a particular
probability table). In some embodiments, exactly one prob-
ability table can be used to encode the current frame. In
some embodiments, selection of a particular probability
table may be explicit and/or express. For example, the
selection may be based on a particular indicator (say,
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“golden”) 1n the current frame butler, or on the immediately
preceding frame, and/or on other mechanisms that explicitly
and/or expressly selects a particular probability table. In
some embodiments, selection of a particular probability
table may be implicit and/or implied. For example, selection
ol a particular probability table may be based on the ordering
of the frames. For example, selection of a particular prob-
ability table may be based on the ordering of the reference
frames (1.e., the ordering among the set of bullers for storage
of the set of reference frames). In some 1implementations,
encoders are configured to reorder frames for improved
compression rate, required bitrate, video quality, and/or
other improvements).

Probability component 27 may be configured to obtain
one or more sets of probabilities. A set of probabilities may
be associated with a set of possible values. The values may
form a sequence that defines the content to be encoded. In
some embodiments, a set of probabilities may be obtained
from a particular probability table. For example, a particular
set of probabilities may be obtained from the probability
table included 1n a particular frame context, e.g., a frame
context selected by frame context selection component 26.

In some embodiments, probability component 27 may be
configured to update a set of probabilities during encoding
of a frame of content. For example, probability component
2’7 may be configured to update a particular probability table
during encoding, based on the content of the current frame.

Encode component 28 may be configured to encode
content based on a set of probabilities, a probability table, an
entropy coding, an interval, and/or other information. The
content to be encoded may be one or more frames that form
a video sequence. In some embodiments, the content to be
encoded may be compressed by representing frequently
occurring patterns/symbols with smaller amounts of bits and
rarely occurring patterns/symbols with larger amounts of
bits. For example, entropy coding may detect symbols
representing the data at the mput and compress the data by
replacing symbols with certain variable-length code-words
(bits representing coded symbol or string). The length of
code-words may be approximately proportional to the nega-
tive logarithm of probability of occurrence of the particular
symbols, resulting in more common (more probable) sym-
bols being represented by shorter codes.

For example, entropy coding may maintain an interval [L,
L.+R) characterized by 1ts lower bound, L, and 1ts size
(range), R. To encode a value (of the sequence of values
defining content), the interval may be partitioned 1nto sub-
intervals of size roughly proportional to the probability of
cach possible value using a partition function. The lower
bound and range may be updated to correspond to the
sub-interval of the actual value to be encoded. When all
symbols have been encoded, the encoder may generate/
output a bit string corresponding to any number, C, in the
final interval [L, L+R) (e.g., the one with the shortest binary
representation). To decode a value, a decoder may start with
the same 1interval as the encoder, use the same partition
function to partition 1t mto sub-intervals, and use the bit
string written by the encoder to 1dentily which sub-interval
corresponds to the actual value that was encoded (1.e., the
sub-interval which contains the number C). Other types of
encoding are envisioned within the scope of this disclosure.

In some embodiments, limiting the size of the range to a
fixed number of bits, b, (e.g., 16, 32) may prevent the need
for arbitrary-precision arithmetic, which may be slow and
require a large amount of storage. This may limit the number
of bits of L that may be aflected by partitioning the interval
(with the exception of carries). This may limit the number of
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bits a decoder must examine to determine which sub-interval
contains the number written by the encoder. When the value
of R becomes too small, or potentially when a value 1s
encoded or decoded, the value of R may be renormalized.
The amount of scaling may be chosen based on a maximum
that does not cause R to exceed the limit on the number of
bits 1n its representation. L may be similarly scaled, with the
top bits being output to a bufler (to eventually become part
of C) on the encoder side. Similarly, a decoder may need to
examine more bits of C to be able to determine the appro-
priate sub-interval for the next value to be decoded.
Usage of large number of bits in entropy coding may
provide for higher compression accuracy but may lead to
higher processing time and power consumption. For

example, use of higher bit values 1n entropy coding may
require usage ol greater number/more complex hardware
(e.g., registers ), and operations on these values may include
high latency, which may lead to higher power consumption/
higher heat generation. Increasing the speed of entropy
coding operation may lead to faster processing ol informa-
tion (e.g., faster encoding), lower power consumption, and/
or lower heat generation.

A partition function may determine the bounds within an
interval to represent particular values/symbols that appears
in the input string. The partition function may be a strictly
increasing monotonic function, with 1 not larger than the
range (R) of the interval. For example, the range (R) may be
limited to b, bits and {, may be limited to 2 to the power of
b, with b<br. One example partition function 1s given by

oo ) = g‘

Computing this partition function requires calculation of
a product IR, which requires a b xbz—(b+by)-bit multiply.
This multiply may require usage ol greater number/more
complex hardware (e.g., registers) than desired. Moreover,
multiplies may have higher latency than addition operations
in hardware (e.g., used to update L and R). The division 1n
the partition function may also be too expensive to use 1n a
practical implementation at high data rates.

An example approach to reduce the size of the multiply
may be to approximate the result by re-ordering the opera-
tions:

f K
”apprﬂx(f) — _ﬁ _

R,

, O=f<fi
f=r

This approximation may reduce the multiply size to
bx(bz—-b)—b, bits. However, this approximation amplifies
the truncation error of the division, which decreases com-
pression accuracy. In short, approximation may lead to there
not being enough number of bits to represent the smallest
possibilities, resulting in compression error. Moreover, all of
the approximation error may be collected into the last
possible value, essentially over-estimating p(M-1) and
underestimating all of the other probabilities.

In some embodiments, encode component 28 may be
configured to encode a current frame builer based on one or
more reference frames, the reference frames being referred
to 1n the one or more indicators included 1n the current frame
bufler. Additionally, encoding the current frame buller may
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be based on a particular frame context and a particular
probability table. For example, encoding may be based on a
frame context that i1s selected by frame context selection
component 26, and the probability table included in the
selected frame context. Operation of encode component 28
may depend on the operation of other components of system
10, including but not limited to reference frame storage
component 22, frame context storage component 23, frame
bufler storage component 24, content component 25, frame
context selection component 26, probability component 27,
and/or other components.

In some embodiments, encode component 28 may be
configured to encode multiple frames, including a first,
second, and third frame, based on one or more reference
frames. Additionally, encoding frames may be based on a
particular frame context and a particular probability table.
For example, encoding the first frame may be based on a first
frame context that i1s selected by frame context selection
component 26, and the probability table included in the
selected first frame context. For example, encoding the
second frame may be based on a second frame context that
1s selected by frame context selection component 26, and the
probability table included in the selected second frame
context, which may be different from the probability table
included 1n the first frame context. For example, encoding
the third frame may be based on a third frame context that
1s selected by frame context selection component 26, and the
probability table included in the selected third frame con-
text, which may be different from both the probabaility tables
included 1n the first and second frame contexts.

In some embodiments, encode component 28 may be
configured to control which previously encoded frames are
to be used as dependencies of the current frame. For
example, such control may be used to enhance temporal
scalability by allowing a decoder to skip, e.g., every other
frame.

By way of non-limiting example, FIG. 5 illustrates an
exemplary bufler arrangement 50 that may be used by an
encoder system, in particular system 10 in FIG. 1. In
particular, buflfer arrangement 50 1n FIG. 5 remedies some of
the undesirable features of bufler arrangement 40 1n FI1G. 4.
In FIG. 5, bufler arrangement 50 includes a set of four
reference frames 51, 52, 53, and 54 (also labeled “ref 1,7 “ref
2,7 “ref 3,” and “ref 8”). Each of the four reference frames
includes a “Bufler” for encoded content, 1n particular pre-
viously encoded content. For example, one or more of the
four reference frames may be used to store one or more
I-frames. Each of the four reference frames may further
include information relevant to the encoding of that frame,
such as, by way of non-limiting example, motion vectors
and global motion information (labeled “motion vectors”
and “global motion” in FIG. 5). For example, the set of
buflers for storage of these reference frames may be allo-
cated by a reference frame storage component such as
reference frame storage component 22 1n FIG. 1.

Referring to FIG. 5, bufler arrangement S0 includes a set
of three buflers for previously encoded frames or the frame
that 1s currently being encoded, the set of three buflers 55,
56, and 57 (also labeled “frame 1,” “frame 2,” and “frame
37). As depicted, buller 57 (“frame 3) 1s the frame that 1s
currently being encoded, also referred to as the current frame
bufler. Each of the three buflers includes indicators (e.g.,
registers or links) that refer to other frames, e.g. reference
frames. In some embodiments, individual buflers may
include 3, 4, 6, 8, or more indicators. As 1llustrated, the three
indicators in each bufler are labeled “last,” “golden,” and
“altret”. For example, the indicators for bufler 57 (*“frame
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3”) refer to reference frame 54 (“retf 8”), reference frame 52
(“ref 27), and reference frame 353 (“ref 37), respectively.
Contrary to bufler arrangement 40, bufler arrangement 50
includes a set of bullers for storage of frame context (labeled
“probabilities” 1 a box with a dashed line) such that 5
individual frame contexts are associated with individual
reference frames. Each frame reference 1s associated with a
butler that includes a set of probabilities (e.g., a probability
table) that that frame reference. Each individual bufler that
includes a probability table may be under control or man- 10
agement of a frame context storage component such as
frame context storage component 23, but functionally each
individual bufler may be associated with an 1individual
reference frame bufler.

Referring to FIG. 1, decode component 29 may be con- 15
figured to decode encoded content based on a set of prob-
abilities, a probability table, an entropy coding, an interval,
and/or other information. The content to be decoded may be
one or more frames that form a video sequence. In some
embodiments, decode component 29 may be configured to 20
decode a current frame bufler based on one or more refer-
ence Irames, the reference frames being referred to 1n the
one or more 1ndicators included in the current frame bufler.
Additionally, decoding the current frame bufler may be
based on a particular frame context and a particular prob- 25
ability table. For example, decoding may be based on a
frame context and a probability table that are expressly or
impliedly known to and/or determinable by the decoder.

In some embodiments, decode component 29 may be
configured to determine whether any frame 1s missing that 1s 30
needed to decode a current frame. This feature may be used
for enhanced error resilience by allowing a decoder to
request retransmission of a dropped frame. In some 1mple-
mentations, a decoder may be configured to avoid displaying,

a broken frame, by virtue of verilying in advance that all 35
required dependent frames are available to decode the
current irame.

Operation of decode component 29 may depend on the
operation of other components of system 10, including but
not limited to reference frame storage component 22, frame 40
context storage component 23, frame buller storage com-
ponent 24, content component 25, probability component
2’7, and/or other components.

In some embodiments, features attributed to any one of
reference frame storage component 22, frame context stor- 45
age component 23, and frame bufler storage component 24
may be performed by memory management component 21.
For example, 1n a particular embodiment of system 10, a
particular implementation of an AV1 encoder may be con-
figured to allocate, manage and/or control electronic storage 50
60 to include a set of reterence frame, a set of frame context
butlers, a set of previously encoded frames, the frame that 1s
currently being encoded, and/or other information used to
encode the current frame. As described elsewhere 1n this
disclosure, individual frame context bullers may be associ- 55
ated with individual reference frame buflers.

Implementations of the disclosure may be made 1n hard-
ware, firmware, soltware, or any suitable combination
thereol. Aspects of the disclosure may be implemented as
instructions stored on a machine-readable medium, which 60
may be read and executed by one or more processors. A
machine-readable medium may include any mechanism for
storing or transmitting information 1n a form readable by a
machine (e.g., a computing device). For example, a tangible
computer readable storage medium may include read only 65
memory, random access memory, magnetic disk storage
media, optical storage media, flash memory devices, and

12

others, and a machine-readable transmission media may
include forms of propagated signals, such as carrier waves,
inirared signals, digital signals, and others. Firmware, sofit-
ware, routines, or instructions may be described herein in
terms of specific exemplary aspects and implementations of
the disclosure, and performing certain actions.

Although server 11, processor 20, and electronic storage
60 are shown to be connected to network 13 1n FIG. 1, any
communication medium may be used to facilitate interaction
between any components of system 10. One or more com-
ponents of system 10 may communicate with each other
through hard-wired communication, wireless communica-
tion, or both. For example, one or more components of
system 10 may communicate with each other through a
network. For example, processor 20 may wirelessly com-
municate with electronic storage 60. By way of non-limiting
example, wireless communication may include one or more
of radio communication, Bluetooth communication, Wi-Fi1
communication, cellular communication, infrared commu-
nication, or other wireless communication. Other types of
communications are contemplated by the present disclosure.

Although processor 20 1s shown 1 FIG. 1 as a single
entity, this 1s for 1llustrative purposes only. In some embodi-
ments, processor 20 may comprise a plurality of processing
units. These processing units may be physically located
within the same device, or processor 20 may represent
processing functionality of a plurality of devices operating
in coordination. Processor 20 may be configured to execute
one or more components by solftware; hardware; firmware;
some combination of software, hardware, and/or firmware;
and/or other mechanisms for configuring processing capa-
bilities on processor 20.

It should be appreciated that although computer compo-
nents are illustrated in FIG. 1 as being co-located within a
single processing unit, 1n implementations 1 which proces-
sor 20 comprises multiple processing units, one or more of
computer program components may be located remotely

from the other computer program components, or duplicated
in more than one location.

While the computer program components are described
herein as being implemented via processor 20 through
machine-readable instructions, this 1s merely for ease of
reference and 1s not meant to be limiting. In some embodi-
ments, one or more functions ol computer program compo-
nents described herein may be implemented via hardware
(e.g., dedicated chip, field-programmable gate array) rather
than software. One or more functions of computer program
components described herein may be soltware-imple-
mented, hardware-implemented, or software and hardware-
implemented.

The description of the functionality provided by the
different computer program components described herein 1s
for 1llustrative purposes, and 1s not intended to be limiting,
as any ol computer program components may provide more
or less tunctionality than 1s described. For example, one or
more of computer program components may be eliminated,
and some or all of 1its functionality may be provided by other
computer program components. As another example, pro-
cessor 20 be configured to execute one or more additional
computer program components that may perform some or all
of the functionality attributed to one or more of computer
program components described herein.

In some embodiments, some or all of the functionalities of
the computer program components/systems describes herein
may be provided by one or more external resources. External
sources may include hosts/sources of information, comput-
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ing, and/or processing and/or other providers of information,
computing, and/or processing outside of system 10.

The electronic storage media of electronic storage 60 may
be provided mtegrally (1.e., substantially non-removable)
with one or more components of system 10 and/or remov-
able storage that 1s connectable to one or more components
of system 10 via, for example, a port (e.g., a USB port, a
Firewire port, etc.) or a drive (e.g., a disk drive, etc.).
Electronic storage 60 may include one or more of optically
readable storage media (e.g., optical disks, etc.), magneti-
cally readable storage media (e.g., magnetic tape, magnetic

hard dnive, floppy drive, etc.), electrical charge-based stor-
age media (e.g., EPROM, EEPROM, RAM, etc.), solid-state
storage media (e.g., flash drive, etc.), and/or other electroni-
cally readable storage media. Electronic storage 60 may be
a separate component within system 10, or electronic stor-
age 60 may be provided integrally with one or more other
components of system 10 (e.g., processor 20). Although
clectronic storage 60 1s shown in FIG. 1 as a single entity,
this 1s for 1llustrative purposes only. In some embodiments,
clectronic storage 60 may comprise a plurality of storage
units. These storage units may be physically located within
the same device, or electronic storage 60 may represent
storage functionality of a plurality of devices operating 1n
coordination.

FIG. 2 illustrates a method 200 for encoding content. FIG.
3 1llustrates a method 300 for decoding content. The opera-
tions of methods 200 and 300 presented below are intended
to be 1llustrative. In some embodiments, methods 200 and
300 may be accomplished with one or more additional
operations not described, and/or without one or more of the
operations discussed. In some embodiments, two or more of
the operations may occur substantially simultaneously.

Referring to FIG. 2 and method 200, at an operation 202,
a first set of buflers 1s allocated for storage of reference
frames. The first set includes at least four builers. Individual
buflers 1n the first set store individual reference frames
usable for encoding content. In some embodiments, opera-
tion 202 1s performed by a memory management component
and/or a reference frame storage component the same as or
similar to memory management component 21 and/or rei-
erence frame storage component 22 (shown in FIG. 1 and
described herein).

At an operation 204, a second set of context buflers 1s
allocated for storage of frame contexts. The second set
includes at least four context builers. Individual context
butlers 1n the second set store individual frame contexts that
are associated with individual ones of the first set of bullers.
Individual frame contexts include probability tables usable
for encoding content. In some embodiments, operation 204
1s performed by a memory management component and/or
a frame context storage component the same as or similar to
memory management component 21 and/or frame context
storage component 23 (shown in FIG. 1 and described
herein).

At an operation 206, a third set of frame buflers 1s
allocated for storage of encoded frames. Individual frame
butflers 1n the third set includes one or more indicators that
refer to individual ones of the reference frames stored 1n the
first set of butlers. The third set of frame buflers includes a
current frame buller for a frame that i1s currently being
encoded. In some embodiments, operation 206 1s performed
by a memory management component and/or frame bufler
storage component the same as or similar to memory man-
agement component 21 and/or frame bufler storage compo-
nent 24 (shown in FIG. 1 and described herein).
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At an operation 208, content to be encoded 1s obtained.
The content includes the set of frames. The individual frame
in the set includes the sequence of values, each value chosen
from the set of possible values. In some embodiments,
operation 208 1s performed by a content component the
same as or similar to content component 25 (shown 1n FIG.
1 and described herein).

At an operation 210, a particular frame context 1s selected
from the second set of context buflers. The particular frame
context includes a particular probability table. In some
embodiments, operation 210 1s performed by a frame con-
text selection component the same as or similar to frame
context selection component 26 (shown in FIG. 1 and
described herein).

At an operation 212, a set of probabilities associated with
the set of possible values 1s obtained. An individual value of
the set of possible values 1s associated with an individual
probability of the set of probabilities. An individual prob-
ability retlects a probability of occurrence of the individual
value 1n the sequence of values. The set of probabilities 1s
obtained from the particular probability table. In some
embodiments, operation 212 1s performed by a probability
component the same as or similar to probability component
27 (shown 1n FIG. 1 and described herein).

At an operation 214, the obtained content 1s encoded
based on the obtained set of possibilities. The encoded
content 1s stored in the current frame bufler. Encoding
includes encoding the obtained content based on one or
more of the reference frames stored 1n the first set of buflers.
The one or more of the reference frames are referred to 1n the
one or more 1ndicators included 1n the current frame bufler,
and encoding the obtained content based on the particular
frame context and the particular probability table. In some
embodiments, operation 214 1s performed by an encode
component the same as or similar to encode component 28
(shown 1n FIG. 1 and described herein).

Referring to FIG. 3 and method 300, at an operation 302,
a first set of buflers 1s allocated for storage of reference
frames. The first set includes at least four butlers. Individual
buflers 1n the first set store individual reference frames
usable for decoding content. In some embodiments, opera-
tion 302 1s performed by a memory management component
and/or a reference frame storage component the same as or
similar to memory management component 21 and/or rei-
erence frame storage component 22 (shown i FIG. 1 and
described herein).

At an operation 304, a second set of context builers is

allocated for storage of frame contexts. The second set
includes at least four context buflers. Individual context
buflers in the second set store individual frame contexts that
are associated with individual ones of the first set of bullers.
Individual frame contexts include probability tables usable
for decoding content. In some embodiments, operation 304
1s performed by a memory management component and/or
a frame context storage component the same as or similar to
memory management component 21 and/or frame context
storage component 23 (shown in FIG. 1 and described
herein).

At an operation 306, a third set of frame buflers 1is
allocated for storage of encoded frames. The third set of
frame builers includes a current frame bufler for a frame that
1s currently being decoded. In some embodiments, operation
306 1s performed by a memory management component
and/or frame buller storage component the same as or
similar to memory management component 21 and/or frame
bufler storage component 24 (shown in FIG. 1 and described
herein).
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At an operation 308, content to be decoded 1s obtained.
The content 1s defined by the sequence of values, each value
chosen from the set of possible values. In some embodi-
ments, operation 308 1s performed by a content component
the same as or similar to content component 25 (shown in
FIG. 1 and described herein).

At an operation 310, a set of probabilities associated with
the set of possible values 1s obtained. An individual value of
the set of possible values 1s associated with an individual
probability of the set of probabilities. An individual prob-
ability retlects a probability of occurrence of the individual
value 1n the sequence of values. The set of probabilities 1s
obtained from a particular probability table included 1n one
of the frame contexts stored in the second set of context
buflers. In some embodiments, operation 310 1s performed
by a probability component the same as or similar to
probability component 27 (shown i FIG. 1 and described
herein).

At an operation 312, the obtained content 1s decoded
based on the obtained set of possibilities. The decoded
content 1s stored in the current frame bufller. Decoding the
obtained content i1s further based on one or more of the
reference frames stored in the first set of buflers, and
decoding the obtained content 1s further based on the par-
ticular probability table. In some embodiments, operation
312 1s performed by a decode component the same as or
similar to decode component 29 (shown m FIG. 1 and
described herein).

In some embodiments, method 200 and/or 300 may be
implemented 1n one or more processing devices (e.g., a
digital processor, an analog processor, a digital circuit
designed to process information, a central processing unit, a
graphics processing unit, a microcontroller, an analog circuit
designed to process information, a state machine, and/or
other mechanisms for electronically processing informa-
tion). The one or more processing devices may include one
or more devices executing some or all of the operation of
method 200 and/or method 300 1n response to mstructions
stored electronically on one or more electronic storage
mediums. The one or more processing devices may include
one or more devices configured through hardware, firmware,
and/or software to be specifically designed for execution of
one or more of the operation of method 200 and/or method
300.

Although the system(s) and/or method(s) of this disclo-
sure¢ have been described in detail for the purpose of
illustration based on what 1s currently considered to be the
most practical and preferred implementations, it 1s to be
understood that such detail 1s solely for that purpose and that
the disclosure 1s not limited to the disclosed implementa-
tions, but, on the contrary, 1s intended to cover modifications
and equivalent arrangements that are within the spirit and
scope ol the appended claims. For example, 1t 1s to be
understood that the present disclosure contemplates that, to
the extent possible, one or more features of any implemen-
tation can be combined with one or more features of any
other implementation.

What 1s claimed 1s:

1. A system that encodes content including a set of frames
to be encoded, the system comprising

one or more physical processors configured by machine-

readable 1instructions to:

allocate a first set of buflers for storage of reference

frames, wherein the first set includes at least four
bufters, wherein individual buffers in the first set store
individual reference frames usable for encoding con-
tent;
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allocate a second set of context bullers for storage of
frame contexts, wherein the second set includes at least
four context buflfers, wherein each of the individual
context buflers 1n the second set stores individual frame
contexts associated with individual ones of the first set
of buffers, and wherein individual frame contexts
include probability tables usable for encoding content;

allocate a third set of frame builers for storage of encoded
frames, wherein individual frame buflers in the third set
includes one or more indicators that refer to individual
ones of the reference frames stored in the first set of
buflers, and wherein the third set of frame buflers
includes a current {frame bufler;
obtain content to be encoded, wherein the content i1s
defined by a sequence of values, each value chosen
from a set of possible values, the content to be encoded
including a frame currently being encoded 1n the cur-
rent frame bufler;
select a particular frame context from the second set of
context buflers associated with a particular reference
frame referenced 1n one of the one or more indicators
of the current frame buller, wherein the particular
frame context includes a particular probability table;

obtain a set of probabilities associated with the set of
possible values from the particular probability table,
wherein each individual value of the set of possible
values 1s associated with an individual probability of
the set of probabilities, wherein an 1ndividual probabil-
ity reflects a probability of occurrence of the associated
individual value; and

encode the obtained content based on the obtained set of

probabilities,

wherein the encoded content 1s stored 1n the current frame

bufler, wherein the

encoding the obtained content 1s based on

the one or more of the reference frames referred to in the

one or more indicators included in the current frame
bufter, and

1s further based the particular probability table.

2. The system of claim 1, wherein the one or more
reference frames stored in the first set of buflers include a
first reference frame and a second reference {frame, wherein
the one or more indicators included in the current frame
buller include a first indicator and a second 1indicator,
wherein the first indicator refers to the first reference frame,
wherein the second indicator refers to the second reference
frame, and wherein encoding the obtained content 1s based
on the first and second reference frames.

3. The system of claim 2, wherein encoding the obtained
content based on the first and second reference frames
includes using a first probability table for the first reference
frame and a second probability table for the second refer-
ence frame.

4. The system of claim 1, wherein the one or more
reference frames stored in the first set of buflers include a
first reference frame, a second reference frame, and a third
reference frame, wherein the one or more indicators
included 1n the current frame bufler include a first indicator,
a second indicator, and a third indicator, wherein the first
indicator refers to the first reference frame, wherein the
second 1ndicator refers to the second reference frame,
wherein the third indicator refers to the third reference
frame, and wherein encoding the obtained content 1s based
on the first, second, and third reference frames.

5. The system of claim 1, wheremn the one or more
indicators include a particular indicator that refers to a
particular reference frame stored in the first set of buflers,
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and wherein the obtained set of probabilities 1s obtained
from the particular probability table included 1n the frame
context that 1s associated with the particular reference frame
that 1s referred to 1n the particular indicator included 1n the
current frame.

6. The system of claim 1, wherein the obtained set of
probabilities 1s obtained from the particular probability table
included 1n the frame context that 1s associated with a
particular reference frame, wherein the particular reference
frame 15 selected from the first set of buflers by virtue of the
ordering of the first set of bulil

ers.

7. The system of claim 1, wherein the obtained set of
probabilities 1s updated during encoding based on the
obtained content.

8. The system of claim 1, wherein the obtained content
includes at least one frame from the set of frames.

9. The system of claim 1, wherein the set of frames define
a video sequence.

10. The system of claim 1, wherein the reference frames
stored 1n the first set of bullers may include forward and
backward reference frames.

11. A system that decodes encoded content, wherein the
encoded content includes a set of frames, the system com-
prising:

one or more physical processors configured by machine-

readable 1nstructions to:
allocate a first set of buflers for storage of reference
frames, wherein the first set includes at least four
buflers, wherein individual bufters 1n the first set store
individual reference frames usable for decoding con-
tent;
allocate a second set of context buflers for storage of
frame contexts, wherein each of the individual context
buflers 1n the second set stores individual frame con-
texts associated with individual ones of the first set of
buffers, and wherein individual frame contexts include
probability tables usable for decoding content;

allocate a third set of frame buflers for storage of decoded
frames,

wherein the third set of frame buflers includes a current

frame bufler;
obtain content to be decoded, wherein the content 1s
defined by a sequence of values, each value chosen
from a set of possible values, the content to be decoded
including a frame currently being decoded 1n the cur-
rent frame bufler;
obtain a set ol probabilities associated with the set of
possible values from a particular probability table
included in one of the frame contexts stored in the
second set of context bufters, wherein each individual
value of the set of possible values 1s associated with an
individual probability of the set of probabilities,
wherein an individual probability reflects a probability
of occurrence of the associated individual value; and

decode the obtained content based on the obtained set of
probabilities,

wherein the decoded content 1s stored 1n the current frame

bufler, wherein decoding the obtained content 1s based
on one or more of the reference frames stored in the
first set of bullers, and 1s further based on the particular
probability table.

12. A method of encoding content including a set of
frames to be encoded, wherein an individual frame 1n the set
includes a sequence of values, each value chosen from a set
of possible values, and wherein the set of frames 1s arranged
in an ordered sequence, the method comprising:
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allocating a first set of buflers for storage of reference
frames, wherein the first set includes at least four
buflers, wherein individual bufters 1n the first set store
individual reference frames usable for encoding con-
tent;

allocating a second set of context bullers for storage of
frame contexts, wherein the second set includes at least
four context buflers, wherein each of the individual
context buffers 1n the second set stores individual frame

contexts associated with individual ones of the first set
of buflers, and wherein individual frame contexts
include probability tables usable for encoding content;

allocating a third set of frame buflers for storage of
encoded frames, wherein individual frame buffers in
the third set includes one or more 1ndicators that refer
to mndividual ones of the reference frames stored in the
first set of buflers, and wherein the third set of frame
buflers includes a current frame bufier;

obtaining content to be encoded, wherein the content

includes the set of
frames, wherein the individual frame in the set includes
the sequence of values, each value chosen from the set
of possible values, the content to be encoded including
a frame currently being encoded 1n the current frame
bufler:
selecting a particular frame context from the second set of
context bullers associated with a particular reference
frame referenced 1n one of the one or more indicators
of the current frame buller, wherein the particular
frame context includes a particular probability table;

obtaining a set of probabilities associated with the set of
possible values from the particular probability table,
wherein each individual value of the set of possible
values 1s associated with an individual probability of
the set of probabilities, wherein an 1ndividual probabil-
ity reflects a probability of occurrence of the associated
individual value; and

encoding the obtained content based on the obtained set of

probabilities, wherein the encoded content 1s stored 1n
the current frame bufler, wherein the encoding 1s based
on the one or more of the reference frames referred to
in the one or more 1ndicators included 1n the current
frame bufler, and 1s further based on the particular
probability table.

13. The method of claim 12, wherein the one or more
reference frames stored in the first set of builers include a
first reference frame and a second reference frame, wherein
the one or more indicators included in the current frame
bufter include a first indicator and a second indicator,
wherein the first indicator refers to the first reference frame,
wherein the second indicator refers to the second reference
frame, and wherein encoding the obtained content 1s based
on the first and second reference frames.

14. The method of claim 13, wherein encoding the
obtained content based on the first and second reference
frames includes using a first probability table for the first
reference frame and a second probability table for the
second reference frame.

15. The method of claim 12, wherein the one or more
indicators include a particular indicator that refers to a
particular reference frame stored in the first set of bullers,
and wherein the obtained set of probabilities 1s obtained
from the particular probability table included in the frame
context that 1s associated with the particular reference frame
that 1s referred to 1n the particular indicator included in the
current frame.
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16. The method of claim 12, wherein the obtained set of
probabilities 1s obtained from the particular probability table
included in the frame context that i1s associated with a
particular reference frame, wherein the particular reference
frame 1s selected from the first set of bullers by virtue of the

[

ordering of the first set of builers.

17. The method of claim 12, wherein the obtained set of
probabilities 1s updated during encoding based on the

obtained content.
18. The method of claim 12, wherein the obtained content
includes at least one frame from the set of frames.
19. The method of claim 12, wherein the set of frames
define a video sequence.
20. A method of decoding encoded content, wherein the
encoded content includes a set of frames to be decoded,
wherein an mdividual frame in the set includes a sequence
of values, each value chosen from a set of possible values,
and wherein the set of frames 1s arranged 1n an ordered
sequence, the method comprising:
allocating a first set of buflers for storage of reference
frames, wherein the first set includes at least four
buffers, wherein individual buffers in the first set

store individual reference frames usable for decoding
content;

allocating a second set of context bullers for storage of

frame contexts, wherein the second set includes at least
four context buffers, wherein each of the individual
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context bullers 1n the second set stores individual frame
contexts associated with individual ones of the first set
of buffers, and wherein individual frame contexts
include probability tables usable for decoding content;
allocating a third set of frame buflers for storage of

[

encoded frames, wherein the third set of frame bufters
includes a current frame bufler;

obtaining content to be decoded, wherein the content 1s
defined by the sequence of values, each value chosen
from the set of possible values, the content to be
decoded including a frame currently being decoded 1n
the current {frame buller;

obtaining a set of probabilities associated with the set of
possible values from a particular probability table
included 1n one of the frame contexts stored in the
second set of context bullers, wherein each 1individual
value of the set of possible values 1s associated with an
individual probability of the set of probabilities,
wherein an mdividual probability reflects a probability
of occurrence of the associated individual value; and

decoding the obtained content based on the obtained set of
probabilities possibilities, wherein the decoded content
1s stored 1n the current frame bufler, wherein decoding
the obtained content 1s based on one or more of the

reference frames stored in the first set of buflers, and 1s
further based on the particular probability table.
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