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Admin Device

PCRS Utility

Accept PCRS Admin credentials

( “Initialize & Provision™
Admin name, Admin password,
Address PCRS, Password_PCRS);

510

Connect to PCRS network on LAN;:
500

Open PCRS App from PCRS LAN;

501

Authenticate Admin credentials

(Admin name, Admin_passw%r?z];

Discover and select PCRS at /
Address PCRSon LAN; 502 I

Select “Initialize & Store (Address_PCRS,

Drovicion” =} H Password PCRS) as the identity
rovision command on & ;, for PCRS: 519
PCRS App; ’I |
r’ l! Register (Address PCRS,
Configure PCRS by setting address, ,’;‘f Password PCRS) to Routing
password {Address PCRS, ” Lo,’ Server Message Box; 513

Password PCRS) as its identity; |
504 ! |

Store Virtual LAN subnet and

Login PCRS with Admin credentials PCRS App link; 514

( “Initialize & Provision™ |
Admin name, Admin_ password,

Address PCRS, Password_PCRS)g-O Generate and save PCRS_Profile

file; {Including interface protocol,
certificates and keys); 515

Wait for PCRS authentication:
506

Join the existing access point

router as a client, if desired:

Configure Virtual LAN subnet and
216

PCRS App link;

Join PCRS to the existing access |/ @

point router as a client, if desired;

Figure 5
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G

Open PCRS_App from PCRS LAN; 5 Accept PCRS Admin credentials
( “Create a Client” , Admin_name,
Discover and select PCRS at ,’ Admin_password, Address_Invitee);
Address PCRS; 6071 f 610

Select “Create a Client” command
on PCRS_App; 802

Authenticate Admin credentials

(Admin name, Admin password);

01
Set Invitee notification address
Address Invitee: v
T 003 ,’ c"g,! Generate Access_Code;
. Generate Code Expiration for
, »
Login PCRS with Admin credentials |/ K Access_Code; 6812
( “Create a Client” , Admin_name, [
Admin_password, Address_Invitee); ;’ — - —
004 1’ Store (Access Code, Code Expiration, |
/ Address_Invitee) into entry in PCRS Client
. i
Wait for PCRS authentication: database; 613
605
Send Invitation to Invitee notification
address Address Invitee with (PCRS

App link, Address PCRS, Access Code Z
and Code_Expiration); 614

Inviiee
Device

Accept invitation on Address |nvitee
with (PCRS App link, Address PCRS,

Access Code, Code Expiration);
620

Retrieve PCRS_App from PCRS App link;
621

Install PCRS App on the PCRS Client
Device; 822

Figure 6
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PCRS Client
Device

Open PCRS_APP from WAN or PCRS
LAN; 700

Select “Registerto a Private Cloud
Routing Server” command on
PCRS_App; 701
If PCRS Client is not yet configured,

Set {Address PCRS Client,
Password PCRS Client);

Sheet 7 of 13 US 10,601,810 B2

Accept PCRS Client credentials

( “Register a Private Cloud

Routing Server” , Address PCRS,
Address PCRS Client,
Access Code);

710

j’ ‘“/ . T
; __—Address_PCRS_Clientin—___
I~ _PCRS Client database? —
: L

Y

Register (Address PCRS Client, %; N
password_PCRS_Client) to Client ™) Authenticate Access_Code; 745
Message Box; 702 i’
: Authenticate Code Expiration on
Retrieve (Address_PCRS, Access_Code) / Access_Code in PCRS Client
from Invitee; 703 ’f ff database; 713
_ _ _ - Y
Send to PCRS through client message box !’ A\ f Generate (Password PCRS P2P,
with Client credentials { "Register a If ," Password PCRS P2P Expiration,
Private Cloud Routing Server” ! Status) associated with
Address_PCRS, Address_PCRS_Client, ! (Access_Code, Code_Expiration,
Access Code); 704] 1 Address_lInvitee,
} J Address_PCRS_Client);, 714
Wait for PCRS authentication through
client message box; 705 Save the hashed value of
Password PCRS P2P as
Wait for PCRS registration complete Hash_Password_PCRS_P2P:715
acknowledgement through client message
box; ‘ ytore {Address PCRS Client,
“ Hash Password PCRS P2P,
Register the Address PCRS entry in the 1‘ Password_PCRS_P2P_Expiration,
PCRS Server database on the ‘ Status) into entry in PCRS Client
PCRS_APP, if it is a new entry: 707 ‘,.: database; 716
|
‘lh Send Password PCRS P2P to Invitee
@ l1 notification address at
Vo, Address_Invitee; 717
Device AN 7, Clear P2P Password_PCRS_P2P;718

/!
Accept Password PCRS P2P;
Save it for future use; 720

Acknowledge registration comp!gte to PCRS
Client Address PCRS Client with PCRS
Address PCRS; 710

CReturn >

Figure 7
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PCRS Client

Device

Open PCRS_APP from WAN or PCRS

Sheet 8 of 13

LAN; 800
/
Select an Address_PCRS from the /
registered PCRS Router database; ,"
301 /
=7
S/
Select “Connectto PCRS™ Command ! /
on PCRS App; 802 !! N
_ Iy
Send peer-to-peer connection request to |/ ,“
. /
Address_PCRS; 803 ’ ;
ro /
Start peer-to-peer negotiation using ,’ Oc}’
Address PCRS Client to communicate !f
with PCRS at Address PCRS; 804 ’z ;
/ 30 /
/
-y
Accept PCRS Profile to start Smart VPN ‘,’
connection with PCRS at Address PCRS; / ;!
_____ ~ 805 / J
/
z 'b?"f
Establish pee-to-peer connection between / Cb{f
PCRS and Client Device; 306 ,;
/
/
Login PCRS with Client credentials ff

( “Connectto PCRS™ ,Address_PCRS, |/

Address PCRS_Client, >
password_PCRS_P2P); 807 -2
- !/
Wait for authentication; 808
Ao

e
e
———

PCRS Client Device securely connects

to virtual private LAN on PCRS;
820

Figure 8

/ VPN connection;

US 10,601,810 B2

Accept peer-to-peer connection

request from Address PCRS Client;
810

Start peer-to-peer negotiation using
Address PCRS to communicate with

PCRS Client at Add ress_PCRS_CIieSrEIt%

Send PCRS Profileto

Address PCRS Client to start Smart
812

Establish pee-to-peer connection

between PCRS and Client Device;
813

Accept PCRS Client credentials |
( “Connect to PCRS” , Address PCRS,
Address PCRS Client,

Passord_PCR_PZP); 814

Lookup Hash_Password_PCRS_PiP
entry based on Address PCRS Client
in PCRS Client database; 815

Authenticate existing P2P password by
checking if the hashed value matches
the Hash Password PCRS P2P entry

based on Address PCRS Client in PCRS

Client database: 816

Start secure peer-to-peer
communication;

817
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Admin Device

Open PCRS_App from PCRS LAN; Accept PCRS Client credentials
900 (“View PCRS Client”, Admin name,

Admin_password, View entry);
/ 910

Select an Address PCRS from the

registered PCRS Router database;
901 ,’

Authenticate Admin credentials

f * * .
Select “View PCRS Client” command ;] (Admin_name, Admm_passworcé)jm

on PCRS App; 002 S/

Use View entry as a look-up index,
reply from entry list in PCRS Client
database based on the look-up

Select a View entry in PCRS Client
database as a look-up index;

index:; 912

903

Login PCRS with Admin
credentials (“View PCRS Client”,
Admin _name, Admin_ password,

View entry);

Display entry list in PCRS Client
database based on the look-up

index: 006

Figure 9
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EoRs Uity
Open PCRS_App from PCRS LAN;1 000 Accept PCRS Admin credentials

(“Reset P2P PAssword” or “Edit
Select an Address_PCRS from the ,‘ Attributes”, Admin_name,

registered PCRS Router database;1004 "I Admin password, Address Inwt(_?%

e . Bl !

Select “Reset P2P PAssword” or “Edit c:::;
Attributes” command on PCRS_App;1002| & Authenticate Admin credentials;

/ 1011

Enter Invitee notification address
Address_Invitee as a look-up index; 02

Use Address Invitee as a look-up
index, reply entry list based on

Address Invitee in PCRS Client

Login PCRS with Admin credentials (“Reset database; 1012

P2P PAssword” or “Edit Attributes”,
Admin name, Admin password,

Address Invitee); 1004 ;! ,! fé:fl?{;set PP pagsm? N
I 1013 y
Wait for PCRS authentication; 1005 ff Y
/ Generate a hew
Display entry list based on Address Invitee in ; , Password PCRS P2P;
PCRS Client database; 1006 é’%f Save the hashed value of
N7 Password PCRS P2P in
If “Reset P2P Password” command selected, | Hash Password PCRS P2P;1014
wait for completion; 100

- Send {Access Code,
If “Edit Attributes” command selected, edit Password PCRS P2P) to invitee

Attributes as desired: 1008 | notification address
Address Invitee;

Clear Password_PCRS_P2P; 1015

N lo I 1 e
ln\”tee §; \ /”J m.-ﬂ:;;ﬁmmnﬂ N
' \ Edst Attr:butes i
Device ™~ o
;o \ — 1016 -

\
§S v
\
Accept (Access Code, Accept edited Attributes and store
Password PCRS P2P)ininvitee them in PCRS; 10

notification address Address-Invitee:

1020

Figure 10
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PCRS Client
Device

Open PCRS App on PCRS LAN, after
secure VPN connection from WAN:

Select “Change P2P Password”
command on PCRS App;

Login PCRS with Client credentials
(“Change P2P Password”,

Address PCRS, Address PCRS Client,
Password PCRS P2P}; 1103

Wait for PCRS authentlcatlon;1104 ,\Nb%*
V4

/

Enter and re-enter the new P2P

passwords Password PCRS P2P till
they match;

1102] /

1105
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PCRS Utility

Accept PCRS Client credentials
(“Change P2P Password”,
Address PCRS, Address PCRS Client,

Password PCRS P2P); 1110

Lookup Hash Password PCRS P2P

entry based on Address PCRS_Client
in PCRS Client database; 1111

Authenticate existing P2P password by
checking if the hashed value matches
the Hash Password PCRS P2P entry

based on Address PCRS Client in PCRS

Client database; 1112

Accept the new P2P password
Password PCRS P2P;

1113

Hash the new P2P password as

Hh_ssword_PCR_P; 1114

Update Hash Password PCRS P2P
entry based on Address PCRS Client
in PCRS Client database; 1115

Clear P2P password
Password PCRS P2P; 1116

Figure 11



AR E

ikl L L ] L]
" e TR ERAAN L ] Ny [
P P L Y
i W s,

ii!EEEEEE;
R I
gl

US 10,601,810 B2
\
\
\
\
t
\
-
O
(T
.
—
&
&
O
O
am
N
am
S
)
!
1
:
:
[
!
r
;
/
/
/
/
/

"
i S
o RS il -~

T zeomeq m ”....u
JUSIO 4O [lemaly

nJyl 8|0y yosund

¢,
o
-~
-
g |
o
.m dan
7 -dD1 ¥ Hod/d]

LOI1108UU0Y) Z92IA(] 1UBI|D

29218 Ylim puodssy AN 9
— Jusi|n 1senbs i
S c0ct _ . MOd/dI 1821A8(]
“ JustiD yum AjoN
~ dan-do1 %
~ Hod/dl UM BAlly doay] e
= uonensibay _ 12014’ _
LOJIAD(] JUSI[D) e @ £0¢}
G0zl
0021

JaAIag bunnoy
Nd/A/Slelpalliaiu]

U.S. Patent

.
N

¢0cCl

ddy gadiAsQ ualiD

ddN-dO.1 ¥ H0d/d]

9021

UM DAllY dosy
Lo1eNSIDaY
¢B0IA8 (] JUalD



1 ainbi

TRy mppamir WewEm TR TRTTE TR TTTETT AR g ke
S —

i!!i!i!l’i
Ry ___IEE

/” =TT 71008 LI N T T~ - .
Y T & SHOd 10 [[emauy @ RN
LOE | | 20€ !
ddy (1ed jus1|D)

LO2IAD(] JUBID SHOI S m——e e - AN SYOd

\ SHOd 10 |[emall] °
S0t} niy) 8|0y youngd

US 10,601,810 B2
\
\
A
\
\
\
\
\
\
\
\
\
\
\
|
-
O
©
R,
-
=
-
&
O
O
0.
N
O
T
8
)
|
i
!
o ;
~ !
LA
/
/
!
!
/
/

o
o
T
&
ot
o
3
=
7 ddN-d0.1
¥ 10d/d| SHDd
. UOIJOBULOND UM puodsay - toﬂm_h_.“
X sonbs ...
-+ JUsIi|D SHOd
) pim AoN ._
— daN-dO.1 8 Hod/dl JOEL ddn-do.1 ¥ Hod/d|
m UIM BAIyY desy e \ bOE | UIM BAIly dooy] e
uoneJjsibay uoiensibay SHOd
L2JIAD(] JUBHD SHOd »
O o/ (%)
~
—
w 90¢1
Dnm 00€1
o (Led JaAisg)
7 AN SH0d
-



US 10,601,810 B2

1

PRIVATE CLOUD ROUTING SERVER
CONNECTION MECHANISM FOR USE IN A
PRIVATE COMMUNICATION
ARCHITECTURE

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation-in-part of U.S. patent
application Ser. No. 14/663,244, filed Mar. 19, 2015, entitled

“PRIVATE AND SECURE COMMUNICATION ARCHI-
TECTURE WITHOUT UTILIZING A PUBLIC CLOUD
BASED ROUTING SERVER”, which 1s a continuation-in-
part of U.S. patent application Ser. No. 14/526,393, filed
Oct. 28, 2014, entitled “PRIVATE AND SECURE COM-
MUNICATION ARCHITECTURE WITHOUT UTILIZ-
ING A PUBLIC CLOUD BASED ROUTING SERVER”,
which 1s a continuation-in-part of U.S. patent application
Ser. No. 14/450,104, filed Aug. 1, 2014, entitled “PRIVATE
CLOUD ROUTING SERVER, PRIVATE NETWORK
SERVICE AND SMART DEVICE CLIENT ARCHITEC-
TURE WITHOUT UTILIZING A PUBLIC CLOUD
BASED ROUTING SERVER,” which 1s a continuation-in-
part of U.S. patent application Ser. No. 13/229,285, filed
Sep. 9, 2011, entitled “PRIVATE CLOUD SERVER AND
CLIENT ARCHITECTURE WITHOUT UTILIZING A

ROUTING SERVER,” all of which are incorporated herein
by reference 1n their entireties.

FIELD OF THE INVENTION

The present invention relates generally to networking and
more particularly to the use of private cloud networks.

BACKGROUND OF THE INVENTION

In the Internet connected environment, the Smart Device
Clients including smart phone, tablet, eBook reader, note-
book, PC and various smart gadgets are ubiquitous and
omnipresent. Other than connectivity, one of the values of
the Smart Device Clients 1s to be able to connect at any time
and any place to retrieve services from one or many serving
parties or servers. The services include audio, video con-
tents, live or archived information, and execution of appli-
cations, social media, messaging, email, storage, backup,
calendar, contact, synchronization, sharing, remote desktop,
Internet of Things (Io'T) and others. Other services include

real-time private and secure video, audio, text and applica-
tion communication between at least two Smart Device
Clients. There are different types of servers that serve these
various requests from the Smart Device Clients. In general,
these types of servers can be categorized to fall into two
groups: a public cloud and a private cloud. Servers in the
public cloud, implied by the name “public”, provide services
that tend to be free with limited functionality or fee-based
with more sophisticated services and interact with the pub-
lic. Examples of the public cloud server include data center,
social media services and storage/content provider through
the Internet. On the other hand, servers 1n the private cloud
tend to address the private need. The services prowded are
more private and personal as opposed to those offered by the
public cloud.

One example of the application of the private cloud server
1s a private cloud storage server (PCSS). The PCSS sits
within the local area network (LAN) managed by the user.
It provides on-line and backup storage for the user either

within the LAN or in the wide area network (WAN). The
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user 1s able to use a Smart Device Client to access infor-
mation within the private cloud storage server at anytime
from anywhere. The private cloud storage server and the
associated Smart Device Client therefore form an example
of the Private Cloud Server and Client architecture.

Conventionally, there are many storage server solutions,
including network attached storage (NAS), Windows/Mac/
Linux server, and direct attached storage (DAS) to fulfill the
PCSS requirement. But the challenge for the Smart Device
Clients 1n the field has been how to avoid the cumbersome
setup to penetrate the firewall behind the router on the LAN
to access the PCSS 1n a home or oflice environment. There
are at least four kinds of solutions to this challenge.

One solution 1s to assign a fixed IP address and open
certain ports for the router 1n front of the PCSS, such that the
Smart Device Client 1s able to locate the PCSS from outside
the LAN and to authenticate 1tself, penetrate the firewall and
establish a secure communication channel with the PCSS.

A second solution applies when a fixed IP address 1s not
available. The user configures the LAN router of the PCSS
and opens certain ports to map to the PCSS. The router 1s
therefore able to be located by the mtended Smart Device
Client through a dynamic DNS (DDNS) service on the
WAN. The Smart Device Client can authenticate itself,
penetrate the firewall and establish a secure communication
channel with the PCSS.

A third solution 1s to rely on another routing server in the
WAN to conduct the virtual private network (VPN) com-
munication between the Smart Device Client and the PCSS.
The VPN communication allows the Smart Device Client to
locate the PCSS, authenticate itsell, penetrate the firewall
and establish a secure communication channel with the
PCSS.

A Tourth solution 1s to rely on another routing server 1n the
WAN to conduct the remote desktop protocol (RDP) or
virtual network computing (VNC) communication between
the Smart Device Client and the PCSS. The RDP/VNC
communication allows the Smart Device Client to locate the
PCSS, authenticate 1tsell, penetrate the firewall and establish
a secure communication channel with the PCSS. Other
solutions can be mix- and match of the above mentioned
solutions.

In a first scenario, a fixed IP address 1s required and the
router needs to be set up and configured. The down side 1s
that a fixed IP involves more cost and 1s usually not available
in the home and small business environment. The router set
up and configuration can be very complicated and are not
user Iriendly with most consumers.

In a second scenario, a DDNS service 1s required and the
router needs yet more complex set up. Again, the DDNS set
up mvolves additional cost and complexity mto the system.
The router set up and configuration can be very complicated
and 1s not user friendly with most consumers.

In a third and fourth scenarios, an outside routing server
or service needs to be established, while a router set up 1s not
necessary. The outside routing server or service controls and
handles login/authentication between the Smart Device Cli-
ent and the server. The private cloud becomes less private
and less secure through the public cloud based server or
service. If for any reason the server or service 1s down, the
communication and availability of the private cloud storage
server will be jeopardized.

All of these scenarios require technical expertise that may
be suitable for conventional corporate environment, but
these scenarios are not suitable for consumer oriented Smart
Device Client centric deployment.
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In most conventional systems, an outside or public cloud
based routing server i1s used by the Smart Device Client

during access to a Private Cloud Service. Using an outside
server creates a number of concerns to the Smart Device
Client owner.

First, the sense of trust 1s always in question, because the
outside or public cloud based routing server 1s a middleman
during all communication transactions between the Smart
Device Client and the Private Cloud Service. It may hold all
user account info, password and their corresponding IP
addresses of the Smart Device Client and the Private Cloud
Service. The routing server 1s able to snifl any communica-
tion in-between and render 1t 1nsecure.

Second, being an outside and public cloud based routing
server, the business model of the owner of server may not
always be in-line or mn-sync with the Smart Device Client
owner. I the routing server 1s out of service due to any
business reason, there 1s no remedy or option of replacement
to restore the service. The routing server potentially poses a
tremendous business risk to the user as the vital link 1n the
communication can be broken without recourse.

Conventionally, in the case of communication between
two Smart Device Clients, both parties need to sign 1n to a
public cloud based server in order to conduct real-time
video, audio, text or application communication. The pri-
vacy and security are easily compromised due to the fact that
the communication has to go through a public cloud based
server, as outlined above.

Accordingly, what 1s needed 1s a system and method that

addresses the above 1dentified 1ssues. The present mnvention
addresses such a need.

SUMMARY OF THE INVENTION

A method for use with a public cloud network 1s dis-
closed. The method includes setting up at least one private
cloud routing server (PCRS) and at least one smart device
client 1n a client server relationship. The at least one private
cloud routing server includes a first message box associated
therewith. The first message box being located on a public
cloud network. The at least one smart client includes a
second message box associated therewith. The second mes-
sage box being located on the public cloud network. The
method also includes passing a session based message
between the first message box and the second message box
In a secure manner.

The secure session based message connection mechanism
between the private cloud routing server and the at least one
smart device client comprises 1nitialization and provisioning
of the PCRS Creation of a PCRS Client, viewing the PCRS
Client, editing a PCRS peer-to-peer password and status by
an administrator, changing the PCRS peer-to-peer password
by the at least one smart device client, resetting the PCRS
peer-to-peer password and status by an administrator from
the PCRS LAN and connecting to the PCRS by the at least
one smart device client. The session based message 1s
authenticated by the private cloud routing server and the at
least one smart device client. The smart device client and the
private cloud routing server can communicate with each
other after the session based message 1s authenticated.

At least one private network service i1s then securely
accessible by the smart device client through the public
cloud network based upon the authenticated session based
message. The method also includes setting up the at least
another smart device client 1n a client server relationship
with the at least one private cloud routing server. The at least
two smart device clients and the private cloud routing server
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can communicate with each other after the session based
message 1s authenticated. The at least two smart device

clients can privately and securely communicate with each
other through the public cloud network.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a conventional Cloud
Network Infrastructure.

FIG. 2 1s a block diagram of a first embodiment of a Cloud
Network. Infrastructure for the connection mechanism
between the Private Cloud Routing Server and the Smart
Device Client 1n accordance with the present invention.

FIG. 3 1s a block diagram of a second embodiment of a
Cloud Network Infrastructure for the connection mechanism
between the Prnivate Cloud Routing Server and the Smart
Device Client 1n accordance with the present invention.

FIG. 4 1s a block diagram of a third embodiment of a
Cloud Network Infrastructure for the connection mechanism
between the Private Cloud Routing Server and the Smart
Device Client 1n accordance with the present invention.

FIG. 5 shows the communication tlow of Initializing and
Provisioning of the Private Cloud Routing Server by Admin
in accordance with the present invention.

FIG. 6 shows the communication flow of creating a client
for the Private Cloud Routing Server by the Admin 1n
accordance with the present invention.

FIG. 7 shows the communication tlow of Registering to a
Private Cloud Routing Server by a PCRS Client 1n accor-
dance with the present invention.

FIG. 8 shows the communication flow of Connection
from the PCRS Client Device to the Private Cloud Routing
Server by a PCRS Client 1n accordance with the present
invention.

FIG. 9 shows the communication tlow of Viewing Client
of the Private Cloud.

FIG. 10 shows the communication flow of Resetting
peer-to-peer password and editing attributes of a PCRS
Client Device by Admin in accordance with the present
invention.

FIG. 11 shows the communication flow of changing
peer-to-peer password of a PCRS Client Device by a PCRS
Client 1n accordance with the present invention.

FIG. 12 shows the communication flow of P2P Connec-
tion Mechanism between a Client Devicel and a Client

Device2 through Cloud Network (Prior Art).

FIG. 13 1s a diagram of a communication tlow of P2P
Connection Mechanism between PCRS and a PCRS Client
Device through a Cloud Network.

DETAILED DESCRIPTION

The present imnvention relates generally to networking and
more particularly to the use of private cloud networks. The
tollowing description 1s presented to enable one of ordinary
skill 1n the art to make and use the invention and 1s provided
in the context of a patent application and its requirements.
Various modifications to the embodiments and the generic
principles and features described herein will be readily
apparent to those skilled in the art. Thus, the present
invention 1s not intended to be limited to the embodiments
shown, but 1s to be accorded the widest scope consistent
with the principles and features described herein.

The term “Client” 1s interchangeable with “Smart Device
Client” throughout discussion in the context. The term
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“router” 1s 1n general interchangeable with “gateway”,
“access poimnt” and/or “NAT” (network address translation)
in the discussion.

A system and method in accordance with the present
invention addresses the following challenges 1n a consumer
oriented environment for a Smart Device Client in a WAN
to be able to obtain services from a Private Cloud Storage
Server (PCSS) or any Private Cloud Server (PCS):

1. Access the Private Cloud Server (PCS) at anytime from
anywhere.

2. Access the PCS behind the firewall with fixed or
dynamic IP address.

3. Require no outside or public cloud based routing server
in the WAN.

4. Require no additional router setup in the LAN.
5. Authenticate with the PCS.

6. Establish a secure communication channel with the
PCS.

If such challenges can be met and resolved, the deploy-
ment of the Private Cloud Server or service will increase
exponentially, due to plug and play simplicity and availabil-
ity. The technical and business concern will also be removed
by not utilizing a public cloud based routing server. The
Private Cloud Server being utilized for storage, remote
desktop service and Internet of Things (IoT) becomes very
aflordable and ubiquitous in the private cloud infrastructure.

In the private cloud environment, 1f there are more than
one private cloud servers or services co-existing at the same
time, 1t 1s advantageous to separate out the functions of
Private Cloud Server into two functional blocks including
Private Cloud Routing Service (PRS) and Private Network
Service (PNS). The PNS i1s designed to be managed and
accessed on the private network environment, be 1t wired or
wireless, by the Smart Device Client. Examples of a PNS
include application program server to provide remote desk-
top protocol (RDP), VNC, oflice tools, media player, and
other user specific applications. The PNS may also function
as a storage server that contains multiple terabytes of storage
serving the private cloud. Functions of the PRS of the
multiple Private Cloud Routing Servers can then be aggre-
gated together into just one Private Cloud Routing Server
(PCRS). The PCRS can generally be referred to as a Private
Cloud Router.

A system and method in accordance with the present
invention addresses the following challenges 1n the con-
sumer oriented environment for utilizing the Smart Device
Client in the WAN to be able to manage and access Private
Network Service (PNS) from a Private Cloud Routing
Server (PCRS):

1. Access the Private Cloud Routing Server (PCRS) at
anytime from anywhere.

2. Access the PCRS behind the firewall with fixed or
dynamic IP address.

3. Require no outside or public cloud based routing server
in the WAN.

4. Require no additional router setup in the LAN.

5. Authenticate with the PCRS.

6. Establish a secure communication channel with the
PNS to manage and access.

If the PCRS can fulfill the above mentioned challenges,
heterogeneous Private Cloud Servers from different manu-
tacturers and vendors can then be broken down 1nto simpler
Private Network Services and remove the complexity of
private cloud setup, configuration and access

The purpose of a system and method 1n accordance with
the invention 1s to provide a Private Cloud Routing Server
(PCRS), Private Network Service and Client architecture
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without utilizing a routing server. The system and method 1n
accordance with the present invention addresses the above
identified challenges that to allow a Client to be able to
access the Private Network Service (PNS) from anywhere at
anytime. The system and method also accesses the PNS
behind a firewall with fixed or dynamic IP, requires no
additional router setup and no public cloud based routing
server 1n the WAN, to authenticate with the PCRS, and to
establish a secure communication channel directly with the
PNS.

As shown in FIG. 1, a cloud network intrastructure
includes a public cloud 100, a public cloud server 113, an

intermediate routing server 112, a VPN routing server 114,
a Smart Device Client 101 in the WAN, a Router P 102 and

a Router S 103. The Router S 103 connects between a LAN
105 and the Internet 1n public cloud 100. The Router_P 102
connects between a LAN 104 and the Internet i public
cloud 100. Behind the LAN 104, there are Smart Device
Clients 106, 107 and a Private Cloud Server (PCS) 108.
Behind the LAN 105, there are Smart Device Clients 109,
110 and 111. The Smart Device Client can be a PC, note-
book, tablet, eBook reader, GPS, smart TV, set top box, MP3
player, or any networkable embedded device.

They are denoted 1n the Cloud Network Infrastructure as
101, 106, 107, 109, 110, and 111. Any one of the Smart
Device Clients above 1s interchangeable in the context and
discussion. The focus on this discussion 1s the Smart Device
Chient 109, as the representative 1n this context.

Physically, there are three scenarios that a Smart Device
Client 101, 107 or 109 can connect to the Private Cloud
Server 108. First, a Smart Device Client 107 determines
whether the target 1s 1n the locally accessible LAN 104 and
decides to connect to the Private Cloud Server 108 directly.
Second, the Smart Device Client 101 determines the target
1s not 1n the locally accessible LAN 104 and decides to
connect through the WAN to the public cloud 100. The WAN
locates the Router P 102 and LAN 104, and then connects
to the Private Cloud Server 108. Third, the Smart Device
Client 109 determines the target 1s not in the locally acces-
sible LAN 105 and decides to passes through LAN 105,
Router_S 103, and connects to the public cloud 100 n the
WAN.

The Smart Device Client 109 then locates Router P 102,
LLAN 104 and connects to the Private Cloud Server 108. The
first and the second scenario are two special cases and
derivatives of the third scenario. Theretfore, it 1s beneficial to
focus on the third scenario that 1s broader in scope and
complexity.

The routing server message box 216 or client message
box 215, can be hosted 1nside an email server, text message
server, web server, or any kind of server that can host secure
message for information exchange between the Private
Cloud Routing Server 208, as a server, and the Smart Device
Client 206, 207, 209, 210, 211, 201, 221, as a client. The
Routing Server Message Box message box_P 216 or Client
Message Box message box_S 215, 1s accessible and under
the secure and private control of either Private Cloud
Routing Server 208, as a server, or the Smart Device Client
206, 207, 209, 210, 211, 201, 221, as a client. The security
and business model of the message box 1s well understood
and expected 1n the mndustry by the user. For any reason
either message box 1s down, it can be replaced or redeployed
immediately without jeopardizing the communication
between the server and the client in the private cloud
infrastructure.

FIG. 2 shows a block diagram of a first embodiment of a
Cloud Network Infrastructure for a secure connection
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mechanism between the Private Cloud Routing Server and
the Smart Device Client for the exploring and accessing of
Private Network Service across the public cloud. The Smart
Device Client 201, 211 and 221, through the communication
path 222, 224 and 223 respectively are able to locate the
Private Cloud Routing Server 208 with the mechanism
disclosed 1n FIG. 5 through 11 The Private Cloud Routing
Server 208 then bwlds a virtual LAN VLAN 240 allowing
the authorized Smart Device Clients 201, 211 and 221 to join
in as members of the virtual LAN VLAN 240. The Smart
Device Client 201 through the 1nstalled program can 1nitiate
a private and secure communication as a host. The Smart
Device Client 211 or 221 through the installed program can
receive the communication 1nvitation as a guest and join the
private and secure communication session with the host
Smart Device Client 201.

As shown 1n FIG. 2, when a Smart Device Client 201
wants to start a communication session as a host, the
program 1nstalled on the host Smart Device Client first
locates and logs-in to the Private Cloud Routing Server
(PCRS) 208 through the communication path 222. After
locating the Private Cloud Routing Server 208, 1t joins the
virtual LAN VLAN 240. The Smart Device Client commits
to join chat communication as a host 201. The program
allows the Smart Device Client 201 to create and host a
communication session. The program broadcasts the host
session to invite communication guest 221. Afterwards, the
program starts scanning for recognizable guest 221. Once
the guest 1s authenticated, the Smart Device Client 201 can
start private and secure communication as a host with the
authenticated guest Smart Device Client 221. The private
and secure communication includes video, audio, text or
application. The application can be a program, utility, opera-
tion or remote desktop that 1s recogmizable by both host and
guest.

If the Smart Device Client 211 or 221 wants to join a
communication session as a guest, the program 1nstalled on
the guest Smart Device Client first locates and logs-in to the
Private Cloud Routing Server (PCRS) 208 through the
communication path 224 or 223 respectively. After locating
the Private Cloud Routing Server 208, 1t joins the virtual
LAN VLAN 240 under the server. The Smart Device Client
commits to join chat communication as a client. The pro-
gram waits for a communication invitation. Once 1t receives
a communication invitation, the Smart Device Client 211 or
221 may join a communication session as a guest. The
program then starts scanning for recognizable host. Upon
identifying the host, the program goes through the commu-
nication log-in authentication prompted by the host. Once
authenticated, the Smart Device Client can join the commu-
nication session. The Smart Device Client 211, 221 starts
private and secure communication as a guest with the host
Smart Device Client 201. The private and secure commu-
nication includes video, audio, text or application. The
application can be a program, utility, operation or remote
desktop that 1s recognizable by both host and guest.

In another embodiment of the present invention, the
Smart Device Client can establish a private and secure
communication with any service that 1s reachable on the
physical LAN, LAN1 250 or virtual LAN VLAN 240 under
the Private Cloud Routing Server. As shown 1n FIG. 2, once
the Smart Device Client 201, 211 or 221 locates and logs-in
to the Private Cloud Routing Server 208, 1t may access any
Private Network Service 228 that is reachable on the physi-
cal LAN, LAN1 2350, LAN2 260, and virtual LAN VLAN
240 under the Private Cloud Routing Server through a
secure communication path 225. The Private Network Ser-
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vice includes audio, video contents, live or archived infor-
mation, and execution of applications, social media, mes-
saging, email, storage, backup, calendar, contact,

synchronization, sharing, remote desktop, Internet of Things
(IoT) and others.
In an embodiment, the communication path 225 between

the Private Cloud Routing Server (PCRS) and the Smart

Device Client may include seven sets of commands:

1. Imitialize and Provision a PCRS (by an Admin from a
LAN)

2. Create a PCRS Client (by the Admin from a LAN)

3. Register to a PCRS (by a PCRS Client from WAN PCRS
LLAN)

4. Connect to a PCRS (by a PCRS Client from a WAN PCRS
[LAN)

5. View a PCRS Client (by the admimstrator from a PCRS
[LAN)

6. Reset a PCRS peer-to-peer password and status (by the
administrator from the PCRS LAN)

7. Change the PCRS peer-to-peer password (by the PCRS
Client through a virtual private network (VPN) from a
CRS LAN)

A number of entities are introduced to allow for the secure
communication path 225 including but not limited to:
Administrator, Admin Device, PCRS Utility, PCRS Client
Device, Invitee and Invitee Device. These entities are
defined herein below. Utility 1s a utility running in the
Private Cloud Routing Server. Admin Device 1s a device that
administrator uses to configure the PCRS. PCRS Client
Device 1s a device that an Invitee uses to communicate with
the PCRS. Invitee 1s a physical party invited by the Admin
to access the PCRS service and resources. Invitee Device 1s
a Smart Device Client that the Invitee uses to communicate
with the PCRS.

A number of terms are introduced including Access_
Code, Code_Expiration, Address_Invitee, Address_P-
CRS_Client, Hash_Password PCRS_P2P,
Password PCRS_P2P_Expiration, and Status 1n PCRS Cli-
ent database. These terms are defined hereinbelow. Access
Code 1s an 1nvitee access code sent by Admin through PCRS
via message box 216. Code Expiration 1s an expiration
date/time of the access code for security purpose. Address_
Invitee 1s a message box address of the invitee. Address_
PCRS_Client 1s a message box address of the PCRS Client
which may be  different from the 1nvitee.
Hash_Password PCRS_P2P 1s a hashed password for the
PCRS peer-to-peer communication. It 1s stored 1in the PCRS
Client database. The actual password Password_ PCRS_P2P
1s never stored in PCRS for security consideration. The
Password PCRS_P2P_Expiration 1s the expiration of the
Password PCRS_P2P. The Status i1s the Active, Inactive or
Deleted status of the PCRS Client record in the PCRS Client
database.

Other terms not associated with the PCRS client database
are: Address PCRS, Password PCRS, Password_ P-
CRS_Client and Virtual LAN subnet. They are defined
herein below. Address PCRS and Password PCRS are used
to configure the message box account of the PCRS. They are
used only once during imitialization and provisioning of
PCRS and 1s never stored for security purpose. Address_P-
CRS Client and Password PCRS Client are used to con-
figure the message box account of the PCRS Client. They are
used only once during creation of PCRS Client in the
database. While the Address PCRS Client 1s stored 1n the
database, the Password PCRS Client 1s never stored for
security purpose. Virtual LAN subnet 1s the subnet setting of
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the VPN (virtual private network). It 1s configurable and
changeable to specily the private subnet for security pur-
pose.

As shown 1 FIG. 2, the Private Cloud Routing Server
(PCRS) 208 contains a PCRS_Utility 270, which in turn
contains a PCRS Client database 271 and a Routing Server
Message Box utility 272. The PCRS Client database 271
contains the registered list of PCRS clients. The message
box utility 272 1s able to communicate with the Routing
Server Message Box 216.

The Admin Device 273 1s 1itsellf a Smart Device Client
207. It contains an application utility PCRS_App 274, which
in turn contains a PCRS Server database 275 and a Client
Message Box utility 276. The PCRS Server database 275
contains the registered list of PCRS servers. The message
box utility 276 1s able to communicate with the Client
Message Box 215.

The PCRS Client Device 277 1s 1itself a Smart Device
Client 201. It contains an application utility PCRS_App 278,
which in turn contains a PCRS Server database 279 and a
Client Message Box utility 280. The PCRS Server database
279 contains the registered list of PCRS servers. The mes-
sage box utility 280 1s able to commumnicate with the Client
Message Box 2185.

The Invitee Device 281 1s itself a Smart Device Client
221. It contains a Client Message Box utility 282. The
message box utility 282 1s able to communicate with the
Client Message Box 215. The administrator uses the utility
PCRS_App 274 to in1tialize and provision the PCRS 208, as
shown 1n FIG. 5, from Admin Device 207. The Admin
Device 207 1s located on the same physical LAN 204 as that
of PCRS 208, in order to conduct configuration for security
purpose to avoid hacking exposure on Internet or WAN. The
administrator first configures the PCRS Routing server mes-
sage box credentials by setting 1ts account name and pass-
word. The PCRS Routing server message box credentials are
then sent to PCRS Utility 270 1n the PCRS 208.

The utility PCRS_App 1s also used by the administrator to
create a PCRS Client account, as shown in FIG. 6. The
administrator then sets the Invitee notification address 1n
PCRS_App 605. It then asks the PCRS to send connection
invitation through the Routing Server Message Box utility
272, to Routing Server Message Box 216, through Client
Message Box 215, and eventually to the Invitee Device 281,
and 1t’s Client Message Box Utility 282. Note that Routing
Server Message Box 216 and Client Message Box 215 are
both hosted inside message box servers, such as email
servers, web servers and message servers. Both Routing
Server Message Box and Client Message Box can logically
be the same or different. After the invitee receives the
invitation 620, 1t retrieves PCRS_App from the PCRS App
link 621 and installs PCRS_App on a desired PCRS Client
Device 277. The Invitee device 281 1s not necessary at the
same physical device as the PCRS Client Device 277. The
administrator has to know the 1invitee’s message box address
Address_Invitee 605, 1n order to send out the invitation.

On the desired PCRS Client Device 277, the invitee
launches the PCRS_App 700 and proceeds to register to a
PCRS 701 as shown 1n FI1G. 7. The invitee’s role at this point
changes to a PCRS Client on the PCRS Client Device 277.
The PCRS Client then configures its Client Message Box
credentials by setting 1ts account name and password and
registers the credentials to the Client Message Box 2135. The
previously recerved Address_ PCRS and Access Code are
then retrieved from the Invitee Device 281 and sent along
with the Client Message account Address_ PCRS_Client to
PCRS 710 via 740. After authentication by the PCRS Utility
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270 inside PCRS 208, a set of peer-to-peer connection
credentials i1ncluding Password_PCRS_P2P are generated
714. The actual Password 1s sent to the Invitee Device 281
through the Client Message Box 215. The hashed password
along with other client credentials are stored in the PCRS
Client database. The actual client P2P password i1s never
stored 1n PCRS 208 for security reasons. However its hashed
value 1s stored instead for comparison 1n authentication 716.
As soon as the PCRS Client Device 277 recetves acknowl-
edgement from the PCRS 208 for registration 707, it records
the PCRS identity Address_ PCRS 1n the PCRS server data-
base 279 1n the PCRS_App 278.

There are a total of four commands provided in the
PCRS_App for the Admin Device: “Initialize and Provi-
sion”’, “Create a Client”, “View PCRS Client” and “Reset
PCRS P2P Password/Edit Attributes”, as shown 1n FIGS. 5,
6,9 and 10. Whenever the Admin operation 1s involved, only
the access to the PCRS from the PCRS LAN (be it physical
or virtual) 1s allowed for security reasons. Due to the limited
access, network trathc snithing and hacking 1s avoided by
conductmg setting and configuration of PCRS solely on the
PCRS LAN.

There are three commands provided 1n the PCRS_App for
the PCRS Client Device: “Register to a PCRS”, “Change
P2P Password” and “Connect to PCRS”, as shown 1n FIGS.
7, 8 and 11. In the case of “Register to a PCRS” command,
the PCRS Client Device 1s able to run PCRS_App and
connect to the PCRS Utility from either WAN or PCRS
LAN. The PCRS Client Device 1s able to run PCRS_App
and connect to the PCRS Utility from either WAN or PCRS
LAN because the commumnication exchange between the
PCRS Client Device and the PCRS Utility for registration to
PCRS 1s through Client Message Box 215 and Routing
Server Message Box 216, as shown 1n FIG. 7. In the case of
“Change P2P Password” command, the PCRS Client Device
has to run PCRS_App on PCRS LAN, after secure VPN
connection from WAN, because the P2P Password can only
be reset on the PCRS LAN {for security reason. The only way
for the PCRS Client Device to connect to PCRS LAN 1s
through a secure VPN connection to the virtual LAN of
PCRS, as shown in FIG. 11. In the case of “Connect to
PCRS” command, the PCRS Client Device has yet to
connect to the PCRS from anywhere either on WAN or
PCRS LAN. The consequence of this command on the
PCRS_App 1s the prerequisite for any secure and private
connection between the PCRS Client Device and the PCRS,
as 1s shown in FIG. 8.

FIG. 3 shows a block diagram of a second embodiment of
the mvention. The Private Cloud Routing Server 308 con-
nects to the LAN of a Router P 302, 1n a manner similar to
the way Private Cloud Routing Server 208 connects to the
[LAN of a Router P 202 in FIG. 2. The PCRS 308 also has
a physical LAN LAN2 360 connecting downstream. A
Private Network Service 336 and a Smart Device Client 335
are connected downstream. The Private Network Service
336 1s accessible through the communication path 326,
connecting through LAN 334 to Private Cloud Routing
Server 308. As long as the virtual LAN 340, the physical
LAN LAN1 350, and physical LAN LAN2 360 arc all
explorable and accessible by the Smart Device Clients 311,
310, 309, 301, 321, 306, and 335 across the cloud through
the Private Cloud Routing Server 308, all Private Network
Service 328, 336, and Smart Device Client 306, 335 become
accessible.

FIG. 4 shows a block diagram of a third embodiment of
the mvention. The Private Cloud Routing Server 408 con-
nects to the cloud and has a public_IP_P 417. The PCRS 408
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also has a physical LAN LAN2 460 connecting downstream.
A Private Network Service 436, and a Smart Device Client
435 are connected downstream. The Private Network Ser-
vice 436 1s accessible through the communication path 426,
connecting through LAN 434 to Private Cloud Routing
Server 408. As long as the virtual LAN 440, the physical
LAN LAN2 460 are all explorable and accessible by the
Smart Device Clients 411, 410, 409, 401, 421, and 435
across the cloud through the Private Cloud Routing Server
408, all Private Network Service 436, and Smart Device
Client 435 become accessible.

FIG. 5 shows the communication flow of the Imitializing
and Provisioning of the Private Cloud Routing Server by the
Admin 1n accordance with the present invention. As shown
in FIG. 5, from the Admin Device standpoint, first connect
the Admin device to the PCRS network on LAN, via step
500. Then, open PCRS_App from PCRS LAN, via step 501.
Thereafter, discover and select PCRS Address PCRS on
LAN, via step 502. Then the “Imitialize and Provision™
command on PCRS_App i1s selected, via step 503. There-
after, the PCRS 1s configured by setting address, password
(Address_ PCRS, Password_PCRS) as 1ts identity, via step
504. Then the PCRS 1s logged 1n with Admin credentials
(“Imitialize and Provision”, Admin_name, Admin_password,
Address_ PCRS, Password_PCRS), via step 5035. The cre-
dentials are sent to PCRS Utility 510, via step 540. There-
after, the Admin waits for PCRS authentication, via step 506.
Then the Virtual LAN subnet and PCRS App link are
configured, via step 507. The PCRS Utility 514 1s sent, via
step 542. Thereatter, the PCRS 1s jomed to the existing
access point router as a client, if desired, via step 508.
Thereatter this imnformation 1s sent to PCRS Utility 516 via
step 543.

From PCRS Utility standpoint, accept PCRS Admin cre-
dentials (“Initialize and Provision”, Admin_name, Admin_
password, Address_ PCRS, and Password_PCRS), via step
510. Thereafter, the Admin credentials (Admin_name,
Admin_password) are authenticated, via step 511. Thereat-

ter the credentials are sent to Admin Device 506, via step
541. Then (Address_ PCRS, Password PCRS) are stored as

the 1dentity for PCRS, via step 512. Then (Address_ PCRS,
Password_PCRS) are registered to a Routing Server Mes-
sage Box, via step 513. Thereatter, the Virtual LAN subnet
and PCRS App link are stored, via step 314. Thereatter the
PCRS_Profile file 1s generated and saved including interface
protocol, certificates and keys, via step 515. Finally, an
existing access point router as a client 1s joined, 1f desired,
via step 516.

FIG. 6 shows the communication flow of creating a client
for Private Cloud Routing Server by the Admin in accor-

dance with the present invention. From Admin Device
standpoint, first the PCRS_App from PCRS LAN 1s opened,

via step 600. Next, a PCRS at Address_PCRS 1s discovered
and selected, via step 601. Thereafter a “Create a Client”
command on PCRS_App 1s selected via step 602. Thereatter
an Invitee notification address Address Invitee 1s set, via
step 603. Then the PCRS 1s logged in with Admin creden-
tials (*Create a Client”, Admin_name, Admin_password,
Address_Invitee), via step 604. Thereafter the credentials
are sent to a PCRS Utility, via step 640. Thereafter the
administrator waits for PCRS authentication, via step 605.

From the PCRS Utility standpoint, first the PCRS Admin
credentials (*Create a Client”, Admin_name, Admin_pass-
word, Address_Invitee) are accepted, via step 610. There-
after, the Admin credentials (Admin_name, Admin_pass-
word), are authenticated, via step 611. Then the credentials
are sent to the Admin Device via step 641. Next, an

10

15

20

25

30

35

40

45

50

55

60

65

12

Access_Code and Code_Expiration for Access_Code 1s gen-
crated, via step 612. Thereafter, (Access_Code, Code_Ex-
piration, Address_Invitee) 1s stored into entry (Access_

Code, Code Expiration, Address_Invitee, Address_P-
CRS_Client, Hash Password PCRS_P2P,

Password_ PCRS_P2P_Expiration, Status) in PCRS Client
database, via step 613. Then an Invitation to Invitee notifi-
cation address Address_Invitee with (PCRS app link,
Address_ PCRS, Access_Code and Code_Expiration) 1s sent,
via step 614. Send to Invitee 620 via 642.

From Invitee Device standpoint, accept invitation on
Address_Invitee with PCRS app link, Address_PCRS,
Access_Code and Code Expiration, via step 620. Then
PCRS_App 1s retrieved from PCRS app link, via step 621.
Finally the PCRS_App 1s installed on the PCRS Client
Device, via step 622.

FIG. 7 shows the communication flow of Registering to a
Private Cloud Routing Server by a PCRS Client 1n accor-
dance with the present mvention. From the PCRS Client
Device standpoint, the PCRS_APP from the WAN or the
PCRS LAN 1s open, via step 700. Next, the PCRS Client
address (Address_ PCRS_Client) 1s created, if necessary (not
shown). Next, “Register a Private Cloud Routing Server”
command on the PCRS_App 1s selected, via step 701. Next,
if the PCRS Client 1s not yet configured, the Address_P-
CRS_Client and the Password PCRS Client are set, via
step 702, where the Password PCRS_P2P 1s the message
box password associated with message box 216 address for
client at the Address_ PCRS_Client for peer-to-peer com-
munication. Next, the Address PCRS_Client and the Pass-
word_PCRS_Client are registered to Client Message Box,
via step 702. The Address_ PCRS and the Access_Code are
then retrieved from Invitee, via step 703. The information 1s

originally received by the invitee device 620.
Next, the Address. PCRS and the Access_Code are sent to

the PCRS through client message box with the Client
credentials (“Register a Private Cloud Routing Server”,
Address_ PCRS, Address_ PCRS_Client, Access_Code), via
step 704. Then the Address_ PCRS and the Access_Code are
sent to the PCRS Device 710, via step 740. Next, the PCRS
Client Device waits for the PCRS authentication through
client message box, via step 705. Then the PCRS Client
Device waits for the PCRS registration complete acknowl-
edgement through client message box, via step 706. Next,
the Address_ PCRS entry in the PCRS Server database 1s
registered on the PCRS_App 111t 1s a new entry, via step 707.

From the PCRS Utility standpoint, the PCRS Client

credentials (“Register a Private Cloud Routing Server”,
Address_ PCRS, Address_ PCRS_Client, Access_Code) are

accepted, via step 710. Verification 1s made to check 11 the
Address PCRS_Client 1s 1n the PCRS Client database, via
step 712. If so, Invitee’s designated PCRS Client address
(Address_ PCRS_Client) 1s acknowledged with the PCRS
address (Address_ PCRS), via step 719, then return. Other-
wise, the Access_Code 1s authenticated, via step 712. Next,
the Code_Expiration on Access_Code 1s authenticated 1n the
PCRS Client database, via step 713. Next, the Code_Expi-
ration on the Access Code 1s sent to the PCRS Client Device
705 via 741. Next, (Password_PCRS_P2P,
Password_ PCRS_P2P_Expiration, Status) associated with
(Access_Code, Code_Expiration, Address_Invitee,
Address_ PCRS_Client) are generated, via step 714. Next,
the hashed value of the Password PCRS P2P 1s saved as
Hash_Password PCRS_P2P 715. Next, (Address_P-
CRS_Client, Hash_Password PCRS_P2P,
Password PCRS_P2P_Expiration, Status) are stored into
entry (Access_Code, Code Expiration, Address_Invitee,
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Address PCRS_Client, Hash_Password PCRS_P2P,
Password_PCRS_P2P_Expiration, Status) in the PCRS Cli-
ent database, via step 716. Next, the Password_ PCRS_P2P
1s sent to Invitee notification address at Address_Invitee, via
step 717. Next, the Password_PCRS_P2P 1s sent to Invitee
720, via step 743. Next, the Password_ PCRS_P2P 1s cleared,
via step 718. Next, Invitee’s designated PCRS Client
address (Address_ PCRS_Client) 1s acknowledged with
PCRS address (Address_ PCRS), via step 719. Next, Invi-
tee’s designated PCRS Client address 1s sent to the PCRS
Client Device 706, via step 744. From Invitee Device point
of view, the Password_PCRS_P2P 1s accepted and saved for
future use, via step 720.

FIG. 8 shows the communication flow of Connection
from the PCRS Client Device to the Private Cloud Routing
Server by a PCRS Chlient 1n accordance with the present
ivention. From the PCRS Client Device standpoint, the
PCRS_APP 1s open from the WAN or the PCRS LAN, via
step 800. Next, an Address_ PCRS 1s selected from the
registered PCRS Router database, via step 801. Next, “Con-
nect to PCRS” command 1s selected on the PCRS_App, via
step 802. Next, peer-to-peer connection request 1s sent to the
Address_ PCRS, via step 803. Next, the peer-to-peer con-
nection request 1s sent to the PCRS Utility 810, via step 840.
Next, peer-to-peer negotiation starts using the Address_P-
CRS Client to communicate with the PCRS at Address P-
CRS, via step 804. Next, the PCRS Client Device commu-
nicates with the PCRS Utility 811, via step 841. Next, the
PCRS_Profile file 1s accepted to start the Smart VPN con-
nection with the PCRS at the Address_ PCRS, via step 805.
Next, peer-to-peer connection 1s established between the
PCRS and the Client Device, via step 806. Next, the PCRS
Client Device communicates with the PCRS Utility 813, via
step 843. Next, the PCRS 1s logged in with the Client
credentials (“Connect to PCRS”, Address_ PCRS, Address_
PCRS_Client, Password PCRS_P2P), via step 807. Next,
the Client credentials are sent to the PCRS Utility 814, via
step 844. Next, the PCRS Client Device waits for authen-
tication, via step 808. Next, secure peer-to-peer communi-
cation starts, via step 809. Next, the PCRS Client Device
communicates with the PCRS Utility 817, via step 846.
Next, the PCRS Client Device securely connects to the
virtual private LAN on the PCRS, via step 820.

From PCRS Utility standpoint, peer-to-peer connection
request 1s accepted from the Address_ PCRS_Client, via step

810. Next, peer-to-peer negotiation starts using the Address_
PCRS to communicate with the PCRS Client at the Address

PCRS_Client, via step 811. Next, the PCRS Utility com-
municates with the PCRS Client Device 804, via step 841.
Next, the PCRS_Profile file 1s sent to the Address_ P-
CRS_Client to start the Smart VPN connection, via step 812.
Next, the PCRS_ Profile file 1s sent to the PCRS Client
Device 805, via step 842. Next, peer-to-peer connection 1s
established between the PCRS and the Client Device, via
step 813. Next, the PCRS Utility communicates with the
PCRS Client Device 806, via step 843. Next, the PCRS
Client credentials (“Connect to PCRS”, Address_PCRS,
Address PCRS_Client, Password_PCRS_P2P) are
accepted, via step 814. Next, entry list based on the
Address_ PCRS_Client 1mn the PCRS Client database (Ac-
cess_Code, Code_Expiration, Address_Invitee, Address_P-
CRS_Client, Hash Password PCRS P2P,
Password_PCRS_P2P_Expiration, Status) 1s searched, via
step 815. Next, existing peer-to-peer (P2P) password 1s

authenticated by checking if the hashed value matches the
Hash_Password PCRS_P2P entry based on the Address_

PCRS_Client 1n the PCRS Client database, via step 816.
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Next, existing peer-to-peer (P2P) password 1s sent to the
PCRS Client Device 808, via step 845. Next, secure peer-
to-peer communication starts, via step 817. Next, the PCRS
Utility communicates with the PCRS Client Device 809, via
step 840.

FIG. 9 shows the communication tlow of Viewing Client
of the Private Cloud Routing Server by Admin in accordance
with the present invention. From the Admin Device stand-
point, the PCRS_App 1s open from the PCRS LAN, via step
900. Next, an Address_ PCRS 1s selected from the registered
PCRS Router database, via step 901. Next, “View PCRS
Client” command 1s selected on the PCRS_App, via step
902. Next, a View enfry i the PCRS Client database 1s
selected as a look-up mndex, via step 903. Next, the PCRS 1s
logged 1n with the Admin credentials (“View PCRS Client”,
Admin_name, Admin_password, View entry), via step 904.
Next, the Admin credentials are sent to the PCRS Utility
910, via step 940. Next, the Admin Device waits for the
PCRS authentication, via step 905. Next, entry list 1n the
PCRS Client database (Access_Code, Code_Expiration,
Address_Invitee, Address_ PCRS Client, Hash Password_
PCRS P2P, Password PCRS_P2P_Expiration, and Status) 1s
displayed based on the look-up index, via step 906.

From PCRS Utility standpoint, the PCRS Client creden-
tials (*View PCRS Client”, Admin_name, Admin_pass-
word, View entry) are accepted, via step 910. Next, the
Admin credentials (Admin_name, Admin_password) are
authenticated, via step 911. Next, the Admin credentials are
sent to the Admin Device 905, via step 941. Next, the View
entry 1s used as a look-up index, reply from entry list in the
PCRS Client database (Access_Code, Code_Expiration,
Address_Invitee, Address. PCRS_ Client, Hash Password
PCRS P2P, Password_ PCRS_P2P_Expiration, Status) based
on the look-up index, via step 912. Next, the replay 1s sent
to the Admin Device 906, via step 942.

FIG. 10 shows the communication flow of Resetting
peer-to-peer password and editing attributes of a PCRS
Client Device by Admin in accordance with the present

invention. From the Admin Device standpoint, the PCR-
S_App 1s open from the PCRS LAN, via step 1000. Next, an

Address_ PCRS 1s select from the registered PCRS Router
database, via step 1001. Next, “Reset P2P Password/Edit
Attributes” command i1s select on the PCRS_App, via step
1002. Next, the Invitee notification address Address_Invitee
1s entered as a look-up 1ndex, via step 1003. Next, the PCRS
1s logged in with the Admin credentials (“Reset P2P Pass-
word/Edit Attributes”, Admin_name, Admin_password, and
Address_Invitee), via step 1004. Next, the Admin creden-
tials are sent to the PCRS Utility 1010, via step 1040. Next,
the Admin Device waits for the PCRS authentication, via
step 1005. Next, the entry list based on the Address_Invitee
in the PCRS Client database (Access_Code, Code_ Expira-
tion, Address_Invitee, Address PCRS_Client,
Hash_ Password PCRS P2P,
Password_PCRS_P2P_Expiration, Status) 1s displayed, via
step 1006. If “Reset P2P Password” command 1s selected,
the Admin Device waits for completion, via step 1007. IT
“Hdit Attributes” 1s selected, the Attributes are edited as
desired, via step 1008. Next, the Attributes include but are
not limited to Status of the PCRS Client (Active, Inactive,
Deleted), the Virtual LAN subnet and the PCRS App link.
Next, the Attributes are sent to the PCRS Utility 1017, via
step 1044.

From the PCRS Utility standpoint, the PCRS Admin
credentials (“P2P Password/Edit Attributes”, Admin_name,
Admin_password, and Address_Invitee) are accepted, via
step 1010. The Admin credentials (Admin_name, Admin_
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password) are authenticated, via step 1011. Next, the PCRS
Admin credentials are sent to the Admin Device 1005, via
step 1041. Next, the Address_Invitee 1s used as a look-up
index, reply entry list based on Address_Invitee in PCRS
Client database (Access_Code, Code_Expiration, Address_
Invitee, Address. PCRS_Client,
Hash Password PCRS P2P,
Password_PCRS_P2P_Expiration, and Status), via step
1012. Next, the replay 1s sent to the PCRS Utility 1006, via
step 1042. If “Reset P2P Password” command 1s selected,
via step 1013, a new Password_PCRS_P2P 1s generated; the
hashed value of Password PCRS P2P 1n
Hash_Password_PCRS_P2P 1s saved, via step 1014. Next,
the new Password PCRS P2P 1s sent to the Admin Device
1007, via step 1043. Next, (Access_Code,
Password_PCRS_P2P) 1s sent to invitee notification address
Address_Invitee; Password PCRS_P2P 1s cleared, via step
1015. Next, (Access_Code, Password_PCRS_P2P) 1s sent to
Invitee 1020, via step 1045. If “Edit Attributes” command 1s
selected, via step 1016, the edited Attributes are accepted
and stored 1n the PCRS, via step 1017.

From the Invitee Device standpoint, (Access_Code,
Password_PCRS_P2P) are accepted in invitee notification
address Address-Invitee, via step 1020.

FIG. 11 shows the communication flow of changing
peer-to-peer password of a PCRS Client Device by a PCRS
Client 1n accordance with the present invention. From the
PCRS Client Device standpoint, the PCRS_App 1s open on
the PCRS L AN after secure VPN connection from the WAN,
via step 1100. Next, an Address_ PCRS 1s selected from the
registered PCRS Router database, via step 1101. Next,
“Change P2P Password” command 1s selected on the PCR-
S_App, via step 1102. The PCRS 1s logged 1n with the Client
credentials (“Change P2P Password”, Address_PCRS,
Address_ PCRS_Client, and Password_PCRS_P2P), via step
1103. Next, the Client credentials are sent to the PCRS
Utility 1110, via step 1140. Next, the PCRS Client Device
waits for the PCRS authentication, via step 1104. Next, the
new P2P passwords are entered and re-entered till they
match, via step 1105. Next, the new P2P passwords are sent
to the PCRS Utility 1113, via step 1142.

From PCRS Utility standpoint, the PCRS Client creden-
tials (“Change P2P Password”, Address_ PCRS, Address_P-
CRS_Client, and Password PCRS_P2P) are accepted, via
step 1110. Next, the Hash_Password PCRS_P2P entry 1s
searched based on the Address PCRS Client in the PCRS
Client database, via step 1111. Next, existing P2P password

1s authenticated by checking i1 the hashed value matches the

Hash_Password PCRS_P2P entry based on the Address_P-
CRS_Client 1mn the PCRS Client database (Access_Code,
Code_Expiration, Address_Invitee, Address_ PCRS_Client,
Hash Password PCRS P2P,
Password_PCRS_P2P_Expiration, Status), via step 1112.
Next, the existing P2P password 1s sent to the PCRS Client
Device 1104, via step 1141. Next, the new P2P password
Password_PCRS_P2P 1s accepted, via step 1113. Next, the
new P2P password 1S hashed as
Hash_Password_PCRS_P2P, wvia step 1114. Next, the
Hash_Password PCRS_P2P entry 1s updated based on the
Address_ PCRS_Client 1n the PCRS Client database (Ac-
cess_Code, Code_Expiration, Address_Invitee, Address_P-
CRS_Client, Hash_Password PCRS P2P,
Password_PCRS_P2P_Expiration, and Status), via step
1115. Next, the P2P password Password PCRS_P2P 1s
cleared, via step 1116.

FIG. 12 shows the communication flow of P2P Connec-

tion Mechanism between a Client Devicel and a Client
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Device2 through Cloud Network (Prior Art). A Client
Devicel and a Client Device2 on Cloud Network can
communicate with each other through a publicly accessible
Intermediate Routing Server or a VPN Routing Server 112,
114. The Client Devicel App 1201 first register to the
Intermediate/ VPN Routing Server Utility 1200 with its IP
address and port capability imn TCP/UDP protocols. The
Client Devicel App, IP address and ports are kept alive with
the routing server 1203. The Client Devicel then requests to
the routing server utility 1200 for connection to the Client
Device2 1204. The routing server utility 1200 then notifies
the Client Device2 Utility 1202 with the IP address and port
capability in TCP/UDP protocols of the Client Devicel and
its intention to connect 1205. The Client Device2 App 1202
then replies to the routing server utility 1200 with 1ts own
registration that includes its IP address and port capability in
TCP/UDP protocols. The IP address and port capability of
the Client Device2 are kept alive with connection to the
routing server utility 1200. The routing server utility 1200
then responds to the Client Devicel App 1201 with the IP
address and port capability in TCP/UDP protocols of the
Client Device2 1207. After receiving the IP address and port
capability in TCP/UDP protocols of the Client Device2, the
Client Devicel App 1201 starts punching holes through the
firewall of the Client Device2 1208. The Client Device2 App
1202 also starts punching holes through the firewall of the
Clhient Devicel 1209. Eventually, both sides of the firewall
holes are punched through. The peer-to-peer communication
starts between the Client Devicel and the Client device2
1210. Note that without the publicly accessible Intermedi-
ate/VPN Routing Server, the connection mechanism
between the routing server utility and either Client Devicel
or Device2 1s not possible. It 1s the fundamental flaw of the
connection mechanism that has to rely on a publicly acces-
sible mtermediate/ VPN Routing Server.

FIG. 13 1s a diagram of a communication tlow of P2P
Connection Mechanism between PCRS and a PCRS Client
Device through a Cloud Network. It shows 1n accordance to
the present invention that no publicly accessible Intermedi-
ate/ VPN Routing Server 1s required for the Client Devices to
connect and access to either the Server, or another Client
Device, or the network services under the server through
Cloud Network. As shown 1n FIG. 13, a Client Devicel and
a Private Cloud Routing Server (PCRS) on Cloud Network
can communicate with each other without going through a
publicly accessible Intermediate Routing Server or a VPN
Routing Server 112, 114. The Client Devicel App 1301 first
requests to connect to the PCRS Utility (Server part) 1300
through Client Message Box 215, and PCRS Utility 803 as
shown 1n FIG. 8, with 1ts IP address and port capability 1n
TCP/UDP protocols. The PCRS Client Devicel App, IP
address and ports are kept alive with the PCRS Utality 1303.
The PCRS Utility (Server part) receives the registration
through Routing Server Message Box 216. The PCRS Client
Devicel then requests to the PCRS Utility (Server part)
1300 also through Client Message Box 215 for connection
to the PCRS Utility (Client part) 1304. The PCRS Utility
(Server part) 1300 receives the request through Routing
Server Message Box 216 and notifies the PCRS Utility
(Client part) 1302 with the IP address and port capability 1n
TCP/UDP protocols of the PCRS Client Devicel and 1ts
intention to connect 1305. The PCRS Utility (Client part)
1302 then replies to the PCRS Utility (Server part) 1300
with 1ts own registration that includes 1ts IP address and port
capability in TCP/UDP protocols. The IP address and port
capability of the Client Device2 are kept alive with connec-
tion to the PCRS Utility (Server part) 1300. The PCRS
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Utility (Server part) 1300 then responds to the Client
Devicel App 1301 with the IP address and port capability 1in

TCP/UDP protocols of the Client Device2 1307 through

Routing Server Message Box 216. After receiving the IP
address and port capability in TCP/UDP protocols of the
PCRS Utility (Client part) through Client Message Box 215,
the PCRS Client Devicel App 1301 starts punching holes
through the firewall of the PCRS Utility (Client part) 1308.
The PCRS Utility (Client part) 1302 also starts punching

holes through the firewall of the PCRS Client Devicel 1309.
Eventually, both sides of the firewall holes are punched

through. The peer-to-peer communication starts between the

PCRS Client Devicel and the PCRS Utility (Client part)
1310. All information exchange between the PCRS Utility
and the PCRS Client Devicel are through Routing Server
Message Box 216 and Client Message Box 2135, instead of
going through a publicly accessible Intermediate Routing
Server 212 or a VPN Routing Server 214. PCRS Client
Devicel can then securely connect to virtual private LAN on
PCRS as shown 1n 820. The PCRS Client Devicel 1s able to
access any client device 206 or private network service 228
accessible under the PCRS. Other PCRS Client devices 201,
221, 209, 210, 211 can connect to the PCRS through the
same connection mechanism as shown 1n FIG. 13. Once any
pair of PCRS Client Devices connect to the virtual private
LAN 240 of the PCRS, they can conduct the private and
secure communication between themselves for text, audio or
video communication.

Although the present mmvention has been described in
accordance with the embodiments shown, one of ordinary
skill 1n the art will readily recogmize that there could be
variations to the embodiments and those variations would be
within the spirit and scope of the present invention. Accord-
ingly, many modifications may be made by one of ordinary
skill in the art without departing from the spirit and scope of
the appended claims.

What 1s claimed 1s:
1. A method to communicate 1n a public cloud network,
comprising:
setting up a private cloud routing server (PCRS) and a
smart device client 1n a client server relationship,
wherein the PCRS includes a routing server message
box utility to access a first message box located on a
public cloud network,
wherein the PCRS registers public and private IP
addresses of the smart device client,
wherein the smart device client includes a client mes-
sage box uftility to access a second message box
located on the public cloud network, and
wherein the PCRS sends a session based acknowledge-
ment with public and private IP addresses of the
PCRS to the second message box;
passing, by the routing server message box utility of the
PCRS, a session based message between the first mes-
sage box and the second message box 1 a security
process,
wherein the security process to pass the session based
message between the first message box and the
second message box of the PCRS and the smart
device client, respectively, includes:
imitializing and provisioning of the PCRS,
creation of a PCRS Client,
viewing the PCRS Client,
editing a peer-to-peer password and status of the
PCRS, and
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changing a PCRS peer-to-peer password by the
smart device client and connecting to the PCRS by
the smart device client,
wherein the smart device client connects to the PCRS
by at least one connection of:
the smart device client determines a target 1s 1n a
locally accessible Local Area Network (LAN) and
decides to connect to the PCRS directly,
the smart device client determines the target 1s not 1n
the locally accessible LAN and decides to connect
through a WAN to the public cloud network, and
wherein the WAN locates a router and the L AN,
and connects to the PCRS, and
the smart device client determines the target 1s not 1n
the locally accessible LAN and decides to pass
through the LAN and the router, and connects to
the public cloud network 1n the WAN,
wherein a secure session based message 1s authenti-
cated by the PCRS and the smart device client,
wherein the smart device client and the PCRS commu-
nicates with each other after the session based mes-
sage 1s authenticated, and
wherein a private network service 1s then securely
accessible by the smart device client through the
public cloud network based upon the authenticated
session based message; and
setting up at least another smart device client 1n a client
server relationship with the PCRS,
wherein the smart device client and the at least another
smart device client communicates with the PCRS
alter the session based message 1s authenticated, and
wherein the smart device client and the at least another
smart device client privately and securely commu-
nicates with each other through the public cloud
network.
2. The method of claim 1, wherein the PCRS comprises:
a computing device;
a connection to a network;
a program, when executed by the computing device,
causes the PCRS to:
create and manage an authorized client list to accommo-
date a plurality of smart device clients;
send a session based invitation to the second message
box;
retrieve a session based access request of the smart device
client from the first message box; and
send a session based acknowledgement to the second
message box.
3. The method of claim 2, wherein the program, when
executed by the computing device, causes the PCRS to:
send a communication request to the smart device client;
punch a hole 1n a router to stay open pending a smart
device client response;
wait for the router to bind a network connection between
the smart device client and the PCRS;
route mncoming request from the smart device client to the
PCRS;
establish a secure peer-to-peer communication with the
smart device client;
enable access of the private network service from the

smart device client; and

enable private and secure communication between the
smart device client and the at least another smart device
client.
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4. The method of claim 2, wherein the smart device client
COmMprises:

a computing device;

a connection through a router to a network;

wherein the router has a program, when executed by the
computing device, causes the smart device client to:
retrieve a session based invitation from the smart

device client message box;

send a session based access request to the PCRS

message box;
retrieve a session based acknowledgement from the

smart device client message box;

send a communication request to the PCRS;

punch a hole 1n the router to stay open pending the
PCRS response;

wait for the router to bind a network connection
between the PCRS and the smart device client;

route mcoming request from the PCRS to the smart

device client;

establish a secure peer-to-peer communication with the
PCRS;

access the private network service through the PCRS;
and

communicate with at least another smart device client
through the PCRS.

5. The method of claim 4, wherein the program, when
executed by the computing device, causes the smart device
client to:

access the PCRS from anywhere at anytime;

access the PCRS behind a firewall with fixed or dynamic

IP addresses,
wherein the smart device client:
requires no outside or public cloud based routing
server 1n a wide area network (WAN),
requires no additional router setup in a local area
network (LAN), and
establishes a secure peer-to-peer communication
channel with the PCRS:

access private network service through the PCRS; and

communicate with at least another smart device client

through the PCRS.

6. The method of claim 4, wherein the program, when
executed by the computing device, causes the smart device
client to:

access the PCRS from anywhere at anytime;

access the PCRS behind a firewall with fixed or dynamic

IP addresses, wherein the smart device client:

requires no outside or public cloud based routing server
in a wide area network (WAN),

requires no additional router setup in the a local area
network (LAN, and

establishes a secure peer-to-peer communication chan-
nel with the PCRS;

mapping local physical I/O to virtual PCRS 1/0;

accessing private network service through the PCRS; and

communicating with at least another smart device client
through the PCRS.

7. The method of claim 2, wherein the smart device client
COmMprises:

a computing device;

a connection to a network, wired or wireless;

a program, when executed by the computing device,

causes the smart device client to:

retrieve a session based invitation from the smart
device client message box;

send a session based reply to the PCRS message box;
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retrieve a session based acknowledgement from the
smart device client message box;

send an access request to the PCRS;

wait for the PCRS response;

bind a network connection between the PCRS and the

smart device client;

route mcoming request from the PCRS to the smart
device client;

establish a secure peer-to-peer communication with the

PCRS;
access the private network service through the PCRS;
and

communicate with the at least another smart device
client through the PCRS.

8. The method of claim 7, wherein the program, when
executed by the computing device, causes the smart device
client to:

access the PCRS from anywhere at anytime; and
access the PCRS behind the firewall with fixed or
dynamic IP addresses, wherein the smart device client:
requires no outside or public cloud based routing server
in the a wide area network (WAN);
requires no additional router setup i a local area
network (LAN);
establishes a secure peer-to-peer communication with
the PCRS;
access private network service through the PCRS; and
communicate with the at least another smart device
client through the PCRS.

9. The method of claim 7, wherein the program, when
executed by the computing device, causes the smart device
client to:

access the PCRS from anywhere at anytime;

access the PCRS behind the firewall with fixed or

dynamic IP addresses, wherein the smart device client:

requires no outside or public cloud based routing server
in a wide area network (WAN),

requires no additional router setup i a local area
network (LAN), and

establishes a secure peer-to-peer communication with
the PCRS,

map local physical I/O to virtual server 1/0;

access private network service through the PCRS; and

communicates with the at least another smart device client

through the PCRS.

10. A method for providing a secure session based mes-
sage connection mechanism between a private cloud routing
server (PCRS) and a smart device client in a PCRS network,
comprising;

setting up the PCRS and the smart device client in a client

server relationship,

wherein the PCRS 1includes a routing server message
box utility to access a first message box located on a
public cloud network,

wherein the PCRs registers public and prnivate IP
addresses of the smart device client,

wherein the smart device client includes a client mes-
sage box utility to access a second message box
located on the public cloud network, and

wherein the PCRS sends a session based acknowledge-
ment with public and private IP addresses of the
PCRS to the second message box;

passing, by the routing server message box utility of the

PCRS, a session based message between the first mes-

sage box and the second message box 1n a security

process,
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wherein the security process to pass the session based
message between the first message box and the
second message box of the PCRS and the smart
device client, respectively, includes:

iitializing and provisioning of the PCRS;

creating a PCRS Client;

viewing the PCRS Client;

editing a peer-to-peer password and status of the PCRS;

changing the peer-to-peer password by the smart device
client;

resetting the peer-to-peer password and status by an
administrator from a PCRS LAN; and

connecting to the PCRS by the smart device client,
wherein the smart device client connects to the PCRS
by at least one connection of:

determining, by the smart device client, a target 1s 1n
a locally accessible Local Area Network (LAN)

and deciding to connect to the PCRS directly,
determiming, by the smart device client, the target 1s
not 1n the locally accessible LAN and deciding to
connect through a WAN to the public cloud net-
work, and wherein the WAN locating a router and
the LAN, and connecting to the PCRS, and
determining, by the smart device client, the target 1s
not in the locally accessible LAN and decides to
pass through the LAN and the router, and connects
to the public cloud network 1n the WAN.
11. A method for a communication tlow of a connection
mechanism between a private cloud routing server (PCRS)
and a PCRS Client Device through a Cloud Network,
comprising;
requesting by a client device application to connect to a
PCRS Utility through a Client Message Box, wherein
a server portion of the PCRS Utility receives a regis-
tration through a routing server message box;

requesting by the PCRS Client Device to the server
portion of the PCRS Utility through the Client Message
Box a connection to a client portion of the PCRS
Utility;

receiving by the server portion of the PCRS Utility the
request through a Routing Server Message Box;

notitying the client portion of the PCRS Utility by the
server portion of the PCRS utility of an intention of the
server portion to connect;
replying by the client portion of the PCRS Utility with a
registration to the server portion of the PCRS Utility;

responding by the server portion of the PCRS Utility to
the client device application through the Routing
Server Message Box;

punching holes through a firewall of the client portion of
the PCRS Utility;

punching holes through a firewall of the PCRS Client
Device;
registering by the PCRS Utility the public and private IP
addresses of the PCRS Client Device;
sending by the PCRS Utility a session based acknowl-
edgement with the public and private IP addresses of
the PCRS to the Client Message Box;
and
starting peer-to-peer communication between the PCRS
Client Device and the client portion of the PCRS
Utility,
wherein information exchange between the PCRS Util-
ity and the PCRS Client Device 1s through the
Routing Server Message Box and the Client Mes-
sage Box,
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wherein the PCRS Client Device connects to the client
portion of the PCRS Utility by at least one connec-
tion of:
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s 1n a locally accessible
Local Area Network (LAN) and decides to con-
nect to the PCRS Utility directly,
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s not in the locally
accessible LAN and decides to connect through a
WAN to the cloud network, and wherein the WAN
locates a router and the L AN, and connects to the
PCRS Utility, and
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s not in the locally
accessible LAN and decides to pass through the
LLAN and the router, and connects to the cloud
network in the WAN.
12. The method of claim 11,
wherein either of the Routing Server Message Box or the
Chient Message Box, are hosted inside an email server,
text message server, web server, or a server that 1s
configured to host secure message for information
exchange between the PCRS, and the PCRS Client
Device:

wherein the Routing Server Message Box or the Client
Message Box, 1s accessible and under the secure and
private control of either the PCRS or the PCRS Client
Device; and

wherein if the Routing Server Message Box or the Client
Message Box 1s down, the downed Routing Server
Message Box or the Client Message Box 1s replaced or
redeployed immediately without interrupting the com-
munication between the PCRS and the PCRS Client
Device 1n the Cloud Network.

13. A non-transitory computer-readable medium storing
executable 1nstructions that, 1n response to execution, cause
a computer to perform operations comprising:

setting up a private cloud routing server (PCRS) and a

smart device client 1n a client server relationship,
wherein the PCRS includes a routing server message
box utility to access a first message box located on a
public cloud network,
wherein the PCRS registers public and private IP
addresses of the smart device client, and
wherein the smart device client includes a client mes-
sage box uftility to access a second message box
located on the public cloud network, and
wherein the PCRS sends a session based acknowledge-
ment with public and private IP addresses of the
PCRS to the second message box;
passing, by the routing server message box utility of the
PCRS, a session based message between the first mes-
sage box and the second message box 1 a security
process,
wherein the security process to pass the session based
message between the first message box and the
second message box of the PCRS and the smart
device client, respectively, includes:
imitializing and provisioning of the PCRS,
creation of a PCRS Client,
viewing the PCRS Client,
editing a peer-to-peer password and status of the
PCRS, and
changing a PCRS peer-to-peer password by the
smart device client and connecting to the PCRS by
the smart device client,
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wherein the smart device client connects to the PCRS
by at least one connection of:

the smart device client determines a target 1s 1n a

locally accessible Local Area Network (LAN) and
decides to connect to the PCRS directly,

the smart device client determines the target 1s not 1n
the locally accessible LAN and decides to connect
through a WAN to the public cloud network, and

wherein the WAN locates a router and the L AN,

and connects to the PCRS, and
the smart device client determines the target 1s not 1n
the locally accessible LAN and decides to pass
through the LAN and the router, and connects to
the public cloud network 1n the WAN,
wherein a secure session based message 1s authent-
cated by the PCRS and the smart device client,
wherein the smart device client and the PCRS commu-
nicates with each other after the session based mes-
sage 1s authenticated, and
wherein a private network service 1s then securely
accessible by the smart device client through the
public cloud network based upon the authenticated
session based message; and setting up at least
another smart device client 1n a client server rela-
tionship with the PCRS,
wherein the smart device client and the at least another
smart device client communicates with the PCRS
alter the session based message 1s authenticated, and
wherein the smart device client and the at least another
smart device client privately and securely commu-
nicates with each other through the public cloud
network.
14. A non-transitory computer-readable medium storing
executable 1nstructions that, 1n response to execution, cause
a computer to perform operations comprising:
requesting by a client device application to connect to a
PCRS Utility through a Client Message Box, wherein
a server portion of the PCRS Utility receives a regis-
tration through a routing server message box;

requesting by the PCRS Client Device to the server
portion of the PCRS Utility through the Client Message
Box a connection to a client portion of the PCRS
Utility;

receiving by the server portion of the PCRS Utility the

request through a Routing Server Message Box;
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notifying the client portion of the PCRS Utility by the
server portion of the PCRS utility of an intention of the
server portion to connect;

replying by the client portion of the PCRS Utility with a
registration to the server portion of the PCRS Utility;

responding by the server portion of the PCRS Utility to

the client device application through the Routing
Server Message Box;

punching holes through a firewall of the client portion of

the PCRS Utility;
punching holes through a firewall of the PCRS Client
Device;
registering by the PCRS Utility the public and private 1P
addresses of the PCRS Client Device;
sending by the PCRS Utility a session based acknowl-
edgement with the public and private IP addresses of
the PCRS to the Client Message Box;
and
starting peer-to-peer communication between the PCRS
Chent Device and the client portion of the PCRS
Utility,
wherein information exchange between the PCRS Util-
ity and the PCRS Client Device 1s through the
Routing Server Message Box and the Client Mes-
sage Box,
wherein the PCRS Client Device connects to the client
portion of the PCRS Utility by at least one connec-
tion of:
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s 1n a locally accessible
Local Area Network (LAN) and decides to con-
nect to the PCRS Utility directly,
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s not in the locally
accessible LAN and decides to connect through a
WAN to the cloud network, and wherein the WAN
locates a router and the L AN, and connects to the
PCRS Utility, and
the PCRS Client Device determines the client por-
tion of the PCRS Utility 1s not in the locally
accessible LAN and decides to pass through the

LLAN and the router, and connects to the cloud
network in the WAN.
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