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The present disclosure describes a system and method to
reduce the overall time taken to complete distributed process
workilows. Each workflow can imnclude multiple actions that
are completed by or at diflerent client devices. The actions
of a worktlow can be dependent on prior actions 1n the
workilow. For example, a second client device may not be
able to complete a second action until a first client device
completes a first action in the workilow. The system can
predict time periods and the geolocations where client
devices are most likely to complete an assigned action.
Using the selected time periods and geolocations, the system
can transmit notifications to the client devices when the
action 1s most likely to be completed.

18 Claims, 3 Drawing Sheets

Processor(s) Volatile Memory Cff;ﬂt;n;:;:?stf}m
18 1 ! 118
T e 150

Non-Volatile
Memory

128

Operating
System

Application(s) |
16 |

AR ATATAASFAARAANAAAIAAAAA T e hs e FE-CLLAL A LA AL AN WS E LA AL ELE &S &L A AT A TS

/O Device(s)
126

ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ



US 10,587,525 B2

Sheet 1 of 3

Pk A ek S S ek T TR A EE AT T R AR L ke dE L e B e R S b el M S B ) ke d e e B R b B e R R R B S M B S TR dT 0 Bk T e e e d0

A
E1E(]

AR Ak el B R R e el R B e R R e R et B el B e e R e b DR b R I R TR B R B R TR R R b ] T

e T T R T L T L T L e L Tk I T L T R R

LA IR VAL L RS LA L RS B R R TR Ak e LT R e L LR R AL L AL R

TR LR LT R LT L LR L L R T CE LRI PR LR TR TRL TR TR TEE TR T

L T L I L T T L R A L R LN Ty R R N . . BT R TIEL QPR N EET AT I R PR Faer er )

il

—_——— e o —— o ——— —————

iZ41
1

GLi
IBISAR
Bunesads

SRR TR PR LR IR LR LRI LR L EETR L L IR LR IR R L LR EE LR LT E Y
OO S

gl

CEL AIOLIBIN

|
I
I
|
I
I
|
I
I
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
I
I
|
I
I
|
I
I
|
I
I
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
I
I
|
I
I
|
R AT T T N T T T T T T T T A A T e M S I S e e T I S T IR T IR T T T T Ty e — I
I
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
|
I
|
I
I
|
I
I
|
I
I
|
I
I
|
I
|
|
I
|
|
I
I
|
I
|
|
I
|
|
I
|
I
I
|
I
I
|
I
I
|
I
I
|
I
|

|
|
|
|
|
|
|
1
|
|
1
|
|
1
|
|
1
|
|
1
|
|
1
|
|
1
1
|
1
1
|
1
1
|
1
1
|
|
|
|
|
|
1
|
|
1
1
|
|
1
|
1
|

(s uocnRsdoy

3
F
|
|
|
r
r
F
]
3
L
|
|
r
3
3
L
|
|
r
t
r
F
|
|
r
]
r
F
L
|
F
t
]
L
|
|
F
t
]
L
L
I
F
]
3
L
L
I
r
|
r
b

T R R IR BT B T L R T I I A T T s B T . SR TR TRCE N T PRC PR PR RE PR TR P T FRET )

L PSR L S A L TR U IR TR T A AL L TR TR U L T L AL L P

o A W AT LA UL RS LA AL LA R TRS T A LS T TR TR U L RS T R TR L

r o L L o wr d rr forFaor a r m d r R a r m d rmd rmd s h s s e s
.I.!I.-rll.-llhll.ﬁll-Ihl.lhl.lh.‘ll.‘lh.l-l.—rlllllllllll.‘ll.‘li.ﬁli.ﬁl.‘.ll.ﬁll

; ] a
“ | o o o o e e e e P P _ |
+
[}
-
» r
n
* d
L
» r
. '
* d
. r
)
. Ly
[}
L
» L
Ly
" d
L
- o & r
[ N o d
. P - ol byt ok "kl -t k-l e ikl -t ol o Pkt kel S Rl inh b bl i o R -l kPt e - ub il Rl -y ittty k" ot k-t il -t k-l el k"ol o eyl ab okl bt L P okt bt b e PR o -l L L A Lo
.‘.‘1““‘1‘.‘“.‘“"i*“"“‘i“““““‘h“h‘h“:‘i.‘h‘i““l"“‘l“l““lh‘i“i.‘.‘.‘“.‘.“.‘“.I“.I“.‘.“.‘.“-“.“.Il.“.‘il-‘h".‘.“i“h“.‘.“l“.“l.“l*‘ih‘i"i.-“‘-l“h“h“i“h“-:.‘h“Hh‘H"“‘l“““““‘h““i*‘i".‘.‘““
d &+ o !
- L} Ll
-
- 'l i
r o
L] -
- '
r o
r
. T ]
- L]
-, A Ll n
& T ]
[} L
L- rl n
- ]
r r
F
-+ r

U.S. Patent

gl
(3 I80RLIDILY

LONBOIINUIILO D)

S R R LR T L A L T R R L A e L R L R R R R e N LT TR T TN s ]

oot
AIOLIBIA SHIBIOA

LT LR TN R L Tl T T L TR Lo T o e ol el e e N PR D TR |

T—_————M——_-—- e, e e e e e

1
]
i
H
H
H
!
i
3
i
H
H
i
1
H
i
i
[
4
1
3
i
i
H
4
1
3
i
i
H
3
1
H
H
1
H
i
L]
H
i
i
H
3
H
H
!
L]
i
H
1
H
E
i
H
1
H
!

" m PR E W EEEEEEmE W ow

X0
S HOSSH004d

L

* F L o
F AP A FF P

>

e i T )
L e
AW
i



e\ .
" ¢ Ol
)
N
)
I~
7 e e e
- N)CIC e ()ele
" 3OIA3A ININO 3OIA3Q INFTO
-
%
e MHOMLIN
=
-
2
7o
= 91 0l¢ 80¢
& HOLVHANTD INION3 SE[EINE]
S NOILOY ONITNAIHIS EE[IVEE
2
>
5 v0C
HOLVHINAO
QL7 ANIONI DONIHOOS NOLYIHILON

¢0¢

SERVELR
007 l\

U.S. Patent



U.S. Patent

Mar. 10, 2020

Sheet 3 of 3

US 10,587,525 B2

’/" 300

302 GENERATE MESSAGE
END
304 DETERMINE FEATURES
324
306 SELECT TIME WINDOWS RECEIVE COMPLETION
._ . _ MESSAGE
DETERMINE CONFIDENCE
308 SCORE FOR WINDOWS yes 399
ADDITIONAL
ACTIONS IN
WORKFLOW no
310 SELECT TIME WINDOW
319 TIME WINDOW TRANSMIT MESSAGE
BELOW THRESHOLEL o BASED ON TIME
yes 314
316
DEVICE AT
LOCATION TRANSMIT MESSAGE
320
TIME WINDOW
no EXCEEDED yes

FIG. 3



US 10,587,525 B2

1

SYSTEM AND METHOD TO OPTIMIZE
WORKFLOW

BACKGROUND

Worktlows can include a plurality of computational

actions. The computational actions can be performed by one
or more devices within a networked environment. In some
implementations, the computational actions need to be com-
pleted 1n an ordered sequence. For example, a first action
may need to be completed before a second action can be
started. The sequential nature of the computational actions
within the workflow can cause backlogs of actions to be
completed at client devices. The growing backlog of actions
can cause an increase in the time required to complete a
workilow.

BRIEF SUMMARY OF TH.

L1l

DISCLOSURE

The present disclosure describes a system and method to
reduce the overall time taken to complete distributed process
workilows. Each workflow can include multiple actions that
are completed by or at different client devices. The actions
of a worktlow can be dependent on prior actions 1n the
worktlow. For example, a second client device may not be
able to complete a second action until a first client device
completes a first action 1n the worktlow. The system can
predict time periods and the geolocations where client
devices are most likely to complete an assigned action.
Using the selected time periods and geolocations, the system
can transmit nofifications to the client devices when the
action 1s most likely to be completed.

According to at least one aspect of the disclosure, a
system to reduce transmission times 1n a networked system
can 1nclude a memory storing processor executable mstruc-
tions and one or more processors. The system can generate
a notification message 1ndicating a first action to be per-
formed 1n a distributed process. The system can 1dentify a
plurality of features associated with the first action to be
performed 1n the distributed process. The system can select
a plurality of time windows for each of a plurality of device
locations based at least on the plurality of features. The
system can determine a confidence value for each of the
plurality of time windows. The confidence value indicating
a likelihood of the first action being completed during each
of the respective plurality of time windows. The system can
select a time window from the plurality of time windows for
one of the plurality of device locations based at least on the
confidence value of the time window. The system can
transmit the notification message to a device located at the
one of the plurality of device locations after a start time of
the time window.

The system can determine a time duration of the time
window. The system can hold the notification message until
a predetermined device enters the one of the plurality of
device locations based on the time duration being below a
predetermined threshold. The system can determine a pre-
determined device 1s not within the one of the plurality of
device locations at the end of the time window, and can
transmit the notification message to the device at the end of
the time window.

The system can prefetch content associated with the first
action to the device before the start time of the time window.
The system can recerve location imnformation of the device
and select the time window from the plurality of time
windows based on the location information of the device.
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The system can generate a second notification message
indicating a second action to be performed 1n the distributed
process. The system can transmit the second notification
message to a second device. The system can transmit a third
notification message i1ndicating a third action to be per-
formed 1n the distributed process to a third device before
receiving an indication that the second device completed the
second action.

The system can select a second time window from the
plurality of time windows. The second time window can
have a time duration shorter than the time window and can
be associated with a second device location. The system can
transmit the notification message to a second device at the
second device location. The system can transmit the notifi-
cation message to the device located at the one of the
plurality of device locations based on not receiving an
indication that the device at the second device location
completed the second action.

The plurality of features can include at least one of
location information, an action duration, a historical usage,
a time zone, or a user designation. The confidence value for
cach of the plurality of time windows at each of the plurality
of device locations can be generated using a machine
learning based regression algorithm.

According to at least one aspect of the disclosure, a
method to reduce transmission times 1n a networked system
can include generating a notification message indicating a
first action to be performed in a distributed process. The
method can include determining a plurality of features
associated with the first action to be performed in the
distributed process. The method can include select a plural-
ity of time windows for each of a plurality of device
locations based at least on the plurality of features. The
method can include determining a confidence value for each
of the plurality of time windows. The confidence value can
indicate a likelithood of the first action being completed
during each of the respective plurality of time windows. The
method can include selecting a time window from the
plurality of time windows for one of the plurality of device
locations based at least on the confidence value of the time
window. The method can include transmitting the notifica-
tion message to a device located at the one of the plurality
ol device locations after a start time of the time window.

The method can include determining a time duration of
the time window. The method can include holding the
notification message until a predetermined device enters the
one of the plurality of device locations based on the time
duration being below a predetermined threshold. The
method can include determining that a predetermined device
1s not within the one of the plurality of device locations at
the end of the time window. The method can include
transmitting the notification message to the device at the end
of the time window. The method can include prefetching
content associated with the first action to the device belore
the start time of the time window.

The method can include recerving location information of
the device. The method can include selecting the time
window from the plurality of time windows based on the
location 1information of the device. The method can include
generating a second notification message indicating a second
action to be performed in the distributed process. The
method can include transmitting the second notification
message to a second device. The method can include trans-
mitting a third notification message indicating a third action
to be performed 1n the distributed process to a third device
betore receiving an indication that the second device com-
pleted the second action.
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The method can include selecting a second time window
from the plurality of time windows. The second time win-
dow can have a time duration shorter than the time window
and can be associated with a second device location. The
method can include transmitting the notification message to
a second device at the second device location.

The method can include transmitting the notification
message to the device located at the one of the plurality of
device locations based on not receiving an indication that the
device at the second device location completed the second
action. The plurality of features can include at least one of
location information, an action duration, a historical usage,
a time zone, or a user designation. The confidence value for
cach of the plurality of time windows at each of the plurality
of device locations can be generated using a machine
learning based regression algorithm.

BRIEF DESCRIPTION OF THE FIGURES

The foregoing and other objects, aspects, features, and
advantages of the present solution will become more appar-
ent and better understood by referring to the following
description taken in conjunction with the accompanying
drawings, 1n which:

FIG. 1 1llustrates a block diagram of an embodiment of a
computing device;

FI1G. 2 illustrates a system to reduce transmission times in
a networked system; and

FIG. 3 1llustrates a block diagram of an example method
to reduce the time to complete distributed processes.

The features and advantages of the present solution waill
become more apparent from the detailled description set
torth below when taken 1n conjunction with the drawings, 1n
which like reference characters 1dentify corresponding ele-
ments throughout. In the drawings, like reference numbers
generally indicate i1dentical, functionally similar, and/or
structurally similar elements.

DETAILED DESCRIPTION

For purposes of reading the description of the various
embodiments below, the following descriptions of the sec-
tions of the specification and their respective contents may
be helptul:

Section A describes a computing environment which may
be useful for practicing embodiments described herein; and

Section B describes systems and methods reducing
completion times of distributed processes.

A. Computing Environment

Prior to discussing the specifics of embodiments of the
systems and methods to reduce transmission times 1n a
networked system, 1t may be helpful to discuss the comput-
ing environments 1 which such embodiments may be
deployed.

As shown 1n FIG. 1, computer 101 may include one or
more processors 103, volatile memory 122 (e.g., random
access memory (RAM)), non-volatile memory 128 (e.g., one
or more hard disk drnives (HDDs) or other magnetic or
optical storage media, one or more solid state drives (SSDs)
such as a flash drive or other solid state storage media, one
or more hybrid magnetic and solid state drives, and/or one
or more virtual storage volumes, such as a cloud storage, or
a combination of such physical storage volumes and virtual
storage volumes or arrays thereot), user interface (UI) 123,
one or more communications interfaces 118, and commu-
nication bus 150. User interface 123 may include graphical
user intertace (GUI) 124 (e.g., a touchscreen, a display, etc.)
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and one or more input/output (I/0) devices 126 (e.g., a
mouse, a keyboard, a microphone, one or more speakers,
one or more cameras, one or more biometric scanners, one
or more environmental sensors, one or more accelerometers,
ctc.). Non-volatile memory 128 stores operating system 115,
one or more applications 116, and data 117 such that, for
example, computer instructions of operating system 115
and/or applications 116 are executed by processor(s) 103 out
of volatile memory 122. In some embodiments, volatile
memory 122 may include one or more types of RAM and/or
a cache memory that may offer a faster response time than
a main memory. Data may be entered using an 1nput device
of GUI 124 or received from I/O device(s) 126. Various
clements of computer 101 may communicate via one or
more communication buses, shown as communication bus
150.

Computer 101 as shown 1n FIG. 1 1s shown merely as an
example, as clients, servers, mtermediary and other net-
working devices and may be implemented by any computing
or processing environment and with any type of machine or
set ol machines that may have suitable hardware and/or
solftware capable of operating as described herein.
Processor(s) 103 may be implemented by one or more
programmable processors to execute one or more executable
instructions, such as a computer program, to perform the
functions of the system. As used herein, the term “proces-
sor’” describes circuitry that performs a function, an opera-
tion, or a sequence of operations. The function, operation, or
sequence of operations may be hard coded mto the circuitry
or soit coded by way of instructions held 1n a memory device
and executed by the circuitry. A “processor” may perform
the function, operation, or sequence of operations using
digital values and/or using analog signals. In some embodi-
ments, the “processor” can be embodied 1n one or more
application specific integrated circuits (ASICs), micropro-
cessors, digital signal processors (DSPs), graphics process-
ing units (GPUs), microcontrollers, field programmable gate
arrays (FPGAs), programmable logic arrays (PLAs), multi-
core processors, or general-purpose computers with associ-
ated memory. The “processor” may be analog, digital or
mixed-signal. In some embodiments, the “processor” may
be one or more physical processors or one or more “virtual”™
(e.g., remotely located or “cloud”) processors. A processor
including multiple processor cores and/or multiple proces-
sors multiple processors may provide functionality for par-
allel, stmultaneous execution of instructions or for parallel,
simultaneous execution of one struction on more than one
piece of data.

Communications interfaces 118 may include one or more
interfaces to enable computer 101 to access a computer
network such as a Local Area Network (LAN), a Wide Area
Network (WAN), a Personal Area Network (PAN), or the
Internet through a variety of wired and/or wireless or
cellular connections.

In described embodiments, the computing device 101
may execute an application on behalf of a user of a client
computing device. For example, the computing device 101
may execute a virtual machine, which provides an execution
session within which applications execute on behalf of a
user or a client computing device, such as a hosted desktop
session. The computing device 101 may also execute a
terminal services session to provide a hosted desktop envi-
ronment. The computing device 101 may provide access to
a computing environment including one or more of: one or
more applications, one or more desktop applications, and
one or more desktop sessions in which one or more appli-
cations may execute.
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Additional details of the implementation and operation of
network environment, computer 101 and client and server
computers may be as described in U.S. Pat. No. 9,538,345,
issued Jan. 3, 2017 to Citrix Systems, Inc. of Fort Lauder-
dale, Fla., the teachings of which are hereby incorporated
herein by reference.

B. Systems and Methods Reducing Completion Times of
Distributed Processes

The present disclosure describes a system and method to
reduce the overall time taken to complete distributed process
workilows. A workiflow can include multiple actions that, in
some examples, must be completed 1n a predetermined
order. Based on a first action being completed, the system
can transmit a notification message (which can also be
referred to as a notification or a message) to a second client
device indicating that work can begin on a second action 1n
the worktlow. For example, the distributed process can be a
document review process that can include the generation of
a document by a first user at a first client device, review of
the document by a second user a second client device, and
approval by a third user at a third client device. Each of the
client devices can be located at different locations and 1n
different time zones. Completion of the document genera-
tion by the first user can cause the system to transmit a
notification to the second user’s client device indicating that
the second user can begin the second action of reviewing the
document generated during the {first action.

Because the first user may complete the first action
(causing a notification about the second action to be trans-
mitted to the second client device) at a time when the second
user cannot work on the second action the notification may
be 1gnored by the second user. For example, notification may
be missed because the user 1s not at the client device or
because the notification can be deprioritized by later arriving,
notifications. In another example, the second user may be in
a different time zone than the first user, which can cause the
noftification of the second action to reach the second user’s
client device when the second user 1s not at work. In some
implementations, users may be associated with multiple
locations and/or client devices. In these cases, the system
may to select to which of the locations or client devices the
notification should be transmitted. Because the notifications
for subsequent actions can reach client devices and users
when the actions associated with the notifications cannot be
acted upon, the total time to complete a workflow can be
reduced by holding and transmitting notifications to client
devices and user when the user can act on the actions
associated with the notification. Predicting when and at
which client device a user will complete an action can also
enable the system to prefetch data or content associated with
the action to the respective client device. This can save
bandwidth compared to prefetching the data to each of the
client devices associated with the user.

FIG. 2 illustrates a system 200 to reduce transmission
times in a networked system. The system 200 can include
one or more servers 202, which can be data processing
systems. The server 202 can communicate with a plurality of
client devices 212(1)-212(N) (which can collectively be
referred to as client devices 212) via a network 214. The
server 202 can include a notification generator 204, a scoring
engine 206, a feature 1dentifier 208, scheduling engine 210,
an action generator 216, and a database 218.

The server 202 can be one or more of the computers 101
or other data processing systems. The server 202 can include
memory 128 that stores one or more applications 116. The
applications 116 can include machine-readable instructions
to perform the functions performed by the server 202. The
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server 202 can execute applications 116, scripts, or other
machine-readable instructions such as the notification gen-
crator 204, scoring engine 206, feature 1dentifier 208, sched-
uling engine 210, and an action generator 216. The server
202 can communicate with a plurality of client devices 212
via the network 214.

The server 202 and client devices 212 can communicate
via one or more electronic communication links that can
form the network 214. The network 214 can be a local-area
network (LAN) (e.g., a company Intranet), a metropolitan
area network (MAN), a wide area network (WAN) (e.g., the
Internet), or any combination thereof.

The system 200 can include a plurality of client devices
212 that communicate with the server 202 via the network
214. Each of the client devices 212 can be an instance of the
computer 101 described in relation to FIG. 1. The client
devices 212 can include one or more processors configured
to execute machine-readable instructions. The client devices
212 can include one or more of a desktop computer, a laptop
computer, a handheld computer, a tablet computing plat-
form, a NetBook, a mobile device, a gaming console, and/or
other computing platforms.

The server 202 can 1nclude an action generator 216. The
action generator 216 can be any script, file, program, appli-
cation, set of 1nstructions, or computer-executable code, that
1s configured to enable a computing device on which the
action generator 216 1s executed to generate the actions of a
distributed process. The action generator 216 can generate
distributed processes to complete computational processes.
The action generator 216 can divide a distributed process 1n
to a plurality of actions. The server 202 can assign each of
the actions to a diflerent one of the client devices 212 for
execution or completion. A distributed process can be any
computational processes that can be divided into a plurality
of sub-tasks. The distributed process can be a computational
calculation that 1s divided into sub-tasks and each of the
sub-tasks are executed by a client device 212. The distrib-
uted process can be a worktflow. The worktlow can include
a plurality of sub-tasks that are completed by a client device
212 or a user using the client device 212. A workflow can
include document generation, which can include sub-tasks
or actions that can include 1nitial generation, review, editing,
approval, and authorization. The workflow for the genera-
tion of a web-based document can be managed by the server
202. The action generator 216 can divide the worktlow into
the actions (e.g., review, editing, approval, etc.). Each action
can be assigned to a user or client device 212.

In some implementations, the actions can have a serial
order such that a first action must be completed before a
subsequent action can be started. For example, a review and
edit action may need to be completed before the final
web-based document can be approved by via a second client
device 212. In some implementations, actions can be
executed 1n parallel such that different client devices 212 can
execute different actions at substantially the same time. For
example, the action generator 216 can generate a distributed
process to generate electronic documents. In some 1mple-
mentations, actions can be optional. For example, reviewing
a document by a user may be optional and the server 202 can
transmit a nofification ol a subsequent action to another
client device 212 prior to receiving an indication that the
review action was completed. The action generator 216 can
divide the document generation distributed process into
separate actions, such as creating a document; reviewing the
document; and approving the document. The actions of
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reviewing the document can be sent to multiple users at
multiple client devices 212 that can review the document in
parallel.

Once the action generator 216 generates the actions of a
workilow, the action generator 216 can store each of the
actions 1n the action database 218. The actions can be stored
in the action database 218 as a data structure that includes
the workflow to which the action belongs, a user or client
device 212 assigned to the action, the action type, a trigger
for starting the action, a requirement tlag, a notification time
and location, and a completion status. The notification time
and location can be determined and provided by the sched-
uling engine 210, as described below. The trigger for starting,
the action can be an indication of actions or conditions that
must be met before the given action can begin. For example,
the trigger for an approval action can be that all required,
previous actions in the workflow are completed (e.g., their
completion status 1s flagged as done). The requirement flag
in the data structure can indicate whether the action 1s a
required action. For example, the review action may not
need to be completed by each user. The notification location
data 1n the data structure can indicate a physical location
where a notification associated with the action should be
transmitted to the assigned client device 212. The notifica-
tion time data can indicate when (either a specific time or a
range of times) of when the notification relating to an action
should be transmitted to a client device 212.

The server 202 can include a notification generator 204.
The notification generator 204 can be any script, {ile, pro-
gram, application, set ol instructions, or computer-execut-
able code, that 1s configured to enable a computing device on
which the notification generator 204 1s executed to generate
notification messages related to one or more actions of a
workilow. The notification generator 204 can be configured
to generate a notification message for each of the actions in
a workilow generated by the action generator 216. For
example, the notification generator 204 can generate a {first
notification for a first action to be performed in a distributed
process, a second notification for a second action in the
distributed process, etc. The notification generator 204 can
process the worktlow data structure generated by the action
generator 216 and stored in the action database 218 to
determine the content of the notification, the recipient client
device 212 of the notification, and the transmission param-
cters of the notification. The transmission parameters can
indicate a time (or time window) when the noftification
generator 204 should transmit the notification to the client
device 212. The notification parameters can indicate a
location parameter. The location parameter can be a geo-
tence within which the client device 212 needs to be for the
notification generator 204 to transmait the notification to the
client device 212.

For example, the notification generator 204 can include a
transmission module and can transmit the notification to a
client device 212 when the client device 212 at the start of
the time window associated with the action, at the end of the
time window associated with the action, or at a time within
the time window associated with the action. The notification
generator 204 can be configured to transmit the notification
to the client device 212 when the client device 212 enters or
exits the geo-fence associated with the location parameter of
the transmission parameters.

The notification generator 204 can generate the notifica-
tion as an email message, text message, push notification,
chat message, or other form of digital message. The notifi-
cation can be transmitted to the client device 212 via a
specific application executing on the client device 212. For
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example, the notification can be transmitted within the chat
or messaging functionality of a program associated with the
action. In thus example, 1f the worktlow 1s for the generation
ol a web-based document, the notification generator 204 can
transmit the notification to the client device 212 within the
chat functionality of the application for editing the web-
based document.

The notification generator 204 can hold, pause, or delay
the transmission of a noftification until the transmission
parameters have been achieved. For example, when the
transmission parameters require the client device 212 to be
within a specific geolocation, the notification generator 204
can hold the notification until the client device 212 enters the
geolocation.

The server 202 can include a feature i1dentifier 208. The
feature 1dentifier 208 can be any script, file, program,
application, set of instructions, or computer-executable
code, that 1s configured to enable a computing device on
which the feature i1dentifier 208 1s executed to determine a
plurality of features associated with the actions of the
workilow. The features for an action can indicate parameters
of the action, parameters for completing the action, param-
cters of the client device 212 assigned to complete the
action, parameters of a client device 212 or user to which the
action should be assigned, or any combination thereof. For
example, the features can include a geolocation 1n which the
action can be complete, a geolocation of the client device
212 to which the feature 1s assigned, a type of the action, a
duration of the action (e.g., an estimate of the time 1t should
take to complete the action), a due date of the action, a
designation or role of the client device 212 or user assigned
to the action, historical usage associated with the client
device 212 or user assigned to the action, historical usage
associated with the type of action (e.g., 1s the action type
generally completed on time or within a specific geo-fence),
or time zones associated with the client device 212 or user
assigned the action. The feature identifier 208 can determine
the features for an action based on historical data associated
with actions of the same type or actions assigned to the same
user or client device 212.

The server 202 can include a scoring engine 206. The
scoring engine 206 can be any script, file, program, appli-
cation, set of instructions, or computer-executable code, that
1s configured to enable a computing device on which the
scoring engine 206 1s executed to calculate confidence levels
for the action time windows and geolocations. The confi-
dence level can mdicate a likelihood that a client device 212
or user will complete the action at a given location or within
a given time window. The scoring engine 206 can use a
machine learming based regression algorithm to predict
which during which time windows and at which location an
action 1s most likely to be completed. The scoring engine
206 can calculate the confidence score based on the features
determined by the feature identifier 208. Based on the
confidence levels, the scheduling engine 210 can select
during which time window and at which location the noti-
fication generator 204 should send a notification to a respec-
tive client device 212. The machine learning model can use
reinforcement learning techniques to update the model as
additional actions are completed.

In one example, the action generator 216 can generate a
workilow with a plurality of actions. For the workflow’s
actions, the scoring engine 206 can identily diflerent time
windows and/or locations when the action can be completed
based on the identified features. The scoring engine 206 can,
for each of the plurality of time windows, calculate a
confidence value indicating a likelihood that the action will
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be completed during each of the respective plurality of time
windows. The likelihood can be a probability. The scoring
engine 206 can select the time window and/or geolocation
with the highest confidence value as the time window and/or
geolocation 1n which to transmit the notification message to
the client device 212.

For example, the scoring engine 206 can determine with
a 99% confidence score that the user of a first client device
212 will complete the task between 9 AM and 5 PM (a first
time window) and a 95% confidence score that the user of
the first client device 212 will complete the task between 2
PM and 3 PM (a second time window).

The server 202 can include a scheduling engine 210. The
scheduling engine 210 can be any script, file, program,
application, set ol instructions, or computer-executable
code, that 1s configured to enable a computing device on
which the scheduling engine 210 1s executed to select
transmission parameters for action notifications. The notifi-
cation generator 204 can transmit the notifications to the
respective client devices 212 based on the transmission
parameters. The transmission parameters can indicate during,
which time window and/or at which geolocation the notifi-
cation generator 204 should transmit the notification to the
client device 212.

The scheduling engine 210 can be configured to select a
time window and/or geolocation from the plurality of time
windows for one of the plurality of device locations based at
least on the confidence value of the time window. For
example, the scheduling engine 210 can select the time
window and/or geolocation that has the highest confidence
score. The scheduling engine 210 can select the time win-
dow and/or geolocation based on at least the time window
duration and the confidence score. For example, a first time
window may have a duration of 8 hours and a confidence
score that the action will be completed during the first time
window of 99%. A second time window may have a duration
of 1 hour and a confidence score of 95%. The scheduling
engine 210 can negatively weight time windows with a long
time duration. Continuing the previous example, the sched-
uling engine 210 can select the second time window because
the confidence score associated with the second time win-
dow 1s similar confidence score of the first time window, but
the second time window 1s much shorter.

FIG. 3 illustrates a block diagram of an example method
300 to reduce the time to complete distributed processes.
The method 300 can include generating a notification mes-
sage, which can also be referred to as a notification (BLOCK
302). Also referning to FIG. 1, the server 202 can generate
a worktflow that includes a plurality of actions. The method
300 can be repeated for each of the actions 1n the distributed
process worktlow.

The method 300 can include determiming features
(BLOCK 304). The server 202 can determine a plurality of
teatures associated with each of the actions 1n the distributed
process workilow. The action features can be features spe-
cifically of the action and/or features of the client device 212
or user assigned to the action. The action features can
include at least one of location information, action duration,
historical usage, a time zone, or a user designation. The
location information can indicate where the action should be
completed. For example, a user may use multiple client
devices 212 at different locations or have a client device 212
(such as a laptop or mobile device) that the user can use at
different locations. Some actions may only be able to be
completed when the user 1s 1n a specific location and the
location information can be a geolocation associated with
that specific location. The action duration can be predictions
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of how long the action 1s predicted to take to complete. The
durations can be specific times or time windows (e.g., 30
minutes or between about 1 hour and about 2 hours) or the
durations can be general descriptors of the time duration
(e.g., short, medium, or long time commitment).

The method 300 can include selecting time windows
(BLOCK 306). The server 202 can select, for each action,
plurality of time windows during which the assigned client
device 212 or user can complete the action. In some 1mple-
mentations, 11 the action can be completed at multiple
devices or geolocations, the server 202 can select time
windows for each of the multiple devices or geolocations.
The server 202 can select the time windows by binning times
betore the action’s due date based on the action duration. For
example, 11 the action duration 1s 1 hour, the server 202 can
generate a plurality of 1 hour time windows prior to the
actions due date. The selected time windows can be the same
s1ze as the action duration or can be longer. For example, the
server 202 can select 4 hour time windows for an action with
a 1 hour duration.

The time windows can be based on historical data asso-
ciated with the action type and user (or client device 212) to
which the action 1s assigned. For example, the server 202
can use a machine learning algorithm to determine when and
at what geolocations a user 1s likely to complete an action.
For example, the server 202 can determine that a user
completes most actions between 9 AM and 5 PM and the
server 202 can indicate 9 AM to 5 PM as a first time window.
The server 202 can determine that the user completes a
relatively high percentage of the actions between 2 PM and
3 PM and can indicate 2 PM to 3 PM as a second time
window. The server 202 can also generate time windows for
different geographical locations. For example, the server 202
can determine that the user completes a higher percentages
ol actions at a second geolocation between 10 AM and 11
AM.

The method 300 can include determiming a confidence
score for the time windows (BLOCK 308). The method 300
can include determining, for each of the plurality of time
windows, a confidence value indicating a likelihood a given
action will be completed during the respective time window.
The server 202 can calculate a confidence score for each of
the time windows or only a portion of the time windows
determined at BLOCK 306. For example, the server 202
may interface with a calendaring system and may not
calculate confidence scores for windows that overlap with
schedule appointments of a user associated with the assigned
client device 212 or during time windows to which actions
have already been assigned. In this example, the server 202
may discard those time windows as possible time windows
that can be selected for the transmission of the notification.
The confidence score for each of the time windows can also
be based on a client device 212 location (or predicted
location). The client device 212 can be a mobile device that
the user could move between a first location and a second
location. The server 202 can assign a higher confidence
score to a first time window that 1s associated with the first
location because the server 202 determines, based on his-
torical data, that the user completes a greater percentage of
actions when at the first location.

The method 300 can include selecting a time window
(BLOCK 310). The server 202 can select a time window
from the plurality of time windows for one of the plurality
of device locations based at least on the confidence value of
the time window. The server 202 can select the time window
and/or geolocation based on which time window and/or
geolocation has the highest confidence score. The server 202



US 10,587,525 B2

11

can select the time window and/or geolocation based on a
confidence score that 1s weighted based on the duration of
the time window. Shorter duration time windows can be
weighted higher than longer duration time windows. For
example, a 1 hour time window with a 95% confidence score
can be selected over an 8 hour time window with a 99%
confidence score.

Once a time window 1s selected, the method 300 can
include determining if the time window 1s below a threshold
(BLOCK 312). The threshold can be a time duration thresh-
old. At BLOCK 312, the server 202 can determine 1 the time
window 1s short i duration or long 1n duration. The thresh-
old can be about 10 minutes, about 30 minutes, about 1
hours, about 2 hours, about 3 hours, or about 4 hours. The
server 202 can classily time windows below the threshold as
relatively “short” time windows and time windows above
the threshold as relatively “long™ time windows.

If the time window 1s below the threshold, the method 300
can include determining 1f the device 1s at the location
(BLOCK 316). The server 202 can poll or request the client
device 212 at predetermined intervals for the client device’s
location. In some implementations, the client device 212 can
transmit an indication of its location to the server 202 at
predetermined intervals or when the location updates. The
server 202 may only check the client device location against
the location associated with the action once the within the
time window 1dentified by the time window selected at
BLOCK 310.

When the time window 1s below the threshold, the server
202 can hold the notification message until the client device
212 reaches the geolocation associated with the time win-
dow because 1t can be the location that mfluences the
completion of the task more than the time. For example, a
manager (€.g., the user) may complete actions upon visiting,
a specific site the manger oversees. In this example, the time
window may be relatively short because the manager com-
pletes the actions shortly after arriving at the specific site. In
this example, the server 202 can determine that the site (e.g.,
the geolocation) 1s more influential 1 predicting when the
action will be completed than the specific time window.

If the time window 1s above the threshold, the method 300
can 1nclude transmitting the message based on time
(BLOCK 314). The server 202 can transmit the notification
message based on the time window selected at BLOCK 310.
When transmitting the notification message based on time,
the server 202 can transmit the notification message at the
beginning, end, or during the time window.

In some implementations, when transmitting the notifi-
cation message to the client device 212 (at BLOCKS 314 or
320), the server 202 can prefetch content (or more generally,
data) associated with the action. When prefetching the data,
the server 202 can retrieve the data and store the data 1n a
butler so that the date can be access more quickly when the
client device 212 requests the data in completing the action
associated with the notification message. In some 1mple-
mentations, when prefetching the data, the server 202 can
retrieve the data and transmit the data to the client device
212 to which the notification message was or will be
transmitted. By prefetching the data to the client device 212,
the client device 212 (or user thereof) can begin working on
the data once the notification message 1s selected or acti-
vated. For example, the action can be to review an electronic
document. When transmitting the notification message to the
client device 212, the server 202 can prefetch the electronic
document to the client device 212. When the user selects the
notification message to review the electronic document, the
user can immediately begin to review the prefetched docu-
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ment rather than having to wait to download the document
and then review the document once the download 1s com-
plete.

It at BLOCK 316, the device 1s within the location, the
method 300 can include transmitting the notification mes-
sage to the client device (BLOCK 320). The server 202 can
transmit the notification message to the client device 212
once 1t 1s within the location and at a time after the start of
the time window. The server 202 can transmit the notifica-
tion message to client device 212 via a network. The
notification message can be a text message, email, SMS,
push notification, chat message, or other form of electronic
communication.

If at BLOCK 316 the device 1s not within the location, the
server can check 11 the time window 1s exceeded (BLOCK
318). If the time window 1s not exceeded (e.g., the current
time 1s not after the end time of the time window), the
method 300 can include returning to BLOCK 316 to deter-
mine 1f client device 212 1s within the location. The method
300 can include a pause or delay before returning to BLOCK
316. For example, after BLOCK 318, the server 202 may
pause for 1, 5, 10, 15, or 30 minutes belore repeating
BLOCK 316 and checking whether the client device 212 1s
within the device location. In some implementations, the
server 202 may repeat BLOCK 316 and check 11 the device
1s at the location based on receiving an updated location for
the client device 212. For example, after completing the
check to determine i1f the time window 1s exceeded, the
method 300 can pause at BLOCK 318 until the server 202
receives an indication of an updated device location. If an
updated client device location 1s received before the end of
the time window the server 202 can repeat BLOCK 316. IT
the server 202 does not receive an updated location from the
client device 212, the method 300 can continue to (BLOCK
314).

Based on transmitting the message to the client device
212 at BLOCKS 314 and 320, the method 300 can include
determining 1 there are additional actions 1n the worktlow
(BLOCK 322). If there are not additional actions in the
workflow, the method 300 can end.

I there are additional actions 1n the workflow, the method
300 can receive a completion message (BLOCK 324).
Belore transmitting the next action to a client device 212, the
server 202 can wait until receiving a completion message
from the client device 212 to which the notification message
was transmitted at BLOCKS 314 or 320. In some imple-
mentations, the server 202 only pauses at BLOCK 324 if the
action associated with the noftification transmitted at
BLOCKS 314 or 320 was flagged as a required action before
notifications relating to subsequent actions could be trans-
mitted to respect client devices 212. If the action associated
with the notification transmitted at BLOCKS 314 or 320 was
not marked as required, the method 300 can continue to
BLOCK 302 to repeat the method 300 without waiting for
a completion message to be received.

It should be understood that the systems described above
may provide multiple ones of any or each of those compo-
nents and these components may be provided on either a
standalone machine or, 1n some embodiments, on multiple
machines 1n a distributed system. The systems and methods
described above may be implemented as a method, appara-
tus or article of manufacture using programming and/or
engineering techniques to produce software, firmware, hard-
ware, or any combination thereof. In addition, the systems
and methods described above may be provided as one or
more computer-readable programs embodied on or 1n one or
more articles of manufacture. The term “article of manufac-




US 10,587,525 B2

13

ture” as used herein 1s intended to encompass code or logic
accessible from and embedded 1n one or more computer-
readable devices, firmware, programmable logic, memory
devices (e.g., EEPROMs, ROMs, PROMs, RAMs, SRAMs,
etc.), hardware (e.g., integrated circuit chip, Field Program-
mable Gate Array (FPGA), Application Specific Integrated
Circuit (ASIC), etc.), electronic devices, or a computer
readable non-volatile storage unit (e.g., CD-ROM, USB
Flash memory, hard disk drive, etc.). The article of manu-
facture may be accessible from a file server providing access
to the computer-readable programs via a network transmis-
sion line, wireless transmission media, signals propagating
through space, radio waves, inirared signals, etc. The article
of manufacture may be a tlash memory card or a magnetic
tape. The article of manufacture includes hardware logic as
well as software or programmable code embedded 1n a
computer readable medium that 1s executed by a processor.
In general, the computer-readable programs may be imple-
mented 1n any programming language, such as LISP, PERL,
C, C++, C#, PROLOG, or 1 any byte code language such
as JAVA. The soltware programs may be stored on or 1n one
or more articles of manufacture as object code.

While various embodiments of the methods and systems
have been described, these embodiments are 1llustrative and
in no way limit the scope of the described methods or
systems. Those having skill in the relevant art can eflect
changes to form and details of the described methods and
systems without departing from the broadest scope of the
described methods and systems. Thus, the scope of the
methods and systems described herein should not be limited
by any of the i1llustrative embodiments and should be defined
in accordance with the accompanying claims and their
equivalents.

What 1s claimed:

1. A system comprising a memory storing processor
executable instructions and one or more processors to:

generate a notification message imdicating a first action to

be performed 1n a distributed process;

identify a plurality of features associated with the first

action to be performed in the distributed process;

select a plurality of time windows for each of a plurality

of device locations based at least on the plurality of

features:

determine a confidence value for each of the plurality of

time windows, the confidence value indicating a like-
lithood of the first action being completed during each
of the respective plurality of time windows and at least
one device location of the plurality of device locations
associated with the first action;

select a time window from the plurality of time windows
for one of the plurality of device locations based at least
on the confidence value of the time window;

transmit the notification message to a device located at the
one of the plurality of device locations after a start time
of the time window;

determine a time duration of the time window; and

hold the notification message until a predetermined device
enters the one of the plurality of device locations based
on the time duration being below a predetermined
threshold.

2. The system of claim 1, further comprising the one or

more processors to:

determine the predetermined device 1s not within the one
of the plurality of device locations at the end of the time
window:; and

transmit the notification message to the device at the end
of the time window.
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3. The system of claim 1, further comprising the one or
more processors to:
prefetch content associated with the first action to the
device before the start time of the time window.
4. The system of claim 1, further comprising the one or
more processors to:
receive location information of the device; and
select the time window from the plurality of time win-
dows based on the location information of the device.

5. The system of claim 1, further comprising the one or
more processors to:

generate a second notification message indicating a sec-

ond action to be performed in the distributed process;
transmit the second noftification message to a second
device; and

transmit a third notification message indicating a third

action to be performed 1n the distributed process to a
third device before receiving an indication that the
second device completed the second action.

6. The system of claim 1, further comprising the one or
more processors to:

select a second time window from the plurality of time

windows, wherein the second time window has a time
duration shorter than the time window and 1s associated
with a second device location; and

transmit the notification message to a second device at the

second device location.

7. The system of claim 1, further comprising the one or
more processors to:

transmit the notification message to the device located at

the one of the plurality of device locations based on not
receiving an indication that the device at the second
device location completed the second action.

8. The system of claim 1, wherein the plurality of features
comprise at least one of location information, an action
duration, a historical usage, a time zone, or a user designa-
tion.

9. The system of claim 1, wherein the confidence value for
cach of the plurality of time windows at each of the plurality
of device locations 1s generated using a machine learning
based regression algorithm.

10. A method comprising:

generating a notification message indicating a first action

to be performed 1n a distributed process;
determining a plurality of features associated with the first
action to be performed 1n the distributed process;

select a plurality of time windows for each of a plurality
of device locations based at least on the plurality of
features:
determining a confidence value for each of the plurality of
time windows, the confidence value indicating a like-
lithood of the first action being completed during each
of the respective plurality of time windows and at at
least one device location of the plurality of device
locations associated with the first action;
selecting a time window from the plurality of time win-
dows for one of the plurality of device locations based
at least on the confidence value of the time window;

transmitting the notification message to a device located
at the one of the plurality of device locations after a
start time of the time window;

determining a time duration of the time window; and

holding the notification message until a predetermined

device enters the one of the plurality of device locations
based on the time duration being below a predeter-

mined threshold.
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11. The method of claim 10, further comprising:

determining the predetermined device 1s not within the
one of the plurality of device locations at the end of the
time window; and

transmitting the notification message to the device at the
end of the time window.

12. The method of claim 10, further comprising:

prefetching content associated with the first action to the
device before the start time of the time window.

13. The method of claim 10, further comprising:

receiving location information of the device; and

selecting the time window from the plurality of time
windows based on the location information of the
device.

14. The method of claim 10, further comprising;

generating a second notification message indicating a
second action to be performed 1n the distributed pro-
CESS;

transmitting the second notification message to a second
device; and

transmitting a third notification message indicating a third
action to be performed 1n the distributed process to a
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third device before receiving an indication that the
second device completed the second action.

15. The method of claim 10, further comprising:

selecting a second time window from the plurality of time
windows, wherein the second time window has a time
duration shorter than the time window and 1s associated
with a second device location; and

transmitting the notification message to a second device at
the second device location.

16. The method of claim 10, further comprising:

transmitting the notification message to the device located
at the one of the plurality of device locations based on
not recerving an indication that the device at the second
device location completed the second action.

17. The method of claim 10, wherein the plurality of

features comprise at least one of location information, an
action duration, a historical usage, a time zone, or a user
designation.

18. The method of claim 10, wherein the confidence value

for each of the plurality of time windows at each of the
plurality of device locations 1s generated using a machine
learning based regression algorithm.

x s * = e



	Front Page
	Drawings
	Specification
	Claims

