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LOCALIZING TRAFFIC SITUATION USING
MULTI-VEHICLE COLLABORATION

BACKGROUND

The present disclosure relates to localizing traflic situa-
tion. In a more particular example, the disclosure relates to
technologies for localizing traflic situation on the roads
using data from multiple collaborative vehicles.

Path planning often requires geographic location of tratlic
situations to adapt accordingly. However, it 1s challenging to
determine accurate geographic location of the traflic situa-
tions on a geographical map. Today, some modern vehicles
rely on a sequence of 1mages they capture for reconstruction
of their surrounding environment. However, these vehicles
are generally incapable of localizing specific traflic situa-
tions 1n the reconstructed road scene, or to the extent they
can localize the trathic situations, such localization i1s often
incomplete or maccurate due to limited and consistent view
angle of the single vehicle from which the sequence of
images are captured. In addition, these existing techniques
are typically unable to update the accurate location of the
traflic situations as the trailic situations dynamically change
over time.

"y

SUMMARY

The subject matter described 1n this disclosure overcomes
the deficiencies and limitations of the existing solutions by
providing novel technology for localizing tratlic situations.

According to one mnovative aspect of the subject matter
described 1n this disclosure, a computer-implemented
method comprises: recerving situation data including images
from vehicles; clustering, into an 1mage cluster, the 1images
included 1n the situation data of one or more vehicles located
in a geographic region from among the vehicles; locating
one or more related situation objects 1n one or more 1mages
of the image cluster; matching i1mages from different
vehicles 1n the image cluster, the matched images having one
or more corresponding features of the one or more related
situation objects; determining three-dimensional (3D) sen-
sor coordinates of the one or more related situation objects
relative to a sensor position of a target vehicle associated
with at least one of the matched images, using the one or
more corresponding features of the one or more related
situation objects 1 the matched 1mages; converting the 3D
sensor coordinates of the one or more related situation
objects to geolocation coordinates of the one or more related
situation objects using geolocation data of the different
vehicles associated with the matched images; and determin-
Ing a coverage arca ol a traflic situation based on the
geolocation coordinates of the one or more related situation
objects.

In general, another innovative aspect of the subject matter
described 1n this disclosure may be embodied 1n computer-
implemented methods comprising: receiving situation data
including 1mages from vehicles; clustering, into an 1mage
cluster, the images included 1n the situation data of one or
more vehicles located 1n a geographic region from among
the vehicles; locating one or more related situation objects in
one or more 1mages of the image cluster; matching images
from different vehicles 1n the image cluster, the matched
images having one or more corresponding features of the
one or more related situation objects; determining three-
dimensional (3D) sensor coordinates of the one or more
related situation objects relative to a sensor position of a
target vehicle associated with at least one of the matched
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2

images, using the one or more corresponding features of the
one or more related situation objects 1n the matched 1images;
converting the 3D sensor coordinates of the one or more
related situation objects to geolocation coordinates of the
one or more related situation objects using geolocation data
of the different vehicles associated with the matched images;
determining a coverage area of a traflic situation based on
the geolocation coordinates of the one or more related
situation objects; and determining a navigation path associ-
ated with the geographical region based on the coverage area
of the trathic situation.

In general, another innovative aspect of the subject matter
described 1n this disclosure may be embodied 1in systems
COmprising: one or more processors; one or more memories
storing instructions that, when executed by the one or more
processors, cause the system to: receive situation data
including 1mages from vehicles; cluster, mto an image
cluster, the 1mages included 1n the situation data of one or
more vehicles located 1n a geographic region from among
the vehicles; locate one or more related situation objects in
one or more images of the image cluster; match images from
different vehicles in the image cluster, the matched images
having one or more corresponding features of the one or
more related situation objects; determine three-dimensional
(3D) sensor coordinates of the one or more related situation
objects relative to a sensor position of a target vehicle
associated with at least one of the matched images, using the
one or more corresponding features of the one or more
related situation objects in the matched 1mages; convert the
3D sensor coordinates of the one or more related situation
objects to geolocation coordinates of the one or more related
situation objects using geolocation data of the different
vehicles associated with the matched images; and determine
a coverage area of a traflic situation based on the geolocation
coordinates of the one or more related situation objects.

These and other implementations may each optionally
include one or more of the following features: that the
matched 1images from the different vehicles are captured by
images sensors having different sensor configurations; that
converting the 3D sensor coordinates of the one or more
related situation objects to the geolocation coordinates of the
one or more related situation objects includes determining
geolocation coordinates of sensor positions of the different
vehicles associated with the matched 1mages, determining
view angles from the sensor positions of the different
vehicles associated with the matched images to a first related
situation object among the one or more related situation
objects using the 3D sensor coordinates of the first related
situation object, and determining the geolocation coordi-
nates of the first related situation object based on the
geolocation coordinates of the sensor positions of the dii-
terent vehicles and the view angles from the sensor positions
of the different vehicles to the first related situation object
using triangulation computation; that determining the cov-
erage area of the traflic situation includes positioning the one
or more related situation objects on a geographical map
associated with the geographic region using the geolocation
coordinates of the one or more related situation objects, and
determining a convex geographical area encompassing the
one or more related situation objects on the geographical
map to be the coverage arca of the traflic situation; that
determining a {irst coverage area of the traflic situation at a
first time, determining a second coverage area of the traflic
situation at a second time, determining a localization dif-
ference between the first coverage area and the second
coverage area, determining that the localization difference
between the first coverage area and the second coverage area
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satisfies a difference threshold, and responsive to determin-
ing that the localization difference between the first coverage

area and the second coverage area satisiies the diflerence
threshold, updating a geographical map associated with the
geographic region to include the second coverage area of the
traflic situation; that determiming that the localization dif-
ference between the first coverage areca and the second
coverage area satisflies the difference threshold includes
determining one or more first lanes associated with the first
coverage area, determining one or more second lanes asso-
ciated with the second coverage area, and determining that
the one or more second lanes are different from the one or
more first lanes; that determining one or more proximate
vehicles associated with the geographic region, and trans-
mitting a notification of situation update to the one or more
proximate vehicles, the notification of situation update
including the second coverage area of the traflic situation;
that the geographic region 1s a predefined road segment; that
clustering the images included 1n the situation data of the
one or more vehicles located in the geographic region
includes clustering the images based on 1image timestamp of
the 1mages; that the situation data received from a first
vehicle among the vehicles includes one or more of a first
image captured by an image sensor of the first vehicle,
image data associated with the first 1image, a sensor con-
figuration of the 1image sensor, and the geolocation data of
the first vehicle associated with the first image.

Other implementations of one or more of these and other
aspects include corresponding systems, apparatus, and com-
puter programs, configured to perform the actions of meth-
ods, encoded on non-transitory computer storage devices.

The novel technology for localizing trailic situations
presented 1n this disclosure 1s particularly advantageous 1n a
number of respects. For example, the technology described
herein 1s capable of determining geographic coordinates of
related situation objects included i the trailic situation.
Therefore, the coverage area representing the traflic situa-
tion can be rendered precisely on the geographical map and
provide a comprehensive understanding of the traflic situa-
tion 1n various aspects (e.g., geographic location, geometric
boundary, scene components, object distribution, etc.). As a
turther example, the present technology localizes the traflic
situations based on the data captured from multiple perspec-
tives of multiple collaborative vehicles. Therefore, the pres-
ent technology can avoid potential repeated errors caused by
limited observation from single perspective of each indi-
vidual vehicle, and thus the accuracy of the traflic situation
localization can be improved. Furthermore, the technology
described herein can also detect dynamic changes of the
traflic situations in real-time, and update the coverage area
of the traflic situations accordingly.

It should be understood that the foregoing advantages are
provided by way of example and that the technology may
have numerous other advantages and benefits.

The disclosure 1s illustrated by way of example, and not
by way of limitation 1n the figures of the accompanying
drawings 1n which like reference numerals are used to refer
to similar elements.

BRIEF DESCRIPTION OF TH.

L1

DRAWINGS

FIG. 1 1s a block diagram of an example system for
localizing traflic situations.

FIG. 2 1s a block diagram of an example situation local-
1zing application.

FIG. 3 1s a flowchart of an example method for localizing
a tratilic situation.
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FIG. 4 1s a flowchart of an example method for deter-
mining geolocation coordinates of a related situation object.

FIG. 5 1s a flowchart of an example method for updating
the coverage area representing the traflic situation.

FIG. 6 1s a flowchart of an example method for detecting
a trathic situation and generating situation data describing the
traflic situation.

FIG. 7A illustrates projections of a physical feature point
onto 1mage planes of two 1mages captured from two different
perspectives.

FIG. 7B 1llustrates coordinate transformation of an 1mage
feature point from a second camera coordinate system to a
first camera coordinate system.

FIG. 7C illustrates coordinate transformation of an 1mage
feature point from an 1mage coordinate system to a camera
coordinate system.

FIG. 8A 1llustrates an example road segment with a traflic
situation at a first time.

FIG. 8B 1illustrates the example road segment with the
traflic situation at a second time.

DESCRIPTION

The technology described herein can accurately deter-
mine geographic location and geometric boundary of trathic
situations on the roads using multi-vehicle collaboration. As
described in further detail below, the technology includes
methods and corresponding systems that can determine
geolocation coordinates of related situation objects, based
on corresponding features of the related situation objects 1n
road scene 1mages captured from diflerent perspectives by
multiple vehicles. As a result, the related situation objects
included in the traflic situation can be precisely localized on
the geographical map, thereby indicating the coverage area
of the traflic situation. In this present disclosure, precise or
accurate localization of the traflic situation may refer to
localizing the tratlic situation using geolocation (e.g., GPS
coordinates) of the related situation objects, rather than
estimating the locations of the traflic situation relative to a
selected reference point.

FIG. 1 1s a block diagram of an example system 100 for
localizing traffic situations on the roads. As shown, the
system 100 includes a server 101 and one or more vehicle
platiorms 103a . . . 103» coupled for electronic communi-
cation via a network 105. In FIG. 1 and the remaining
figures, a letter after a reference number, e.g., “103a,”
represents a reference to the element having that particular
reference number. A reference number 1n the text without a
following letter, e.g., “103,” represents a general reference
to instances of the element bearing that reference number. It
should be understood that the system 100 depicted in FIG.
1 1s provided by way of example and the system 100 and/or
turther systems contemplated by this present disclosure may
include additional and/or fewer components, may combine
components and/or divide one or more of the components
into additional components, etc. For example, the system
100 may include any number of vehicle platforms 103,
networks 105, or servers 101.

The network 105 may be a conventional type, wired
and/or wireless, and may have numerous diflerent configu-
rations including a star configuration, token ring configura-
tion, or other configurations. For example, the network 1035
may include one or more local area networks (LAN), wide
areca networks (WAN) (e.g., the Internet), personal area
networks (PAN), public networks, private networks, virtual
networks, virtual private networks, peer-to-peer networks,
near field networks (e.g., Bluetooth®, NFC, etc.), vehicular
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networks, and/or other interconnected data paths across
which multiple devices may communicate.

The network 105 may also be coupled to or include
portions of a telecommunications network for sending data
in a variety of different communication protocols. Example
protocols include, but are not limited to, transmission con-
trol protocol/Internet protocol (TCP/IP), user datagram pro-
tocol (UDP), transmission control protocol (TCP), hypertext
transier protocol (HTTP), secure hypertext transter protocol
(HT'TPS), dynamic adaptive streaming over HI'TP (DASH),
real-time streaming protocol (RTSP), real-time transport
protocol (RTP) and the real-time transport control protocol
(RTCP), voice over Internet protocol (VOIP), file transier
protocol (F'TP), WebSocket (WS), wireless access protocol
(WAP), various messaging protocols (SMS, MMS, XMS,
IMAP, SMTP, POP, WebDAY, etc.), or other suitable pro-
tocols. In some embodiments, the network 105 1s a wireless
network using a connection such as DSRC (Dedicated Short
Range Communication), WAVE, 802.11p, a 3G, 4G, 5G+
network, WiF1™, satellite networks, vehicle-to-vehicle
(V2V) networks, vehicle-to-infrastructure/inirastructure-to-
vehicle (V2I/12V) networks, or any other wireless networks.
Although FIG. 1 1llustrates a single block for the network
105 that couples to the server 101 and the vehicle
plattorm(s) 103, it should be understood that the network
105 may 1n practice comprise any number of combination of
networks, as noted above.

The vehicle platform(s) 103 include computing device(s)
152 having sensor(s) 113, processor(s) 115, memory(ies)
117, communication unit(s) 119, a vehicle data store 121, a
situation localizing application 120, and a navigation appli-
cation 122. Examples of computing device(s) 152 may
include virtual or physical computer processors, control
units, micro-controllers, etc., which are coupled to other
components of the vehicle platform(s) 103, such as one or
more sensors 113, actuators, motivators, etc. The vehicle
platform(s) 103 may be coupled to the network 105 wvia
signal line 141, and may send and receive data to and from
other vehicle platform(s) 103 and/or the server(s) 101. In
some embodiments, the vehicle plattorm(s) 103 are capable
of transporting from one point to another. Non-limiting
examples of the vehicle platform(s) 103 include a vehicle, an
automobile, a bus, a boat, a plane, a bionic implant, a robot,
or any other platforms with non-transitory computer elec-
tronics (e.g., a processor, a memory or any combination of
non-transitory  computer electronics). The vehicle
platform(s) 103 may be referred to herein as vehicle(s).

The processor(s) 115 may execute software mstructions
(e.g., tasks) by performing various nput/output, logical,
and/or mathematical operations. The processor(s) 115 may
have various computing architectures to process data sig-
nals. The processor(s) 115 may be physical and/or virtual,
and may 1nclude a single core or plurality of processing units
and/or cores. In the context of the responsive platform 103,
the processor may be an electronic control umt (ECU)
implemented 1n the responsive platiorm 103 such as a car,
although other types of platform are also possible and
contemplated. The ECUs may receive and store the sensor
data as vehicle operation data in the vehicle data store 121
for access and/or retrieval by the situation localizing appli-
cation 120. In some implementations, the processor(s) 1135
may be capable of generating and providing electronic
display signals to input/output device(s), supporting the
display of images, capturing and transmitting 1mages, per-
forming complex tasks including various types of object
recognition and situation detection, etc. In some implemen-
tations, the processor(s) 115 may be coupled to the memory
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(1es) 117 via the bus 154 to access data and instructions
therefrom and store data therein. The bus 154 may couple
the processor(s) 1135 to the other components of the respon-
sive platform(s) 103 including, for example, the sensor(s)
113, the memory(ies) 117, the communication unit(s) 119,
and/or and the vehicle data store 121.

The situation localizing application 120 1s computer logic
executable to localize traflic situations on the roads. As
illustrated in FIG. 1, the server 101 and the vehicle platform
103a . . . 10372 may include nstances 120a and 1206 . . .
1207 of the situation localizing application 120. In some
embodiments, each instance 120q and 1206 . . . 12072 may
comprise one or more components the situation localizing
application 120 depicted 1in FIG. 2, and may be configured
to fully or partially perform the functionalities described
herein depending on where the instance resides. In some
embodiments, the situation localizing application 120 may
be implemented using soitware executable by one or more
processors of one or more computer devices, using hard-
ware, such as but not limited to a field-programmable gate
array (FPGA), an application-specific integrated circuit
(ASIC), etc., and/or a combination of hardware and soft-
ware, etc. The situation localizing application 120 may
receive and process the sensor data and/or the vehicle data,
and communicate with other elements of the vehicle plat-
form 103 via the bus 154, such as the memory 117, the
communication unit 119, the vehicle data store 121, etc. The
situation localizing application 120 1s described 1n details
below with reference to at least FIGS. 2-8B.

The navigation application 122 1s computer logic execut-
able to provide navigational guidance to users. As 1llustrated
in FIG. 1, the server 101 and the wvehicle platform
103a . . . 103» may include nstances 122a and 12256 . . .
1227 of the navigation application 122. In some embodi-
ments, the navigation application 122 may be implemented
using soltware executable by one or more processors of one
or more computer devices, using hardware, such as but not
limited to a field-programmable gate array (FPGA), an
application-specific itegrated circuit (ASIC), etc., and/or a
combination of hardware and software, etc. In some embodi-
ments, the navigation application 122 may perform path
planning to determine or update navigation paths based on
coverage areas ol one or more trailic situations determined
by the situation localizing application 120, generate corre-
sponding navigation instructions to adapt the navigation
paths to the coverage areas of the traflic situations occupying
the roads (e.g., suggesting a lane change maneuver), and
provide the navigation instructions to the user via one or
more output devices of the vehicle platform 103.

The memory(ies) 117 includes a non-transitory computer-
usable (e.g., readable, writeable, etc.) medium, which can be
any tangible non-transitory apparatus or device that can
contain, store, communicate, propagate or transport imstruc-
tions, data, computer programs, software, code, routines,
etc., for processing by or in connection with the processor(s)
115. For example, the memory(ies) 117 may store the
situation localizing application 120 and/or the navigation
application 122. In some implementations, the memory(ies)
117 may include one or more of volatile memory and
non-volatile memory. For example, the memory(ies) 117
may include, but 1s not limited, to one or more of a dynamic
random access memory (DRAM) device, a static random
access memory (SRAM) device, a discrete memory device

(e.g., a PROM, FPROM, ROM), a hard disk drive, an optical
disk drive (CD, DVD, Blue-ray™, etc.). It should be under-
stood that the memory(ies) 117 may be a single device or
may include multiple types of devices and configurations.




US 10,586,118 B2

7

The communication unit 119 transmits data to and
receives data from other computing devices to which 1t 1s
communicatively coupled (e.g., via the network 105) using
wireless and/or wired connections. The communication unit
119 may 1nclude one or more wired interfaces and/or wire-
less transceivers for sending and receiving data. The com-
munication unit 119 may couple to the network 105 and
communicate with other computing nodes, such as other
vehicle platform(s) 103 and/or server(s) 101, etc. The com-
munication unit 119 may exchange data with other comput-
ing nodes using standard communication methods, such as
those discussed above.

The sensor(s) 113 1includes any type of sensors suitable for
the vehicle platform(s) 103. The sensor(s) 113 may be
configured to collect any type of signal data suitable to
determine characteristics of the vehicle platform 103 and/or
its 1nternal and external environments. Non-limiting
examples of the sensor(s) 113 include various optical sen-
sors (CCD, CMOS, 2D, 3D, light detection and ranging
(LIDAR), cameras, etc.), audio sensors, motion detection
sensors, barometers, altimeters, thermocouples, moisture
sensors, mnirared (IR) sensors, radar sensors, other photo
Sensors, gyroscopes, accelerometers, speedometers, steering
sensors, braking sensors, switches, vehicle indicator sensors,
windshield wiper sensors, geolocation sensors, orientation
sensor, wireless transceivers (e.g., cellular, WiF1, near-field,
etc.), sonar sensors, ultrasonic sensors, touch sensors, prox-
1mity sensors, distance sensors, etc. In some embodiments,
one or more sensors 113 may include externally facing
sensors provided at the front side, rear side, right side, and/or
left side of the vehicle platform 103 1n order to capture the
situational context surrounding the vehicle platform 103.

In some embodiments, the sensor(s) 113 may include one
Or more 1mage sensors (e.g., optical sensors) configured to
record 1images including video images and still images, may
record frames of a video stream using any applicable frame
rate, and may encode and/or process the video and still
images captured using any applicable methods. In some
embodiments, the 1mage sensor(s) 113 can capture images of
surrounding environments within their sensor range. For
example, in the context of a vehicle platiorm, the image
sensors 113 can capture the environment around the vehicle
platform 103 including roads, buildings, roadside structures,
static road objects (e.g., traflic cones, barricades, traflic
signs, lanes, road markings, etc.), and/or dynamic road
objects (e.g., surrounding vehicle platforms 103, road work-
ers, construction vehicles, etc.), etc. In some embodiments,
the 1image sensors 113 may be mounted on the vehicle roof
and/or inside the vehicle platform 103 to sense in any
direction (forward, rearward, sideward, upward, downward
facing, etc.) relative to the moving direction of the vehicle
plattorm 103. In some embodiments, the 1mage sensors 113
may be multidirectional (e.g., LIDAR). In some embodi-
ments, the image sensors 113 installed on different vehicle
plattorms 103 may have different camera parameters and
may be configured with different settings, installations,
and/or configurations.

The vehicle data store 121 includes a non-transitory
storage medium that stores various types of data. For
example, the vehicle data store 121 may store vehicle data
being communicated between different components of a
given vehicle platform 103 using a bus, such as a controller
area network (CAN) bus. In some embodiments, the vehicle
data may include vehicle operation data collected from
multiple sensors 113 coupled to different components of the
vehicle platform 103 for monitoring operating states of these
components, €.g., transmission, speed, acceleration, decel-

10

15

20

25

30

35

40

45

50

55

60

65

8

eration, wheel speed (Revolutions Per Minute—RPM),
steering angle, braking force, etc. In some embodiments, the
vehicle data may include moving direction, vehicle geolo-
cation (e.g., GPS (Global Positioning System) coordinates)
indicating geographic location of the vehicle platform 103,
ctc. In some embodiments, the vehicle data may also include
road scene 1mages captured by one or more 1mage sensors
113 of the vehicle platform 103 and the image data associ-
ated with these 1mages. In some embodiments, the image
data may include an 1mage timestamp indicating date and
time when the image 1s captured, object categories of
detected objects in the image, and/or types of trathic situation
associated with the object categories, etc.

In some embodiments, the vehicle data may also include
sensor configurations of the sensors 113. As an example, the
sensor configurations associated with each image sensor 113
of the vehicle platform 103 may include extrinsic camera
parameters and intrinsic camera parameters ol the image
sensor. In some embodiments, the extrinsic camera param-
cters may indicate the sensor position and sensor orientation
of the 1image sensor 1n a world coordinate system (e.g., the
GPS coordinate system). Non-limiting examples of the
extrinsic camera parameters may include, but are not limited
to, field of view (e.g., view angle), camera height (e.g.,
distance from the 1mage sensor to the ground), etc. In some
embodiments, the extrinsic camera parameters of the image
sensor may be represented by a rotation matrix and a
translation vector.

In some embodiments, the intrinsic camera parameters
may indicate internal properties of the image sensor and may
be specified by camera configuration. Non-limiting
examples of the intrinsic camera parameters may include,
but are not limited to, focal length, resolution, distortion
metric, skew coeflicient, etc. In some embodiments, the
intrinsic camera parameters of the image sensor may be
represented by a camera itrinsic matrix. In some embodi-
ments, the extrinsic camera parameters (e.g., the rotation
matrix and the translation vector) and the intrinsic camera
parameters (e.g., the camera ntrinsic matrix) may be used to
perform various transformations, thereby projecting a physi-
cal feature point of a situation object 1n the world coordinate
system to a corresponding 1image feature point in the 1mage
coordinate system of a road scene 1mage captured by the
1mage sensor.

In some embodiments, the vehicle data store 121 may also
store a situation object database that includes various types
of traflic situation, each type of traflic situation may be
associated with multiple object categories potentially pres-
ent 1n the traflic situation. For example, the situation object
database may include the traflic situation of “construction
scene,” the tratlic situation of “accident scene,” the trathc
situation of “weather-related incident,” the traflic situation
of “community event,” etc. As an example, the traflic
situation of “‘construction scene” may be associated with the
object category of “construction sign,” the object category of
“construction vehicle,” the object category of “road
worker,” the object category of “traflic cone,” etc. In another
example, the tratlic situation of “accident scene” may be
associated with the object category of “barricade,” the object
category of “road-closed sign,” the object category of
“police oflicer,” the object category of “emergency vehicle”
(e.g., ambulances, fire trucks, police cars, etc.), etc. In some
embodiments, each object category may describe various
situation objects categorized into the object category. For
example, the object category of “construction sign” may
describe various types of construction signs having different
designs, shapes, colors, etc. In some embodiments, the
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vehicle data store 121 may be part of a data storage system
(e.g., a standard data or database management system) for
storing and providing access to data. Other types of data
stored 1n the vehicle data store 121 are also possible and
contemplated.

The server 101 imcludes a hardware and/or virtual server
that includes a processor, a memory, and network commu-
nication capabilities (e.g., a communication unit). The server
101 may be communicatively coupled to the network 105, as
reflected by signal line 145. In some embodiments, the
server may send and receive data to and from other entities
of the system 100, e.g., one or more vehicle platforms 103.
As depicted, the server 101 may include an instance of the
situation localizing application 120a and/or the navigation
application 122a. The server 101 may also include a data
store 104 that stores various types of data for access and/or
retrieval by these applications. For example, the data store
104 may store situation data received from the vehicle
platform(s) 103, localization data of traflic situation(s),
situation object database, map database, etc. In some
embodiments, the map database may include map data
describing one or more geographic regions included in
geographical maps. For example, the map data may divide
a particular road nto multiple geographic regions, each
geographic region 1s corresponding to a predefined road
segment of the particular road. In some embodiments, the
localization data of a particular tratlic situation may describe
the coverage area representing that traflic situation (e.g.,
geolocation, geometric boundary (e.g., geometric shape,
occupied lanes), related situation objects present n the
traflic situation, etc.) at various points in time.

Other variations and/or combinations are also possible
and contemplated. It should be understood that the system
100 illustrated mn FIG. 1 1s representative of an example
system and that a variety of different system environments
and configurations are contemplated and are within the
scope of the present disclosure. For instance, various acts
and/or functionality may be moved from a server to a client,
or vice versa, data may be consolidated into a single data
store or further segmented into additional data stores, and
some i1mplementations may include additional or fewer
computing devices, services, and/or networks, and may
implement various functionality client or server-side. Fur-
ther, various entities of the system may be integrated into a
single computing device or system or divided into additional
computing devices or systems, efc.

FIG. 2 1s a block diagram of an example situation local-
1zing application 120. As depicted, the situation localizing
application 120 may include a local situation detector 202,
a situation 1mage clusterer 204, a camera coordinates pro-
cessor 206, a situation geolocation calculator 208, and a
situation localization manager 210, although 1t should be
understood that the situation localizing application 120 may
include additional components such as, but not limited to, a
configuration engine, other training engines, an encryption/
decryption engine, etc., and/or these various components
may be combined into a single engine or divided into
additional engines.

The local situation detector 202, the situation image
clusterer 204, the camera coordinates processor 206, the
situation geolocation calculator 208, and the situation local-
ization manager 210 may be implemented as software,
hardware, or a combination of the foregoing. In some
embodiments, the local situation detector 202, the situation
image clusterer 204, the camera coordinates processor 206,
the situation geolocation calculator 208, and the situation
localization manager 210 may be communicatively coupled
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by the bus 154 and/or the processor 115 to one another
and/or the other components of the computing device 152.
In some embodiments, one or more of the components 103,
202, 204, 206, 208, and/or 210 are sets of instructions
executable by the processor 115 to provide their function-
ality. In further embodiments, one or more of the compo-
nents 103, 202, 204, 206, 208, and/or 210 are storable in the
memory 117 and are accessible and executable by the
processor 115 to provide their functionality. In any of the
foregoing embodiments, these components 103, 202, 204,
206, 208, and/or 210 may be adapted for cooperation and
communication with the processor 115 and other compo-
nents of the computing device 152.

The situation localizing application 120, and 1ts compo-
nents 202, 204, 206, 208, and 210 are described 1n further
detail below with reference to at least FIGS. 3-8B.

As discussed elsewhere herein, the situation localizing
application 120 1s computer logic executable to localize
traflic situations on the roads. The trailic situation occupies
at least a portion of the road and may be represented by a
coverage area that encompasses the related situation objects
detected 1n the trathc situation. Therefore, 1n some embodi-
ments, the coverage area of the traflic situation may be
localized by determining geographic location of the related
situation objects, and determining the convex geographic
area covering these related situation objects. The coverage
arca of the traflic situation may be rendered on the geo-
graphical map, and thus accurately indicating the geographic
location and the geometric boundary of the traflic situation.

FIG. 3 1s a flowchart of an example method 300 for
localizing trathic situations. In block 302, the situation image
clusterer 204 1s executable (e.g., by programming the pro-
cessor(s) 115) to receive situation data from vehicle plat-
forms 103, e.g., via the communication unit 119. In some
embodiments, the vehicle platforms 103 can detect traflic
situations as they travel along the roads. When a vehicle
plattorm 103 encounters a traflic situation, the vehicle
plattorm 103 may detect the traflic situation, generate situ-
ation data describing the tratlic situation as locally perceived
from 1ts individual perspective, and transmit the situation
data to the processing entity of the system 100, e.g., the
server 101.

By way of further illustration, FIG. 6 1s a flowchart of an
example method 600 for detecting a traflic situation and
generating the situation data describing the trathic situation.
In some embodiments, the method 600 may be performed by
the local situation detector 202 of the situation localizing
application 120 included 1n the vehicle platforms 103. As
described elsewhere herein, the situation localizing applica-
tion 120 may be configured to enable or disable the local
situation detector 202. For example, 11 the situation local-
1zing application 120 1s included 1n the vehicle platforms
103, the local situation detector 202 may be enabled and
configured to detect the traflic situation and generate the
situation data. It the situation localizing application 120 1s
included 1n the server 101, the local situation detector 202
may be disabled.

In block 602, the local situation detector 202 may receive
an 1mage from the 1mage sensor 113 of the vehicle platform
103. The image sensor 113 may capture images of the road
scene as the vehicle platform 103 travels along the road. In
some embodiments, these road scene 1mages may be cap-
tured at a predefined rate/interval (e.g., every 5 seconds, 10
seconds, 30 seconds, etc.).

In block 604, the local situation detector 202 may detect
one or more objects in the image. For example, the local
situation detector 202 may perform object recognition on the
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image (e.g., using vision algorithm) to detect one or more
objects present in the road scene. In block 606, the local
situation detector 202 may categorize the detected objects
into object categories. In some embodiments, the object
recognition may be performed using machine learning tech-
niques with each detected object being recognized with a
confldence score. As an example, the local situation detector
202 may detect three objects in the image. The local
situation detector 202 may categorize the first detected
object mto the object category of “traflic cone” with the
confidence score of 72.5%, categorize the second detected
object 1nto the object category of “construction vehicle”
with the confidence score of 54%, and categorize the third
detected object 1into the object category of “vehicle” with the
confildence score of 63%. In some embodiments, the
detected objects having confidence score less than a prede-
termined confidence threshold (e.g., below 50%) may be
disregarded.

In block 608, the local situation detector 202 may deter-
mine whether the object categories of one or more detected
objects 1s associated with a type of traflic situation 1n the
situation object database. The detected objects having the
object category associated with a traflic situation may be
referred to herein as related situation objects. If 1n block 608,
the local situation detector 202 determines that the object
categories of one or more detected objects 1s associated with
a type of traflic situation, the method 600 proceeds to block
610. In block 610, the local situation detector 202 may
determine that a traflic situation 1s detected. In some
embodiments, the local situation detector 202 may update a
situation detection status to be “true” and aggregate relevant
data to generate situation data describing the tratlic situation.

In some embodiments, the local situation detector 202
may also determine the type of traflic situation that the
vehicle platform 103 encounters. In particular, the local
situation detector 202 may determine a number of detected
objects 1n the image that have the object category associated
with the same type of traflic situation, e.g., the traflic
situation ol “‘construction scene.” In this example, 1t the
number of detected objects having the object category
associated with the traflic situation of “construction scene”
satisfies a predetermined number threshold (e.g., more than
4 related situation objects), the local situation detector 202
may determine that the vehicle platform 103 encounters a
trathic situation of construction scene. In some embodiments,
the local situation detector 202 may store the determined
type of traflic situation and/or the object categories of the
related situation objects as 1mage data associated with the
image 1n the vehicle data store 121.

In block 612, the local situation detector 202 may retrieve
sensor configurations of the image sensor capturing the
image from the vehicle data store 121. As discussed else-
where herein, the sensor configurations may include extrin-
s1C camera parameters (e.g., rotation matrix and translation
vector) reflecting the sensor position and sensor orientation
of the image sensor 1n the world coordinate system, and
intrinsic camera parameters (e.g., camera intrinsic matrix)
indicating internal properties of the image sensor.

In block 614, the local situation detector 202 may retrieve
image data and geolocation data of the vehicle platform 103
associated with the image from the vehicle data store 121.
As discussed elsewhere herein, the image data may include
image timestamp indicating the date and time when the
image was captured, the object categories of the one or more
detected objects 1n the 1mage, and/or the type of traflic
situation associated with these object categories. The geo-
location data associated with the image may indicate the
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vehicle geolocation (e.g., GPS coordinates) of the vehicle
plattorm 103 when the 1mage was captured and may be
retrieved using the 1image timestamp.

In block 616, the local situation detector 202 may gen-
crate the situation data describing the traflic situation from
the individual perspective of the vehicle platform 103. In
some embodiments, the situation data may include the
captured 1mage, the image data associated with the image,
the sensor configurations of the image sensor capturing the
image, and the geolocation data of the vehicle platform 103
associated with the image. In some embodiments, the situ-
ation data may be generated 1n any form of data file format
and may be compressed and/or encrypted to be efliciently
exchanged between different entities of the system 100. In
block 618, the local situation detector 202 may transmit the
situation data to the server 101, e.g., via the network 105.

[T 1n block 608, the local situation detector 202 determines
that the object categories of one or more detected objects 1n
the 1mage 1s not associated with any type of traflic situation
in the situation object database, the method 600 proceeds to
block 620. In block 620, the local situation detector 202 may
determine whether to continue performing object detection.
For example, the local situation detector 202 may determine
to continue detecting and categorizing objects 1n the image
i the amount of processing time for detecting related
situation objects 1n the 1mage satisfies a threshold amount of
time (e.g., less than 30 seconds). In another example, the
local situation detector 202 may determine to suspend (e.g.,
temporarily, for a predetermined period of time, etc.) and/or
not continue detecting and categorizing objects 1n the image
if the number of attempts to detect related situation objects
in the image satisfies a threshold number of times (e.g., more
than 4 times). If in block 618, the local situation detector 202
determine to continue performing object detection, the
method 600 proceeds to block 604. If in block 618, the local
situation detector 202 determine to not continue performing
object detection, the method 600 may end.

Referring back to FIG. 3, 1n block 304, the situation image
clusterer 204 may process the situation data received from
the vehicle platiorms 103. In particular, the situation 1image
clusterer 204 may process the situation data recerved from
cach vehicle platform 103 to extract the image captured by
the 1image sensor of the vehicle platform 103, the image data
associated with the image, the geolocation data of the
vehicle platform 103 associated with the image (e.g., the
geolocation (e.g., GPS, etc.) coordinates of the vehicle
platform 103 when the 1mage was captured), and the sensor
configurations of the image sensor capturing the 1mage.

In block 306, the situation image clusterer 204 may
cluster the images included 1n the situation data of one or
more vehicle platforms 103 that are located in a certain
geographic region from among the vehicle platforms 103. In
particular, the situation image clusterer 204 may retrieve the
map data describing the geographic regions (e.g., predefined
road segments) from the map database 1n the data store 124
and the wvehicle geolocation (e.g., GPS coordinates)
extracted from the situation data of the vehicles platiorms
103. The situation image clusterer 204 may map the vehicle
geolocation of the vehicle platforms 103 to the geographic
regions, and determine one or more vehicles platforms 103
that are located 1in the same geographic region from among
the vehicles platforms 103. The images extracted from the
situation data of the vehicles platforms 103 located 1n the
same geographic region may be clustered into one 1mage
cluster. As a result, the images 1n the same 1mage cluster may
depict the same traflic situation in the geographic region, but
from various perspectives and with various camera configu-
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rations corresponding to multiple vehicles platforms 103
located 1n the geographic region. Using these clustered
images to localize the traflic situation 1s particularly advan-
tageous, because 1t reduces potential errors and/or failures
caused by similar perspective of a single vehicle that results
in incomplete observation and perception of the road scene.

In some embodiments, the situation 1mage clusterer 204
may also cluster the images extracted from the situation data
based on the image timestamp of the images. As a result, the
image cluster may include the images captured within the
same time window by the image sensors of the vehicles
platforms 103 located in the same geographic region. For
example, the 1images extracted from the situation data of the
vehicles platforms 103 located in a predefined road segment
of (Main St.: between Washington St. and Beacon St.) and
having the image timestamp within the time window of
(Dec. 25, 2017: 8 am-9 am) may be clustered together to
generate an 1mage cluster.

In block 308, the camera coordinates processor 206 may
locate one or more related situation objects 1n one or more
images of the image cluster. The camera coordinates pro-
cessor 206 may locate the related situation objects with a
higher level of refinement than the object detection per-
formed at the vehicle platform 103 to detect the traflic
situation, and thus additional related situation objects 1n the
image may be identified. In some embodiments, the camera
coordinates processor 206 may determine the type of traflic
situation captured 1n the 1mage of the 1mage cluster using the
image data associated with the image. As discussed else-
where herein, the image data associated with the 1mage 1s
included 1n the situation data generated by the corresponding
vehicle platform 103. In some embodiments, the type of
traflic situation may be extracted directly from the image
data associated with the image, or may be determined based
on the object categories extracted from the i1mage data
associated with the image. In some embodiments, the cam-
era coordinates processor 206 may determine the object
categories associated with the type of traflic situation in the
situation object database, and locate the related situation
objects of these object categories 1n the 1image.

As an example, the 1image data associated with an 1mage
of the image cluster may indicate that the 1mage includes one
or more related situation objects i the object category of
“tratlic cone.” The camera coordinates processor 206 may
determine that the object category of “traflic cone” 1s asso-
ciated with the tratlic situation of “construction scene™ 1n the
situation object database. In the situation object database,
the traflic situation of “construction scene” 1s associated
with the object category of “trailic cone,” and also associ-
ated with the object category of “construction sign,” the
object category of “construction vehicle,” the object cat-
egory of “road worker,” etc. Therefore, the camera coordi-
nates processor 206 may locate the related situation objects
classified into these object categories 1n the 1mage. As a
result, the camera coordinates processor 206 may i1dentily
additional related situation objects 1n the captured image that
may be present 1n the traflic situation of “construction scene”
but for some reasons are not detected or included in the
image data of the image.

In block 310, the camera coordinates processor 206 may
match 1mages from different vehicle platforms 103 in the
image cluster. The matched 1mages may have one or more
corresponding features ol one or more related situation
objects. For example, the camera coordinates processor 206
may match a first image captured by a {irst image sensor of
a first vehicle platform 103 to a second 1mage captured by
a second 1mage sensor of a second vehicle platform 103. The
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first 1mage and the second 1mage may be included in the
same 1mage cluster, and the first image sensor capturing the
first 1mage may have different sensor configurations (e.g.,
different extrinsic camera parameters and/or diflerent mtrin-
s1c camera parameters) from the second 1image sensor cap-
turing the second 1mage.

In particular, the camera coordinates processor 206 may
determine one or more features describing a first related
situation object 1n the first image. In some embodiments, the
features may include one or more first image feature points
describing the object appearance (e.g., object landmarks,
boundaries, structure, shape, size, etc.) of the first related
situation object 1n the first image. In some embodiments, the
camera coordinates processor 206 may determine second
image feature points in the second image that match the first
image feature points in the first image. For example, the
camera coordinates processor 206 may compare various
aspects of the first image feature points and the second
image leature points (e.g., pixel color, brightness value,
shape, etc.) to generate a similarity score. If the similarity
score mdicating the similarity between the first image fea-
ture points and the second image feature points satisfies a
predetermined similarity threshold, the camera coordinates
processor 206 may determine that the second 1image feature
points in the second image are corresponding to the first
image feature points 1n the first image, and thus match the
second 1mage to the first image in the image cluster. In some
embodiments, the corresponding features 1n the first image
and the second 1mage may be identified using deep learning
algorithms.

In some embodiments, the first image feature points 1n the
first image and the second 1image feature points 1n the second
image that match the first image feature points may be the
projections ol the same physical feature points of the first
related situation object onto the first image and the second
image respectively. FIG. 7A 1llustrates the projections of the
physical feature point P of the first related situation object in
the real world to the first image feature point P, in the first
image 702 and the second image feature point P, in the
second 1mage 704. As discussed elsewhere herein, the first
image 702 may be captured by the first image sensor of the
first vehicle platform 103 having the first sensor configura-
tions, and the second image 704 may be captured by the
second 1mage sensor of the second vehicle platform 103
having the second sensor configurations. Therefore, as
depicted 1 FIG. 7A, the first image 702 including the first
image feature point P, may be associated with a first camera
coordinate system (X,, Y, Z,) of the first image sensor. The
second 1mage 704 including the second 1mage feature point
P, may be associated with a second camera coordinate
system (X,, Y,, Z,) of the second image sensor.

In some embodiments, the first camera coordinate system
(X,, Y,, Z,) of the first 1mage sensor may be a three
dimensional (3D) coordinate system with the first point of
origin C, indicating a first sensor position of the first image
sensor when the first image 702 1s captured. The first point
of origin C, may be positioned at the optical center (e.g., the
center of projection) of the first image sensor. Similarly, the
second camera coordinate system (X, Y,, Z,) of the second
image sensor may be a 3D coordinate system with the
second point of origin C, indicating a second sensor position
of the second image sensor when the second 1mage 704 1s
captured. The second point of origin C, may be positioned
at the optical center (e.g., the center of projection) of the
second 1mage sensor.

In some embodiments, the second camera coordinate
system (X,, Y,, 7Z,) of the second image sensor may be
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transformed to the first camera coordinate system (X,, Y,
Z.,) of the first image sensor using the rotation matrix R and
the translation vector t. The rotation matrix R and the
translation vector t may be determined based on the extrinsic
camera parameters of the first image sensor, the extrinsic
camera parameters of the second 1mage sensor, the distance
between the first image sensor and the second 1image sensor
when the matched 1mages are captured, etc. As discussed
clsewhere herein, the extrinsic camera parameters of an
image sensor may 1ndicate the sensor position and the sensor
orientation of that image sensor. The distance between the
first 1image sensor and the second 1mage sensor when the
matched 1mages are captured may be derived from the
vehicle geolocation of the first vehicle platform 103 asso-
ciated with the first image 702 and the vehicle geolocation
of the second vehicle platform 103 associated with the
second 1mage 704. As illustrated 1n FIG. 7A, the first image
702 may be represented by a first image coordinate system
(a,, b,) and the second image 704 may be represented by a
second 1mage coordinate system (a,, b,). The first 1mage
coordinate system (a,, b,) representing the image plane of
the first image 702 and the second 1image coordinate system
(a,, b,) representing the image plane of the second 1mage
704 may be a two dimensional (2D) coordinate system.

Referring back to FIG. 3, in block 312, the camera
coordinates processor 206 may determine 3D sensor coor-
dinates of the one or more related situation objects relative
to the sensor position of a target vehicle platform associated
with at least one 1image in the matched images. In some
embodiments, the 3D sensor coordinates of the related
situation objects may be the 3D camera coordinates of the
related situation objects 1n the camera coordinate system of
the 1image sensor associated with the target vehicle platform.
In some embodiments, the camera coordinates processor
206 may 1dentily the vehicle platforms 103 associated with
at least one matched image of the image cluster, and
randomly select the target vehicle platform from the vehicle
plattorms 103 associated with at least one matched image. In
some embodiments, the camera coordinates processor 206
may use the camera coordinate system of the image sensor
associated with the target vehicle platiorm as a target camera
coordinate system in which the 3D camera coordinates of
the related situation objects are determined. In the above
example, the matched 1mages of the image cluster include
the first image and the second image. The camera coordi-
nates processor 206 may select the first vehicle platform 103
associated with the first image to be the target vehicle. Thus,
the target camera coordinate system may be the first camera
coordinate system (X,, Y,, Z,) of the first image sensor
associated with the first vehicle platform 103.

In some embodiments, the 3D sensor coordinates of the
related situation objects relative to the sensor position of the
target vehicle plattorm may be determined using the corre-
sponding features of the related situation objects in the
matched 1mages. As discussed elsewhere herein, the related
situation object 1s represented 1n the matched 1mages with
the corresponding features, and the matched images are
captured from different perspectives of different vehicle
platforms 103. Therefore, the 3D sensor coordinates of the
related situation object (e.g., the 3D camera coordinates of
the related situation object 1n the target camera coordinate
system) can be determined from these corresponding fea-
tures 1n the matched 1mages. In the above example, the first
image feature point P, 1n the first image 702 is correspond-
ing to the second 1image feature point P, 1n the second image
704. The first image feature point P, and the second image
teature point P, represent the same physical feature point P
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in two matched images that are captured from difierent
perspectives and with different sensor configurations of the
first image sensor and the second 1mage sensor. Therelore,
the 3D camera coordinates of the physical feature point P in
the target camera coordinate system (X,, Y,, Z,) may be
computed from the first image feature point P, in the first
image 702 and the second image feature point P, in the
second 1mage 704.

As depicted 1n FIG. 7A, the first image 702 including the

first image feature point P, 1s associated with the first camera
coordinate system (X,, Y,, Z,) of the first image sensor,
while the second image 704 including the second image
feature point P, 1s associated with the second camera coor-
dinate system (X,, Y,, Z,) of the second image sensor.
Therefore, the camera coordinates processor 206 may per-
form coordinate transformation to transform the coordinates
of the first image teature point P, and/or the coordinates of
the second image feature point P, into the same camera
coordinate system, ¢.g., the target camera coordinate system
(X,, Y,, Z,). Once the first image teature point P, and the
second 1mage feature point P, are associated with the same
target camera coordinate system (X, Y, Z,), the 3D camera
coordinates of the physical feature point P in the target
camera coordinate system (X, Y,, Z,) may be determined
based on the first image feature point P, and the second
image feature point P, as discussed above. The 3D camera
coordinates of the physical feature point P in the camera
coordinate system (X,, Y,, Z,) may indicate the 3D sensor
coordinates of the physical feature point P relative to the first
point of origin C, of the first camera coordinate system (X,
Y,, Z,). As described elsewhere herein, the first point of
origin C,; may indicate the first sensor position of the first
vehicle platform 103 selected as the target vehicle platform
when the first image 702 1s captured.

In some embodiments, the coordinate transformations
performed by the camera coordinates processor 206 may
include transforming the 2D 1mage coordinates of the image
feature point 1n the 1image coordinate system of the image to
the 3D camera coordinates of the image feature point 1n the
camera coordinate system of the corresponding image sen-

sor capturing the image. The coordinate transformations
performed by the camera coordinates processor 206 may
also 1include transforming the 3D camera coordinates of the
image feature point 1n the camera coordinate system of the
corresponding image sensor to the 3D camera coordinates of
the 1mage feature point in the target camera coordinate
system. For example, the camera coordinates processor 206
may transform the 2D 1mage coordinates of the first image
teature point P, 1n the first image coordinate system (a,, b, )
of the first image 702 to the 3D camera coordinates of the
first 1image feature point P, in the first camera coordinate
system (X,, Y,, Z,) of the first image sensor. Because the
first camera coordinate system (X, Y, Z, ) of the first image
sensor 1s also the target camera coordinate system, no further
coordinate transformation 1s needed for the first 1mage
feature point P,. Similarly, the camera coordinates processor
206 may transiorm the 2D image coordinates of the second
image feature point P, in the second image coordinate
system (a,, b,) of the second image 704 to the 3D camera
coordinates of the second image feature point P, in the
second camera coordinate system (X, Y, Z,) of the second
image sensor. The 3D camera coordinates of the second
image feature pomnt P, i the second camera coordinate
system (X,, Y,, Z.,) of the second image sensor may then be
transformed to the 3D camera coordinates of the second

"y




US 10,586,118 B2

17

image feature point P, in the first camera coordinate system
(X,,Y,, Z,) of the first image sensor (e.g., the target camera
coordinate system).

FIG. 7C illustrates the coordinate transformation of the
image feature point from the 1mage coordinate system of the
image to a camera coordinate system of the 1mage sensor
capturing the image. In particular, FIG. 7C 1illustrates the
coordinate transformation transiforming the 2D 1mage coor-
dinates of the second image feature point P, in the second
image coordinate system (a,, b,) of the second 1image 704 to
the 3D camera coordinates of the second 1image feature point
P, 1n the second camera coordinate system (X, Y,, Z,) of
the second 1mage sensor. In some embodiments, such coor-
dinate transformation may be performed using the intrinsic
camera parameters of the second 1image sensor. For example,
the camera coordinates processor 206 may determine the 2D
image coordinates of the second image feature point P, 1n
the second 1mage coordinate system (a,, b,) of the second
image 704, and convert the 2D image coordinates of the
second 1mage feature point P, in the second image coordi-
nate system (a,, b,) to the 2D 1mage coordinates of the
second 1mage feature point P, 1n the pixel coordinate system
(u,, v,) using the scale factors, the distortion metrics, the
skew coeflicients, etc. of the second image sensor.

In some embodiments, the camera coordinates processor
206 may then transform the 2D image coordinates of the
second 1mage feature point P, 1n the pixel coordinate system
(u,, v,) to the 3D camera coordinates of the second 1mage
feature point P, 1n the second camera coordinate system (X,
Y, 7,) of the second 1mage sensor, using the focal length 1,
of the second mmage sensor. As depicted in FIG. 7C, the
second 1mage coordinate system (a,, b,) representing 1mage
plane of the second 1image 704 1s perpendicular to the optical
axis 7., of the second 1image sensor, and at the distance of the
focal length 1, to the second point of origin C, of the second
camera coordinate system (X,, Y,, Z,). Therefore, the
z-coordinate of the second 1mage feature point P, on the Z,
axis 1s 1, or —1, depending on whether the second image
teature point P, 1s the virtual image or the real image of the
physical feature point P. Similarly, the camera coordinates
processor 206 may transform the 2D 1mage coordinates of
the first image feature point P, 1n the first image coordinate
system (a,, b,) of the first image 702 to the 3D camera
coordinates of the first image feature point P, 1n the first
camera coordinate system (X,, Y,, Z,) of the first image
sensor 1n a similar manner.

In some embodiments, the camera coordinates processor
206 may then transform the 3D camera coordinates of the
second 1mage feature point P, in the second camera coor-
dinate system (X,, Y, Z,) of the second 1image sensor to the
3D camera coordinates of the second image feature point P,
in the first camera coordinate system (X, Y, Z,) of the first
image sensor. As discussed elsewhere herein, such coordi-
nate transformation may be performed using the extrinsic
camera parameters of the first image sensor and the second
image sensor retlected in the rotation matrix R and the
translation vector t. In some embodiments, the coordinate
transformation of the second 1image feature point P, from the
second camera coordinate system (X, Y,, Z,) to the first
camera coordinate system (X, Y, Z,) may be considered as
placing the second camera coordinate system (X,, Y,, Z)
together with the second image feature point P, included
therein into the first camera coordinate system (X,, Y, Z,).

FI1G. 7B illustrates the first camera coordinate system (X,
Y,, Z,) with the second camera coordinate system (X,, Y,
7.,) and the second image feature point P, included therein
being transformed into the first camera coordinate system
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(X,,Y,,7Z,). As depicted, the X,-axis, Y ,-axis, and Z,-axis
of the second camera coordinate system (X,, Y,, Z,) are
respectively aligned with the X, -axis, Y, -axis, and Z,-axis
of the first camera coordinate system (X, Y,, Z,). The 3D
camera coordinates of the second point of origin C, 1n the
first camera coordinate system (X, Y, Z,) may indicate the
relative position between the first sensor position of the first
image sensor indicated by the first point of origin C, and the
second sensor position of the second 1image sensor indicated
by the second point of origin C,.

With the first point of origin C,, the second point of origin
C,, the first image feature point P,, and the second image
feature point P, are associated with the same target camera
coordinate system (e.g., the first camera coordinate system
(X,, Y,, Z,)) and their 3D camera coordinates in the first
camera coordinate system (X,, Y,, Z,) are determined, the
camera coordinates processor 206 may compute the 3D
camera coordinates of the physical feature point P 1n the first
camera coordinate system (X, Y,, Z,) based on these 3D
camera coordinates. In some embodiments, the camera
coordinates processor 206 may compute a projection matrix
for projecting the physical feature point P into the first
camera coordinate system (X,, Y,, Z,). The projection
matrix may be generated by multiplying a plurality of
matrices together. The plurality of matrices may retlect the
extrinsic camera parameters and/or the intrinsic camera
parameters of the first image sensor and the second image
sensor. In some embodiments, the camera coordinates pro-
cessor 206 may calculate the 3D camera coordinates of the
physical feature point P in the first camera coordinate system
(X,,Y,, Z,) by multiplying the 2D 1image coordinates of the
first image feature point P, by the projection matrix. In other
embodiments, the camera coordinates processor 206 may
calculate the 3D camera coordinates of the physical feature
point P 1n the first camera coordinate system (X,, Y,, Z,) by
multiplying the 2D image coordinates of the second image
feature point P, by the projection matrix.

Referring back to FIG. 3, i block 312, the situation
geolocation calculator 208 may convert the 3D sensor
coordinates of the one or more related situation objects to the
geolocation coordinates of the one or more related situation
objects using the geolocation data of the vehicle platiorms
103 associated with the matched images. For example, the
situation geolocation calculator 208 may convert the 3D
camera coordinates of the physical feature point P 1n the first
camera coordinate system (X, Y,, Z,) to the geolocation
coordinates (e.g., GPS coordinates) of the physical feature
point P using the geolocation data of the first vehicle
plattorm 103 associated with the first image 702 and the
geolocation data of the second vehicle platform 103 asso-
ciated with the second 1image 704.

By way of further illustration, FIG. 4 1s a flowchart of an
example method 400 for determining the geolocation coor-
dinates of the related situation objects. In block 402, the
situation geolocation calculator 208 may determine the
geolocation coordinates of the sensor positions of different
vehicle platforms 103 associated with the matched images.
In some embodiments, the geolocation coordinates of the
sensor position of the vehicle platform 103 associated with
a matched 1image may be the geolocation coordinates of the
vehicle platform 103 when the matched image 1s captured
and may be retrieved from the situation data associated with
the vehicle platform 103.

In the above example, the situation geolocation calculator
208 may determine the geolocation coordinates of the first
sensor position of the first vehicle platform 103 associated
with the first image 702 to be the geolocation coordinates
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(e.g., GPS coordinates) of the first vehicle platform 103
when the first image 702 1s captured. The situation geolo-
cation calculator 208 may then determine the geolocation
coordinates (e.g., GPS coordinates) of the first point of
origin C, to be the geolocation coordinates of the first sensor
position of the first vehicle platform 103 associated with the
first 1image 702. Similarly, the situation geolocation calcu-
lator 208 may determine the geolocation coordinates of the
second sensor position of the second vehicle platform 103
associated with the second image 704 to be the geolocation
coordinates (e.g., GPS coordinates) of the second vehicle
plattorm 103 when the second 1image 704 1s captured. The
situation geolocation calculator 208 may then determine the
geolocation coordinates (e.g., GPS coordinates) of the sec-
ond point of origin C, to be the geolocation coordinates of
the second sensor position of the second vehicle platform
103 associated with the second 1mage 704.

In block 404, the situation geolocation calculator 208 may
determine the view angles from the sensor positions of
different vehicle platforms 103 associated with the matched
images to a first related situation object among the related
situation objects 1n the matched 1images. In some embodi-
ments, these view angles may be determined using the 3D
sensor coordinates of the first related situation object. As
discussed elsewhere herein, 1n the above example, the first
sensor position of the first vehicle platforms 103 associated
with the first image 702 may be indicated by the first point
of origin C,, and the second sensor position of the second
vehicle platforms 103 associated with the second image 704
may be indicated by the second point of origin C,. There-
fore, the situation geolocation calculator 208 may determine
the view angles from the first point of origin C, and the
second point of origin C, to the physical feature point P of
the first related situation object. Because the first point of
origin C,, the second point of origin C,, and the physical
feature point P are associated with the same target camera
coordinate system (e.g., the first camera coordinate system
(X,, Y,, Z,)) and their 3D camera coordinates in the first
camera coordinate system (X, Y,, Z,) are determined, the
situation geolocation calculator 208 may compute the view
angles from the first point of origin C, and the second point
of origin C, to the physical feature point P based on these 3D
camera coordinates.

In block 406, the situation geolocation calculator 208 may
determine the geolocation coordinates (e.g., GPS coordi-
nates) of the first related situation object based on the
geolocation coordinates of the sensor positions of the diif-
terent vehicle platforms 103 and the view angles from the
sensor positions of the different vehicle platforms 103 to the
first related situation object using triangulation computation.
In particular, 1n the above example, the first point of origin
C,, the second point of origin C,, and the physical feature
point P may form a triangle. Because the geolocation coor-
dinates of the first point of origin C,, the geolocation
coordinates of the second point of origin C,, and the view
angles from the first point of origin C, and the second point
of origin C, to the physical feature point P are determined,
the situation geolocation calculator 208 may compute the
geolocation coordinates (e.g., GPS coordinates) of the
physical feature point P based on these factors using trian-
gulation computation. In some embodiments, the absolute
distance, the azimuth and/or the bearing angle of the physi-
cal feature point P 1n the GPS coordinate system may be
determined.

In some embodiments, the situation geolocation calcula-
tor 208 may verily the geolocation coordinates of the
physical feature point P. For example, the situation geolo-
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cation calculator 208 may match the first image feature point
P, 1n the first image 702 with various second image feature
point P, 1n various second 1mage 704 captured by diflerent
second vehicle platform 103. Each matching pair of (first
image feature point P, second image feature point P,) may
be used to compute the geolocation coordinates of the
physical feature pomnt P as discussed above. In some
embodiments, the situation geolocation calculator 208 may
compare the geolocation coordinates of the physical feature
pomnt P calculated from various matching pairs of (first
image feature point P,, second image feature point P,). If the
difference between these geolocation coordinates of the
physical feature point P satisfies a predetermined difference
threshold (e.g., the distance between these geolocation coor-
dinates 1s below 25 cm), the situation geolocation calculator
208 may verily that the geolocation coordinates of the
physical feature point P 1s accurate.

Referring back to FIG. 3, i block 316, the situation
geolocation calculator 208 may determine the coverage area
of the traflic situation based on the geolocation coordinates
of the related situation objects. In some embodiments, the
situation geolocation calculator 208 may retrieve the geo-
graphical map of the geographic region (e.g., predefined
road segments) captured in the matched images from the
map database. The geographic region may be associated
with the image cluster including the matched images. In
some embodiments, the situation geolocation calculator 208
may position the related situation objects on the geographi-
cal map of the geographic region using the geolocation
coordinates of related situation objects. For example, the
situation geolocation calculator 208 may position the physi-
cal feature point P of the first related situation object on the
geographical map using the geolocation coordinates (e.g.,
the GPS coordinates) of the physical feature point P. As
multiple physical feature points of the first related situation
object are placed on the geographical map, the first related
situation object may be projected on the geographical map
at 1ts accurate geographic location.

In some embodiments, the situation geolocation calcula-
tor 208 may determine a convex geographical area encom-
passing the related situation objects on the geographic map
to be the coverage area of the traflic situation. For example,
the situation geolocation calculator 208 may use Graham
Scan algorithm to determine the largest convex hull that
covers the related situation objects. As the related situation
objects are positioned on the geographical map at their
corresponding geolocation coordinates, the coverage area
may be precisely localized and may provide a comprehen-
sive understanding of the tratlic situation in various aspects.
For example, the coverage area of the traflic situation may
indicate the geographic location of the traflic situation, the
geometric boundary (e.g., geometric shape, occupied lanes)
of the traflic situation, the scene components (e.g., the
related situation objects present in the trailic situation), the
distributions of these related situation objects, eftc.

In some embodiments, the situation localization manager
210 of the situation localizing application 120 may monitor
the traflic situation and update the coverage area represent-
ing the traflic situation as the traflic situation dynamically
changes over time. FIG. 5 1s a flowchart of an example
method 500 for updating the coverage area representing the
tratlic situation. In block 502, the situation localization
manager 210 may determine a first coverage area of a tratlic
situation at a first time. As an example, FIG. 8A 1llustrates
a traflic situation of construction scene on the road segment
810 at the first time t=t,. As depicted, the traflic situation of
construction scene at the first time t=t; may be represented
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by the first coverage arca 802. The first coverage arca 802
may cover a plurality of related situation objects (e.g., the
traflic cones 804 and the construction sign 806) and may be
determined based on the images captured by the vehicle
platforms 103 located 1n the road segment 810 at the first
time t=t,.

The situation localization manager 210 may process trai-
fic situation coverage area data for a multiplicity of vehicles
and maintain a dynamic map reflect traflic situations and
theirr evolution over time, such as the beginning, end,
expansion, and contraction of the footprint of the traflic
situations. The situation localization manager 210 may store
the dynamic map data in the data store 124 and/or in the
memory 117 or and/or other non-transitory storage device of
vehicle platforms 103. The navigation application 122 may
retrieve and process the dynamic map data to calculate
navigation routes, traflic congestion estimates, and/or gen-
erate and provide alerts, updates, route recalculation, and/or
other mnformation. For instance, the navigation application
122 may display on a touch sensitive display and/or output
via a speaker, mstructive feedback, alerts, etc., to drivers
and/or passengers of the vehicle platforms, such as but not
limited to a description of a relevant traflic situation cover-
age area, such as one the vehicle may be approaching, one
along a pre-calculated travel route, one along an arbitrary
route the user may be traversing, etc. The navigation infor-
mation may retlect an up-to-date state of the traflic situation
along with the best information for traversing and/or cir-
cumventing the traflic situation. For instance, a lane that was
previously open may now have a tow truck occupying it, and
the dynamic trathc information presented by the navigation
application 122 may dynamically show graphical informa-
tion on the display showing a footprint of the tratlic situa-
tion, the obstacles (tow truck, disabled vehicles, and/or a
route for traversing the same, etc).

In some embodiments, the navigation application 122 can
receive input data requesting to perform an action associated
with information (e.g., corresponding to an alert, navigation
data, etc.) presented by the navigation application 122 from
the user, and instruct the navigation application 122 to
perform an action. For instance, the user may select a
dedicated hardware button coupled to the bus 154 and/or a
digital button presented on a touch-sensitive display
(coupled to the bus 154) of the vehicle platform, or 1ssue a
voice command via a voice system (e.g., microphone, etc.,
coupled to the bus 154), etc. The vehicle platform 103 may
include one or more input device(s), which may comprise
any standard devices configured to receive a variety of
control inputs (e.g., gestures, voice controls) from a person
or other devices. Non-limiting example mmput device 219
may include a touch screen for iputting texting informa-
tion, making selection, and interacting with the user 115;
motion-detecting mput devices; audio mput devices; other
touch-based input devices; keyboards; pointer devices; indi-
cators; and/or any other inputting components for facilitat-
ing communication and/or interaction with a person or the
other devices. The mput device(s) may be coupled to other
components of the vehicle plattorm 103 either directly or
through 1nterveming controllers to relay inputs/signals
received from people and/or sensor(s).

The navigation application 122 may receive the input and
process 1t (e.g., interpret button press, voice command, etc.),
and implement an action corresponding to the command,
such as accept or reject an alternative route, confirm an
existence of a trathic situation, etc. to be an action command
to navigate to the restaurant. For instance, the navigation
application 122 may set an alternative route and/or a way-
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point, causing the navigation application 122 to provide
turn-by-turn directions via the alternative route and/or way-
point. In another example, the navigation application 122
may present information about the traflic situation and/or
other nearby or approaching situations. While not depicted,
a vehicle platform may include output device(s) coupled to
the bus which may comprise any devices configured to
output or display information to a user 115 or other devices.
Non-limiting example output device(s) 221 may include a
touch screen for displaying notifications, navigation infor-
mation, multimedia information, settings, etc., an audio
reproduction device (e.g., speaker) for delivering sound
information, a display/monitor for presenting texting or
graphical information to the user 115, etc. The outputting
information may be text, graphic, tactile, audio, video, and
other information that may be understood by the driver
and/or passengers or the other devices, or may be data, logic,
programming that can be readable by the operating system
of the vehicle platform 103 and/or other computing devices.
The output device(s) may be coupled to other components of
the vehicle platform 103 directly or through interveming
controllers. In some 1implementations, a set of output device
(s) 221 may be included 1n or form a control panel that a
person may interact with to adjust settings and/or control of
a vehicle plattorm 103 (e.g., driver controls, infotainment
controls, guidance controls, safety controls, etc.).

In block 504, the situation localization manager 210 may
determine a second coverage area of the tratlic situation at
a second time. As an example, FIG. 8B illustrates the same
traflic situation of construction scene on the road segment
810 at the second time t=t,. As depicted, the traflic situation
ol construction scene at the second time t=t, may be repre-
sented by the second coverage area 852. The second cov-
crage arca 852 may cover a plurality of related situation
objects (e.g., the traflic cones 804, the construction sign 806,
and the construction vehicle 854) and may be determined
based on the images captured by the vehicle platforms 103
located 1n the road segment 810 at the second time t=t,. In
this example, the second coverage area 832 representing the
trathic situation at the second time t=t,, includes an additional
related situation objects (e.g., the construction vehicle 854 )
and the existing related situation objects (e.g., the traflic
cones 804 and the construction sign 806) are rearranged. In
some embodiments, the navigation application 122 may
present dynamic information showing the object(s) involved
in the trathic situation and/or changes to the dynamic state of
the traflic situation. This advantageous as a tratlic situation
1s often dynamic and/or semi-dynamic/static and likely to
change over time (minutes, hours, days, etc.).

In block 504, the situation localization manager 210 may
determine a localization diflerence between the first cover-
age area and the second coverage area of the tratlic situation.
In block 508, the situation localization manager 210 may
determine whether the localization difference between the
first coverage area and the second coverage area of the traflic
situation satisfies a difference threshold. In some embodi-
ments, the localization difference may be determined based
on the lanes occupied by the first coverage area and the
second coverage area of the traflic situation. If one or more
second lanes occupied by the second coverage area are
different from one or more first lanes occupied by the first
coverage area, the situation localization manager 210 may
determine that the localization difference between the first
coverage area and the second coverage area of the traflic
situation satisfies the diflerence threshold.

As an example, the situation localization manager 210
may map the first coverage area 802 of the trathic situation
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at the first time t=t, and the second coverage area 852 of the
trathc situation at the second time t=t, to the geographical
map ol the road segment 810. Accordingly, the situation
localization manager 210 may determine that the first cov-
crage area 802 occupies two lanes (e.g., lane 3 and lane 4)
of the road segment 810, while the second coverage arca 852
occupies three lanes (e.g., lane 3, lane 4, and lane 5) of the
road segment 810. Because the second coverage area 8352
occupies an additional lane (e.g., lane 35) as compared to the
first coverage area 802, the situation localization manager
210 may determine that the localization difference between
the first coverage arca 802 and the second coverage area 852
of the traffic situation satisfies the difference threshold. As
another example, assuming that the second coverage area
852 still occupies the same two lanes (e.g., e.g., lane 3 and
lane 4) as the first coverage area 802 although additional
related situation objects are introduced and/or the existing
related situation objects are relocated. In this example, the
situation localization manager 210 may determine that the
localization diflerence between the first coverage area 802
and the second coverage area 8352 of the traflic situation does
not satisly the difference threshold.

If 1 block 508, the situation localization manager 210
determines that the localization difference between the first
coverage area and the second coverage area of the traflic
situation satisfies the difference threshold, the method 500
proceeds to block 510. In block 510, the situation localiza-
tion manager 210 may update the geographical map asso-
ciated with the geographic region to include the second
coverage area ol the ftraflic situation. For example, the
situation localization manager 210 may update the geo-
graphical map of the road segment 810 to include the second
coverage arca 852 representing the traflic situation at the
second time t=t,.

In block 512, the situation localization manager 210 may
transmit a notification of situation update to proximate
vehicle platforms 103 associated with the geographic region
(c.g., the road segment 810). In some embodiments, the
proximate vehicle platforms 103 associated with the geo-
graphic region may include the vehicle platforms 103 cur-
rently proximate to the geographic region. Examples of the
proximate vehicle platforms 103 associated with the geo-
graphic region may include, but are not limited to, the
vehicle platforms 103 approaching the geographic region
(e.g., the vehicle platforms 103 predicted to reach the road
segment 810 within the next 15 minutes), the vehicle plat-
forms 103 that have passed the geographic region (e.g., the
vehicle platforms 103 have passed the road segment 810
within the last 10 minutes), the vehicle platforms 103
travelling within a predetermined distance from the geo-
graphic region (e.g., vehicles travelling within the radius of
two miles from the road segment 810), etc. In some embodi-
ments, the notification of situation update may include the
second coverage area of the traflic situation. The notification
ol situation update and/or the second coverage area of the
trailic situation may be displayed on an output device of the
proximate vehicle platforms 103 to inform the users about
the trailic situation occupying at least a portion of the
geographic region.

In some embodiments, the situation localization manager
210 may transmit the notification of situation update to the
navigation application 122 to adjust the navigation paths of
the proximate vehicle platforms 103 according to the second
coverage area of the trailic situation. For example, referring
to FIGS. 8A and 8B, assuming that a proximate vehicle
plattorm 103 1s driving on lane 6 and have recently passed
the road segment 810. This proximate vehicle platform 103
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may receive the notification of situation update with the
second coverage area of the traflic situation indicating that
the trathc situation now additionally occupies lane 5 as
described above. Because trathic in lane 5 on the road
segment 810 cannot proceed due to the traflic situation,
therefore there would be no vehicle approaching the road
segment ahead of the road segment 810 1n lane 5. Therefore,
the navigation application 122 may update the navigation
path of the proximate vehicle platform 103 accordingly, and
provide a navigational suggestion to 1ts user to shift from
lane 6 to lane 5 for faster commute.

In the above description, for purposes ol explanation,
numerous specific details are set forth in order to provide a
thorough understanding of the present disclosure. However,
it should be understood that the technology described herein
could be practiced without these specific details. Further,
various systems, devices, and structures are shown 1n block
diagram form 1n order to avoid obscuring the description.
For 1nstance, various implementations are described as hav-
ing particular hardware, software, and user interfaces. How-
ever, the present disclosure applies to any type of computing
device that can receive data and commands, and to any
peripheral devices providing services.

In some instances, various implementations may be pre-
sented herein in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. An algorithm 1s here, and generally, conceived to
be a seli-consistent set of operations leading to a desired
result. The operations are those requiring physical manipu-
lations of physical quantities. Usually, though not necessar-
1ly, these quantities take the form of electrical or magnetic
signals capable of being stored, transierred, combined, com-
pared, and otherwise manipulated. It has proven convenient
at times, principally for reasons of common usage, to refer
to these signals as bits, values, elements, symbols, charac-
ters, terms, numbers, or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent {from the following discussion, it 1s appreciated that
throughout this disclosure, discussions utilizing terms
including “processing,” “computing,” “calculating,” “deter-
mining,” “displaying,” or the like, refer to the action and
processes of a computer system, or similar electronic com-
puting device, that manipulates and transforms data repre-
sented as physical (electronic) quantities within the com-
puter system’s registers and memories to other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such informa-
tion storage, transmission or display devices.

Various implementations described herein may relate to
an apparatus for performing the operations herein. This
apparatus may be specially constructed for the required
purposes, or 1t may comprise a general-purpose computer
selectively activated or reconfigured by a computer program
stored 1n the computer. Such a computer program may be
stored 1n a computer readable storage medium, including,
but 1s not limited to, any type of disk including floppy disks,
optical disks, CD ROMs, and magnetic disks, read-only
memories (ROMs), random access memories (RAMs),
EPROMs, EEPROMs, magnetic or optical cards, flash
memories icluding USB keys with non-volatile memory or
any type of media suitable for storing electronic instructions,
cach coupled to a computer system bus.

The technology described herein can take the form of an
entirely hardware implementation, an entirely software
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implementation, or implementations containing both hard-
ware and software elements. For instance, the technology
may be implemented 1n software, which includes but 1s not
limited to firmware, resident software, microcode, etc. Fur-
thermore, the technology can take the form of a computer
program product accessible from a computer-usable or com-
puter-readable medium providing program code for use by
or 1n connection with a computer or any instruction execu-
tion system. For the purposes of this description, a com-
puter-usable or computer readable medium can be any
non-transitory storage apparatus that can contain, store,
communicate, propagate, or transport the program for use by
or in connection with the instruction execution system,
apparatus, or device.

A data processing system suitable for storing and/or
executing program code may include at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local
memory employed during actual execution of the program
code, bulk storage, and cache memories that provide tem-
porary storage of at least some program code in order to
reduce the number of times code must be retrieved from bulk
storage during execution. Input/output or I/O devices (in-
cluding but not limited to keyboards, displays, pointing
devices, etc.) can be coupled to the system either directly or
through intervening I/O controllers.

Network adapters may also be coupled to the system to
ecnable the data processing system to become coupled to
other data processing systems, storage devices, remote print-
ers, etc., through itervening private and/or public networks.
Wireless (e.g., Wi-F1™) transceirvers, Ethernet adapters, and
modems, are just a few examples of network adapters. The
private and public networks may have any number of
configurations and/or topologies. Data may be transmitted
between these devices via the networks using a variety of
different communication protocols including, for example,
various Internet layer, transport layer, or application layer
protocols. For example, data may be transmitted via the
networks using transmission control protocol/Internet pro-
tocol (TCP/IP), user datagram protocol (UDP), transmission
control protocol (TCP), hypertext transier protocol (HTTP),
secure hypertext transfer protocol (HT'TPS), dynamic adap-
tive streaming over HI'TP (DASH), real-time streaming
protocol (RTSP), real-time transport protocol (RTP) and the
real-time transport control protocol (RTCP), voice over
Internet protocol (VOIP), file transfer protocol (FTP), Web-
Socket (WS), wireless access protocol (WAP), various mes-
saging protocols (SMS, MMS, XMS, IMAP, SMTP, POP,
WebDAV, etc.), or other known protocols.

Finally, the structure, algorithms, and/or interfaces pre-
sented herein are not inherently related to any particular
computer or other apparatus. Various general-purpose sys-
tems may be used with programs 1n accordance with the
teachings herein, or it may prove convement to construct
more specialized apparatus to perform the required method
blocks. The required structure for a variety of these systems
will appear from the description above. In addition, the
specification 1s not described with reference to any particular
programming language. It will be appreciated that a variety
of programming languages may be used to implement the
teachings of the specification as described herein.

The foregoing description has been presented for the
purposes of 1llustration and description. It is not intended to
be exhaustive or to limait the specification to the precise form
disclosed. Many modifications and variations are possible 1in
light of the above teaching. It 1s intended that the scope of
the disclosure be limited not by this detailed description, but
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rather by the claims of this application. As will be under-
stood by those familiar with the art, the specification may be
embodied in other specific forms without departing from the
spirit or essential characteristics thereof. Likewise, the par-
ticular naming and division of the modules, routines, fea-
tures, attributes, methodologies and other aspects are not
mandatory or significant, and the mechamsms that imple-
ment the specification or its features may have different
names, divisions and/or formats.

Furthermore, the modules, routines, features, attributes,
methodologies and other aspects of the disclosure can be
implemented as software, hardware, firmware, or any com-
bination of the foregoing. Also, wherever a component, an
example of which 1s a module, of the specification 1is
implemented as software, the component can be i1mple-
mented as a standalone program, as part of a larger program,
as a plurality of separate programs, as a statically or dynami-
cally linked library, as a kernel loadable module, as a device
driver, and/or 1n every and any other way known now or 1n
the future. Additionally, the disclosure 1s 1n no way limited
to implementation 1n any specific programming language, or
for any specific operating system or environment.

What 1s claimed 1s:

1. A method comprising:

recerving situation data including images from vehicles;

clustering, into an image cluster, the 1mages included 1n

the situation data of one or more vehicles located 1n a
geographic region from among the vehicles;

locating one or more related situation objects 1n one or

more 1mages of the image cluster;

matching images from diflerent vehicles 1n the image

cluster, the matched 1images having one or more cor-
responding features of the one or more related situation
objects;

determining three-dimensional (3D) sensor coordinates of

the one or more related situation objects relative to a
sensor position of a target vehicle associated with at
least one of the matched 1images, using the one or more
corresponding features of the one or more related
situation objects i the matched images;

converting the 3D sensor coordinates of the one or more

related situation objects to geolocation coordinates of
the one or more related situation objects using geolo-
cation data of the diflerent vehicles associated with the
matched images; and

determining a coverage area of a traflic situation based on

the geolocation coordinates of the one or more related
situation objects.

2. The method of claim 1, wherein the matched images
from the different vehicles are captured by images sensors
having different sensor configurations.

3. The method of claim 1, wherein converting the 3D
sensor coordinates of the one or more related situation
objects to the geolocation coordinates of the one or more
related situation objects includes:

determining geolocation coordinates of sensor positions

of the diflerent vehicles associated with the matched
1mages;

determining view angles from the sensor positions of the

different vehicles associated with the matched images
to a first related situation object among the one or more
related situation objects using the 3D sensor coordi-
nates of the first related situation object; and
determining the geolocation coordinates of the first
related situation object based on the geolocation coor-
dinates of the sensor positions of the different vehicles
and the view angles from the sensor positions of the
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different vehicles to the first related situation object
using triangulation computation.

4. The method of claim 1, wherein determining the
coverage area of the traflic situation includes:

positioning the one or more related situation objects on a

geographical map associated with the geographic
region using the geolocation coordinates of the one or
more related situation objects; and

determining a convex geographical area encompassing

the one or more related situation objects on the geo-
graphical map to be the coverage area of the traflic
situation.

5. The method of claim 1, further comprising:

determining a first coverage area of the traflic situation at

a first time:

determining a second coverage area of the tratlic situation

at a second time:
determining a localization difference between the first
coverage area and the second coverage area;

determining that the localization difference between the
first coverage area and the second coverage area satis-
fies a difterence threshold; and

responsive to determiming that the localization difference

between the first coverage area and the second cover-
age area satisfies the difference threshold, updating a
geographical map associated with the geographic
region to mclude the second coverage area of the traflic
s1tuation.

6. The method of claim 5, wherein determining that the
localization diflerence between the first coverage area and
the second coverage area satisiies the difference threshold
includes:

determining one or more first lanes associated with the

first coverage area;

determining one or more second lanes associated with the

second coverage area; and

determining that the one or more second lanes are differ-

ent from the one or more first lanes.

7. The method of claim 5, further comprising;:

determining one or more proximate vehicles associated

with the geographic region; and

transmitting a notification of situation update to the one or

more proximate vehicles, the notification of situation
update including the second coverage area of the traflic
situation.

8. The method of claim 1, wherein the geographic region
1s a predefined road segment.

9. The method of claim 1, wherein clustering the 1mages
included 1n the situation data of the one or more vehicles
located 1n the geographic region includes:

clustering the 1images based on 1mage timestamps of the

1mages.

10. The method of claim 1, wherein the situation data
received from a first vehicle among the vehicles includes
one or more of a first image captured by an 1mage sensor of
the first vehicle, 1image data associated with the first image,
a sensor configuration of the image sensor, and the geolo-
cation data of the first vehicle associated with the first image.

11. A system comprising;:

ONe Or mMore processors;

one or more memories storing instructions that, when

executed by the one or more processors, cause the

system to:

receive situation data including images from vehicles;

cluster, into an 1mage cluster, the images included in the
situation data of one or more vehicles located 1n a
geographic region from among the vehicles;
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locate one or more related situation objects 1n one or
more 1mages of the image cluster;

match 1mages from different vehicles in the image
cluster, the matched images having one or more
corresponding features of the one or more related
situation objects;

determine three-dimensional (3D) sensor coordinates
ol the one or more related situation objects relative
to a sensor position of a target vehicle associated
with at least one of the matched 1mages, using the
one or more corresponding features of the one or
more related situation objects 1n the matched 1mages;

convert the 3D sensor coordinates of the one or more
related situation objects to geolocation coordinates
of the one or more related situation objects using
geolocation data of the different vehicles associated
with the matched images; and

determine a coverage area of a traflic situation based on
the geolocation coordinates of the one or more
related situation objects.

12. The system of claim 11, wherein the matched 1mages
from the different vehicles are captured by 1images sensors
having different sensor configurations.

13. The system of claim 11, wherein to convert the 3D
sensor coordinates of the one or more related situation
objects to the geolocation coordinates of the one or more
related situation objects includes:

determining geolocation coordinates of sensor positions

of the different vehicles associated with the matched
1mages;
determining view angles from the sensor positions of the
different vehicles associated with the matched images
to a first related situation object among the one or more
related situation objects using the 3D sensor coordi-
nates of the first related situation object; and

determining the geolocation coordinates of the first
related situation object based on the geolocation coor-
dinates of the sensor positions of the different vehicles
and the view angles from the sensor positions of the
different vehicles to the first related situation object
using triangulation computation.

14. The system of claam 11, wherein to determine the
coverage area of the traflic situation includes:

positioning the one or more related situation objects on a

geographical map associated with the geographic
region using the geolocation coordinates of the one or
more related situation objects; and

determining a convex geographical area encompassing

the one or more related situation objects on the geo-
graphical map to be the coverage area of the traflic
situation.

15. The system of claim 11, wherein the instructions,
when executed by the one or more processors, further cause
the system to:

determine a first coverage area of the traflic situation at a

first time;

determine a second coverage area of the traflic situation at

a second time;

determine a localization diflerence between the first cov-

crage area and the second coverage area;

determine that the localization difference between the first

coverage area and the second coverage area satisfies a
difference threshold; and

responsive to determining that the localization difference

between the first coverage area and the second cover-
age areca satisfies the difference threshold, update a
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geographical map associated with the geographic
region to include the second coverage area of the trathic
situation.

16. The system of claim 15, wherein to determine that the
localization difference between the first coverage area and
the second coverage area satisiies the difference threshold
includes:

determining one or more first lanes associated with the

first coverage area;

determining one or more second lanes associated with the

second coverage area; and

determining that the one or more second lanes are differ-

ent from the one or more first lanes.

17. The system of claim 15, wherein the instructions,
when executed by the one or more processors, further cause
the system to:

determine one or more proximate vehicles associated with

the geographic region; and

transmit a notification of situation update to the one or

more proximate vehicles, the notification of situation
update including the second coverage area of the trathic
situation.

18. The system of claim 11, wherein the geographic
region 1s a predefined road segment.

19. The system of claim 11, wherein to cluster the 1mages
included 1n the situation data of the one or more vehicles
located 1n the geographic region includes:

clustering the images based on 1mage timestamps of the

1mages.

20. The system of claim 11, wherein the situation data
received from a first vehicle among the vehicles includes
one or more of a first image captured by an image sensor of
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the first vehicle, image data associated with the first image,
a sensor configuration of the image sensor, and the geolo-
cation data of the first vehicle associated with the first image.
21. A method comprising;:
recerving situation data including images from vehicles;
clustering, into an 1mage cluster, the 1mages included 1n
the situation data of one or more vehicles located 1n a
geographic region from among the vehicles;
locating one or more related situation objects 1 one or
more 1images ol the image cluster;
matching images from different vehicles 1in the image
cluster, the matched 1images having one or more cor-
responding features of the one or more related situation
objects;
determiming three-dimensional (3D) sensor coordinates of
the one or more related situation objects relative to a
sensor position of a target vehicle associated with at
least one of the matched 1images, using the one or more
corresponding features of the one or more related
situation objects 1n the matched images;
converting the 3D sensor coordinates of the one or more
related situation objects to geolocation coordinates of
the one or more related situation objects using geolo-
cation data of the different vehicles associated with the
matched images;
determining a coverage area of a traflic situation based on
the geolocation coordinates of the one or more related
situation objects; and
determining a navigation path associated with the geo-
graphical region based on the coverage area of the
traflic situation.
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