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(57) ABSTRACT

A head-mounted display (HMD) tracks a user’s hand posi-
tions, orientations, and gestures using an ultrasound sensor
coupled to the HMD. The ultrasound sensor emits ultra-
sound signals that reflect off the hands of the user, even 1f a
hand of the user i1s obstructed by the other hand. The
ultrasound sensor 1dentifies features used to train a machine
learning model based on detecting reflected ultrasound sig-
nals. For example, one of the features 1s the time delay
between consecutive retlected ultrasound signals detected
by the ultrasound sensor. The machine learning model learns
to determine poses and gestures of the user’s hands. The
HMD optionally includes a camera that generates image
data of the user’s hands. The image data can also be used to
train the machine learning model. The HMD may perform a
calibration process to avoid detecting other objects and
surfaces such as a wall next to the user.

18 Claims, 9 Drawing Sheets
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HAND TRACKING USING AN ULTRASOUND
SENSOR ON A HEAD-MOUNTED DISPLAY

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the benefit of and prionity to U.S.
Provisional Application No. 62/401,090 filed Sep. 28, 2016,
which 1s incorporated by reference herein in its entirety.

BACKGROUND

The present disclosure relates to a hand tracking system
and method, for example, a hand tracking system and
method for determining hand poses and gestures of an
obstructed hand using an ultrasound sensor on a head-
mounted display.

It 1s known that motion tracking systems can use 1image
processing to determine the position and gestures of a
person. Existing systems can use diflerent types of cameras
(for example, structured light scanners, RGB cameras, and
depth cameras) to capture images and video of a person.
However, the person must be 1n the field of view of the
camera. For instance, 1f the person’s right hand 1s obstructed
by the person’s left hand, then the camera cannot capture
images or video of the right hand. Accordingly, image based
motion tracking systems are unable to determine the position
of obstructed body parts.

An ultrasound sensor can determine the distance between
the ultrasound sensor and another object or surface. The
ultrasound sensor emits an ultrasound signal, 1.e., a sound
wave between 20 kiloHertz and 200 megaHertz. The ultra-
sound signal reflects off of the object or surface, and the
ultrasound sensor detects the reflected ultrasound signal.
The ultrasound sensor determines the distance based on the
known speed of sound (approximately 340 meters per sec-
ond) and the time of flight of the reflected ultrasound signal.

SUMMARY

Embodiments relate to a system for determining hand
poses and gestures of a user wearing a head-mounted display
(HMD). The HMD 1includes an ultrasound sensor that has at
least one ultrasound transmitter configured to emit an ultra-
sound signal and at least one ultrasound receiver configured
to detect a reflected ultrasound signal. For example, the emit
ultrasound signal reflects off of a hand of the user and 1s
detected by the ultrasound recerver.

The HMD includes a processor configured to receive
image data from a camera and recerve ultrasound data from
the ultrasound sensor. The processor determines hand poses
and gestures of a hand of the user based on the image data
and the ultrasound data. A hand pose indicates a position
and/or orientation of the user’s hands 1n at least two dimen-
sions. Hand gestures include, for example, waving a hand,
pointing at least one finger of a hand, grabbing an object
using a hand, and holding a hand in a stable position. The
processor can also determine that one of the user’s hands 1s
obstructed based on the 1mage data.

In some embodiments, the ultrasound sensor generates the
emitted ultrasound signal based on a windowed cardinal sine
tunction. Further, the processor may modify the ultrasound
data using pulse compression. In some embodiments, the
processor retrieves calibration data and determines the hand
poses and gestures also based on the calibration data.

In some embodiments, the processor uses a machine
learning model trained with feature vectors based on previ-
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ous ultrasound data. The processor provides the image data
and the ultrasound data as input to the machine learning
model. The processor uses the machine learning model to
determine hand poses and gestures of the user’s hands. The
feature vectors may include a time delay between a set of

consecutive reflected ultrasound signals detected by the
ultrasound sensor.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a diagram of a system for hand tracking using
a head-mounted display, according to one embodiment.

FIG. 2 1s a block diagram illustrating components 1n a
processor of the head-mounted display, according to one
embodiment.

FIG. 3 1s a perspective diagram of the head-mounted
display, according to one embodiment.

FIG. 4A 1s a diagram 1illustrating hand tracking using a
head-mounted display with a camera, according to one
embodiment.

FIG. 4B 1s a diagram 1illustrating hand tracking using a
head-mounted display with a camera separate from the
head-mounted display, according to one embodiment.

FIG. 5A 1s a diagram 1llustrating an obstructed hand of a
user 1n a first position, according to one embodiment.

FIG. 5B 1s a diagram 1illustrating the obstructed hand of
the user 1n a scissor position, according to one embodiment.

FIG. 6 A 1s a diagram 1llustrating wavetforms of an emitted
and received ultrasound signal by the head-mounted display,
according to one embodiment.

FIG. 6B 1s another diagram 1llustrating wavetorms of an
emitted and received ultrasound signal by the head-mounted
display, according to one embodiment.

FIG. 6C 1s a diagram 1illustrating periods between emitted
ultrasound signals and time delays between received ultra-
sound signals, according to one embodiment.

FIG. 7 1s a flowchart 1llustrating a process of performing
hand tracking using the head-mounted display, according to
one embodiment.

The figures depict embodiments of the present invention
for purposes of illustration only. One skilled 1n the art will
readily recognize from the following discussion that alter-
native embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples of the invention described herein.

DETAILED DESCRIPTION

Reference will now be made in detail to embodiments,
examples of which are illustrated 1n the accompanying
drawings. In the following detailed description, numerous
specific details are set forth in order to provide a thorough
understanding of the various described embodiments. How-
ever, the described embodiments may be practiced without
these specific details. In other instances, well-known meth-
ods, procedures, components, circuits, and networks have
not been described in detail so as not to unnecessarily
obscure aspects of the embodiments.

Exemplary System Overview

FIG. 1 1s a diagram of a system 100 for hand tracking
using a head-mounted display, according to one embodi-
ment. In some embodiments, the system 100 operates in a
virtual reality (VR), augmented reality (AR), or mixed
reality (MR) environment. The system 100 shown in FIG. 1
comprises a head-mounted display (HMD) 130 and an
input/output (I/0) interface 120 that are each coupled to a
console 110. While FIG. 1 shows an example system 100
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including one HMD 130 and one I/O interface 120, 1n other
embodiments, any number of these components are included
in the system 100. For example, there are multiple HMDs
130 each having an associated I/O interface 120 and each
communicating with the console 110. In alternative configu-
rations, different and/or additional components may be
included in the system 100.

The HMD 130 presents content to a user. Examples of
content presented by the HMD 130 include one or more
images, video, audio, or some combination thereof. In some
embodiments, audio 1s presented via an external device (e.g.,
speakers and/or headphones) that receives audio information
from the HMD 130, the console 110, or both, and presents
audio data based on the audio information.

The HMD 130 includes a display 133, inertial measure-
ment unit (IMU) 140, camera 145, system memory 1350,
persistent storage 160, and ultrasound sensor 170, each
communicatively coupled to the processor 190. The proces-
sor 190 1s embodied as one or more 1ntegrated circuit (IC)
chips and performs various data processing processes, which
1s Turther described below 1n detail with reference to FIG. 2.
HMD 130 1s only one example of an HMD, and in other
embodiments, the HMD 130 may have more or fewer
components, some of which may be combined 1nto a single
component or have a different configuration or arrangement.
The components of the HMD 130 are embodied 1n hardware,
software, firmware or a combination thereof.

The display 135 displays images and/or video to the user
as generated by the HMD 130, console 110, or another
device. The display 135 may comprise a single electronic
display or multiple electronic displays (e.g., a display for
cach eye of a user). Examples of the display 135 include: a
liquid crystal display (LCD), an organic light emitting diode
(OLED) display, an active-matrix organic light-emitting
diode display (AMOLED), or some combination thereof.

The IMU 140 1s an electronic device that generates
position data based on measurement signals received from
one or more position sensors. A position sensor generates
one or more measurement signals 1n response to motion of
the HMD 130. Examples of position sensors include accel-

crometers, gyroscopes, and magnetometers. The position
sensors may be located external to and/or internal to the
IMU 140.

The camera 1435 1s an electronic device that captures
image data and may be embodied, for example, as an 1mage
SENnsof, complementary metal-oxide-semiconductor
(CMOS) active sensor, video camera, RGB camera, infrared
camera, depth sensor, or other types of imaging devices. The
camera 145 may include a filter to pass only certain wave-
lengths of light (e.g., visible light or infrared light). In some
embodiments, the camera 145 generates raw 1mage data that
1s sent to the processor 190 for further processing. The image
data may be displayed on the display 1335, stored in system
memory 150, persistent storage 160, or sent to a remote
computing device, e.g., the console 110, via a network
connection.

The system memory 150 stores instructions for execution
by the processor 190 and stores data processed by the
processor 190. The system memory 150 may be embodied a
dynamic random access memory (DRAM), synchronous
DRAM (SDRAM), double data rate (DDR, DDR2, DDR3,
etc.), any combination thereot, or any other type of memory.

The persistent storage 160 stores data in a non-volatile
manner. The persistent storage 160 retains data even when
the HMD 130 1s not powered. The persistent storage 160
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may be embodied as read-only memory (ROM), flash
memory, or any other type of non-volatile random access
memory devices.

The ultrasound sensor 170 includes one or more ultra-
sound transmitters and one or more ultrasound receivers.
The ultrasound transmitter emits ultrasound signals and the
ultrasound recerver detects audio signals, which may include
ultrasound signals. The ultrasound transmitters and receivers
may be a capacitive type, piezoelectric type, or any other
type ol transducer suitable to emit or detect ultrasound
signals. In one embodiment, the center frequency of the
ultrasound transmitter and/or ultrasound receiver 1s approxi-
mately 40 kiloHertz. The ultrasound sensor 170 may include
a hardware filter to remove unwanted noise (e.g., audio
outside of the ultrasound frequency range) from the received
ultrasound signals, and thus improve the signal-to-noise
ratio before subsequent processing. In some embodiments,
the ultrasound sensor 170 1s protected by a cover such that
the ultrasound sensor 170 1s water resistant or waterproof.
Further, the ultrasound sensor 170 may include a reflector
(e.g., having a conical shape or a curved surface) to increase
the beam width of the emitted ultrasound signals.

The I/O interface 120 1s a device that allows a user to send
action requests to the console 110. An action request 1s a
request to perform a particular action. For example, an
action request may be to start or end an application or to
perform a particular action within the application. The /O
interface 120 may include one or more mput devices, e.g., a
keyboard, mouse, or game controller. An action request
received by the I/O imterface 120 1s communicated to the
console 110, which performs an action corresponding to the
action request. In some embodiments, the I/O interface 120
may provide haptic feedback to the user in accordance with
istructions recerved from the console 110. For example,
haptic feedback 1s provided when an action request is
received.

The console 110 provides content to the HMD 130 for
presentation to a user in accordance with information
received from the HMD 130 and/or the I/O interface 120. In
the example shown 1n FIG. 1, the console 110 includes an
application store 112 and an engine 114. Other embodiments
of the console 110 have different modules than those
described in conjunction with FIG. 1. Similarly, the tunc-
tions further described below may be distributed among
components of the console 110 1n a different manner than 1s
described here.

The application store 112 stores one or more applications
for execution by the console 110. An application 1s a group
ol instructions, that when executed by the processor 190,
generates content for presentation to the user. Content gen-
crated by an application may be in response to inputs
received from the user via movement of the HMD 130 or the
I/O interface 120. Examples of applications include: gaming
applications, conferencing applications, video playback
application, or other suitable applications.

The engine 114 executes applications within the system
100, e.g., using a processor. The engine 114 may receive and
process position information, acceleration information,
velocity information, image data, or some combination
thereof. In some embodiments, the engine 114 generates
hand poses and gestures a user’s hands based on information
received from the HMD 130 or I/O interfaces 120. Based on
the hand tracking information, the engine 114 generates
hand positions and gestures of an avatar corresponding to a
user wearing the HMD 130. For instance, a waving hand
gesture corresponds to hand wave that the user performs 1n
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real life. In some embodiments, the system does not include
a console 110, and the HMD 130 pertforms the functionality
of the console 110.

Exemplary Processor

FIG. 2 1s a block diagram 1llustrating components in the
processor 190 of the head-mounted display 130, according
to one embodiment. The processor 190 may 1nclude, among,
other subcomponents, a central processor unit (CPU) 200,
graphics processor unit (GPU) 205, network interface 210,
camera interface 220, ultrasound interface 225, calibration
engine 230, tracking engine 235, machine learning engine
240, display controller 245, I/O interfaces 2350, memory
controller 255, and storage controller 260, each connected to
the bus 270. The processor 190 may include more or fewer
component than those shown in FIG. 2. In some embodi-
ments, the console 110 performs one or more functions of
the HMD 130.

The CPU 200 may be a general-purpose or embedded
processor using any suitable instruction set architecture
(ISA), e.g., x86, PowerPC, SPARC, RISC, ARM, or MIPS
ISAs. The CPU 200 1s configured to execute instructions
defined 1n the ISA. In multiprocessor system embodiments,
the processor 190 includes multiple CPUs, each of which
may implement the same or different ISAs.

The GPU 205 1s a graphics processing circuitry for
processing graphical data. In one embodiment, the GPU 205
renders objects to be displayed on the display 135 of the
HMD 130. The GPU 205 may include multiple graphics
processors that each executes graphics soiftware to perform
graphics operations, e€.g., hard acceleration of graphics
operations.

The network interface 210 facilitates data exchange
between the HMD 130 and other devices via one or more
networks. For example, the HMD 130 receives video or
image data from the console 110 and stores the received data
in the system memory 150 for subsequent processing (e.g.,
by the camera imterface 220). The networks may include
Local Area Networks (LAN), e.g., an Ethernet or corporate
network, Wide Area Networks (WANs), BLUETOOTH®,
WIFI, or any other suitable type of network.

The camera interface 220 1s circuitry for interfacing with
the camera 145. The camera interface 220 receives 1image
data from the camera 145 and processes the image data to
determine hand poses and gestures of a user, e.g., the
position and orientation of the user’s hands 1n at least two
dimensions. In some embodiments, the camera interface 220
implements one or more diflerent types of 1mage processing
techniques such as color based filtering (e.g., based on the
color of a user’s hands), RGB or HSV color modeling,
histogram based object tracking, Bayesian networks, Kal-
man filtering, fingertip tracking, or hand contour tracking, to
process the 1image data.

The ultrasound interface 223 1s circuitry for interfacing
with the ultrasound sensor 170. The ultrasound 1nterface 225
sends a transmitted signal to the ultrasound sensor 170.
Based on the transmitted signal, the ultrasound sensor 170
emits an ultrasound signal using an ultrasound transmitter.
The ultrasound interface 225 receives an ultrasound signal
from an ultrasound receiver of the ultrasound sensor 170 and
generates ultrasound data based on the recerved ultrasound
signal. The receirved ultrasound signal may include ultra-
sound signals transmitted by the ultrasound transmuitter that
reflect off of an object or surface.

In some embodiments, the ultrasound interface 2235 per-
forms pulse compression. The ultrasound interface 223
modulates the transmitted signal, for example, using a
particular carrier frequency and sweeping across a certain
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frequency band. The transmitted signal can be a windowed
sinc (1.e., cardinal sine) function, another sinusoidal func-
tion, or any other type of function (e.g., a rectangle or
saw-tooth function). Alternatively, the ultrasound interface
225 can perform pulse compression using phase modulation,
for example, using Barker codes.

Since the recerved ultrasound signal from an ultrasound
receiver may have white Gaussian noise, the ultrasound
interface 225 may perform matched filtering to detect the
ultrasound signal from the noise. The ultrasound interface
225 correlates the transmitted signal with the received
ultrasound signal. For example, the ultrasound interface 2235
convolves the received ultrasound signal with a conjugated
version of the transmitted signal. By performing pulse
compression, the ultrasound interface 225 may improve the
signal-to-noise ratio of processed ultrasound data and
increase the range resolution of the ultrasound sensor 170.

In some embodiments, the ultrasound interface 225 can
process ultrasound data and motion data to account for the
Doppler Eflect. In an example use case, the user wearing the
HMD 130 also wears a glove type 1/0 interface 120 (on one
or both hands) that includes an IMU substantially the same
as the IMU 140 of the HMD 130. The ultrasound interface
2235 recerves motion data from the IMU 140 and from the
IMU of the gloves and determines a discrepancy in the
frequency of the ultrasound data based on the motion data.
In other words, the ultrasound interface 225 can determine
motion of the hands relative to the HMD 130 also 1n motion.
In other embodiments, the ultrasound interface 225 can use
other types of algorithms to account for Doppler shiit
without necessarily using motion data.

The calibration engine 230 performs a calibration process
to generate calibration data. In one embodiment, during the
calibration process, the calibration engine 230 provides
instructions to a user wearing the HMD 130. The HMD may
provide an 1nstruction as an 1mage or video on the display
135 and/or via audio using a speaker of the HMD. The
instructions inform the user to look in one or more direc-
tions, or look toward one or more objects (e.g., a table, chair,
television, another person, etc.) in the viciity of the user.

For example, the user 1s located inside a room and an
instruction mnforms the user to look toward a wall of the
room. In coordination with the instruction, the ultrasound
interface 225 sends a transmitted signal for the ultrasound
sensor 170 to emit an ultrasound signal. The ultrasound
signal retlects ofl of the wall, and the ultrasound sensor 170
receives the reflected ultrasound signal. The ultrasound
interface 225 generates ultrasound data based on the
reflected ultrasound signal. The calibration engine 230 gen-
erates calibration data based on the ultrasound data and the
instruction. The calibration data may include a mapping of
an attribute of the mstruction to an attribute of the ultrasound
data.

For example, the calibration data maps an 1dentifier
describing the wall to an average amplitude value of the
ultrasound data, or to a time of flight value of the retlected
ultrasound signal. Thus, at a later time, 11 the processor 190
processes calibration data with similar (or the same) average
amplitude value or time of flight value, the processor 190
(e.g., via a machine learning model, which i1s further
described below) can determine that the user 1s likely
looking at the same wall. In other words, the processor 190
can be calibrated to recognize particular surfaces or objects
in the vicinity of the user.

The tracking engine 233 uses 1mage data processed by the
camera interface 220 and/or ultrasound data processed by
the ultrasound interface 225 to determine poses and gestures
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of a user wearing the HMD 130. A pose can describe the
position and/or orientation of one or more body parts of the
user. For example, hand poses and gestures indicate that a
hand of a user 1s 1n a particular position (e.g., in 2D or 3D
space), that the hand 1s 1n a particular orientation (e.g., palms
facing up, down, left, or right), or that the hand 1s performing
a particular gesture (e.g., waving, pointing one or more
fingers, making a fist, grabbing an object, holding 1n steady
place, etc.). Hand gestures can indicate a speed at which the
user 1s performing the gestures, e.g., whether the user 1s
slowly or vigorously waving one of the user’s hands, or a
number of times the user performed a given gesture.

In one example use case, both hands of a user are in the
field of view of the camera 145. Accordingly, the tracking
engine 235 can use the image data to determine the hand
poses and gestures of the user because neither hand 1s
obstructed from the view of the camera 145. However, 1n a
different example use case, one or both hands of the user are
not 1n the field of view of the camera. For instance, one hand
1s obstructing the other hand. In this case, the image data
may not have suflicient information about the obstructed
hand. Thus, the tracking engine 233 also uses the ultrasound
data to determine the hand poses and gestures of the user.

In some embodiments, the tracking engine 235 deter-
mines the hand poses and gestures using a lookup table of
rules. In particular, the lookup table includes rules that map
attributes of 1mage data and ultrasound data to particular
positions, orientations, and gestures of different body parts
of a user. For example, a rule maps a time of flight value of
a reflected ultrasound signal to a certain position of the
user’s hand. Another rule maps an audio signature (e.g.,
represented by a sinusoidal function) of a reflected ultra-
sound signal to a certain gesture of the user’s hand. In some
embodiments, the tracking engine 235 determines the hand
poses and gestures using one or more machine learming
models.

The machine learning engine 240 uses machine learning
techniques to train one or more machine learning models.
Machine learning techniques include, for example, linear
regression, decision trees, support vector machines, classi-
fiers (e.g., a Naive Bayes classifier), and gradient boosting.
The machine learning engine 240 can train machine learning
models using feature vectors 1dentified based on information
from ultrasound data previously processed by the ultrasound
interface 225 and/or image date previously processed by the
camera interface 220. The machine learning models can
determine hand poses and gestures of a user wearing the
HMD 130 based on 1mput image data and/or the ultrasound
data. The machine learming models and feature vectors are
turther described below 1n detail with reference to FIG. 7.

The display controller 243 1s circuitry for sending image
or video data to be displayed on the display 1335. The display
controller 245 receives data from the CPU 200, GPU 205,
camera interface 220, and/or system memory 1350, and
processes the data into a suitable format for display on the
display 135 of the HMD 130.

The memory controller 255 is circuitry for communicat-
ing with the system memory 150. The memory controller
255 may read data from system memory 150 for processing
by other components of the processor 190. Further, the
memory controller 255 may write data to system memory
150 received from various components of the processor 190.

The storage controller 260 1s circuitry for communicating,
with the persistent memory 160. The storage controller 260
may read data from persistent memory 160 for processing by
other components of the processor 190. Further, the storage
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controller 260 may write data to persistent memory 160
received from various components of the processor 190.

In some embodiments, one or more components of the
processor 190, or some functionality of these components,
may be performed by software components executed on the
CPU 200 or GPU 205. Such software components may be
stored 1n system memory 1350, persistent storage 160, or any
other device commumicating with the HMD 130 wvia the
network interface 210.
Exemplary Head-Mounted Display

FIG. 3 1s a perspective diagram of the HMD 130, accord-
ing to one embodiment. The HMD 130 includes a body 310
coupled to a band 320. The ultrasound sensor 170, camera
145, and IMU 140 are coupled to the body 310. The
ultrasound sensor 170 includes an ultrasound transmaitter 330
and an ultrasound receiver 340. In the embodiment shown
by FIG. 3, the ultrasound transmitter 330, ultrasound
receiver 340, and camera 145 are each coupled toward the
bottom edge of the front face of the body, though in other
embodiments, these components may be coupled to any
other face of the body (e.g., the top, bottom, left, or right
face), and may not necessarily be coupled to the same face.
Furthermore, the ultrasound transmitter 330, ultrasound
receiver 340, and camera 145 may each be facing in the
same direction. A user wearing the HMD 130 can use the
band 320 to hold the HMD 130 1n place on the head of the
user.
Example Hand Tracking Configurations

FIG. 4A 1s a diagram illustrating hand tracking using a
HMD 130 with a camera 145, according to one embodiment.

The left hand 400 and right hand 410 of a user wearing the
HMD 130 are positioned in front of the HMD 130. In
particular, an ultrasound signal 420 emitted by the ultra-
sound sensor of the HMD 130 1s reflected oil of one or both
hands of the user. Further, the ultrasound receiver of the
HMD 130 recerves the retlected ultrasound signal 430. The
hands of the user are 1n the field of view 440 of the camera
145. Thus, the camera 145 can capture image data of the
user’s hands.

FIG. 4B 1s a diagram illustrating hand tracking using a
HMD 130 with a camera 460 separate from the HMD 130,
according to one embodiment. In contrast with the HMD
130 shown in FIG. 4A, the HMD 130 shown 1n FIG. 4B does
not include a camera. Instead, a camera 460 1s coupled to the
console 110. Since both hands of the user are 1n the field of
view 450 of the camera 460, the camera 460 can also capture
image data of the user’s hands.

In some embodiments, the HMD 130 does not include an
ultrasound sensor 170. Instead, an ultrasound sensor 170
separate from the HMD 130 1s coupled to the console 110.
The ultrasound sensor 170 faces the user’s hands such that
ultrasound signals emitted by the ultrasound sensor 170 are
reflected back toward the ultrasound sensor 170.

FIG. 5A 1s a diagram 1llustrating an obstructed hand of a
user 1n a first position, according to one embodiment. FIG.
5A 1s shown from the perspective of the HMD 130 worn by

the user in FIG. 4A. The right hand 410 1s 1n a “fist” position
and 1s obstructed by the left hand 400. Since the right hand
410 1s obstructed, a camera coupled to the HMD 130 may
not be able to capture 1image data of the right hand 410, but
rather, only of the un-obstructed left hand 400. Similarly, in
an embodiment where the camera 1s separate from the HMD
130 (e.g., as shown 1n FIG. 4B), the camera may only be able
to capture 1mage data of one hand of the user, and not the
other obstructed hand.

FIG. 5B 1s a diagram 1illustrating the obstructed hand of
the user 1n a scissor position, according to one embodiment.
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Similar to FIG. SA, the diagram 1s shown from the perspec-
tive of the HMD 130 worn by the user in FIG. 4A. The night
hand 410 1s 1n a “scissor’” position (e.g., the index finger and
middle finger are pointed outward) and 1s obstructed by the
left hand 400. Since the right hand 410 1s obstructed 1n the
embodiments shown in FIGS. SA-B, the HMD 130 may not
be able to distinguish the “fist” and “scissor” positions of the
right hand 410 based only on the corresponding image data
processed by the camera interface 220.

Example Ultrasound Data Processing

FIG. 6A 15 a diagram 1llustrating wavelforms of an emitted
and recetved ultrasound signal by the HMD 130, according
to one embodiment. The graph 600 shows that an ultrasound
signal 1s emitted by the ultrasound sensor 170 of the HMD
130 at a time indicated by timestamp 610. In FIG. 6A, the
emitted ultrasound signal 1s represented as a rectangle
function 1ncluding four pulses, though 1t should be noted
that, 1n other embodiments, the ultrasound signal may be
represented by other types of functions and include any
number of pulses. The ultrasound interface 235 can adjust
the number of pulses, as well as the frequency of the pulses
and the amplitude of the pulses. The amplitude and fre-
quency of the pulses may vary over time.

The graph 605 (on the same time axis as graph 600) shows
that an ultrasound signal 1s received by the ultrasound sensor
170 at a time indicated by timestamp 615. The received
ultrasound signal 1s the emitted ultrasound signal that has
reflected off of an obstructed hand of a user 1 a “fist”
position. Thus, the peak-to-peak amplitude 625 of the
received ultrasound signal may be less than that of the
emitted ultrasound signal, e.g., due to signal attenuation
through air. Further, the time of flight 620 represents the
duration of time between when the ultrasound signal was
emitted and received by the ultrasound sensor 170.

FIG. 6B 1s another diagram 1llustrating waveforms of an
emitted and received ultrasound signal by the HMD 130,
according to one embodiment. Graph 630 shows that an
emitted ultrasound signal the same as illustrated 1n graph
600 of FIG. 6A 1s emitted at a time 1indicated by timestamp
610. The graph 635 (on the same time axis as graph 600 and
630) shows that an ultrasound signal i1s received by the
ultrasound sensor 170 at a time 1ndicated by timestamp 645.
In contrast to FIG. 6 A, the received ultrasound signal 1s the
emitted ultrasound signal that has reflected off of an
obstructed hand of a user in a “scissor’” position instead of
a “fist” position. Thus, the received ultrasound signal has
different attributes than the received ultrasound signal 1n
graph 605. In particular, the peak-to-peak amplitude 665 is
less than the peak-to-peak amplitude 625 shown in graph
6035, ¢.g., because ultrasound signals retlect differently off a
user’s hand depending on the position, orientation, and/or
gesture of the hand. Furthermore, the recerved ultrasound
signal 1n graph 635 undergoes a diflerent signal transforma-
tion than the received ultrasound signal in graph 605. In
particular, the received ultrasound signal 1n graph 603 has a
“shape” with a gradually decreasing amplitude. In compari-
son, the received ultrasound signal 1 graph 635 has a
different “shape” with two peaks in signal amplitude (e.g.,
the first and third pulses are greater in amplitude than the
second and fourth pulses). The signal transformation or
“shape” of the received ultrasound signal relative to the
emitted ultrasound signal may vary based on the pose or
gesture of the user’s hands, for example, because parts of the
hand (e.g., fingers or palm) reflect ultrasound signals dii-
terently. Thus, the received signal, which includes the sum-
mation of pulses that reflect off one or more hands and back
to the ultrasound sensor 170, will vary. The time of tlight 650
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1s also greater than the time of flight 620 shown in graph
605, c.g., because the hand 1n the “scissor’ position 1s further
away from the ultrasound sensor 170 than the hand in the
“fist” position 1n FIG. 6A.

FIG. 6C 1s a diagram 1illustrating periods between emitted
ultrasound signals and time delays between received ultra-
sound signals, according to one embodiment. The graph 670
shows three ultrasound signals 672, 674, and 676 emitted by
the ultrasound sensor 170 of the HMD 130. The ultrasound
sensor 170 emits the ultrasound signals at a constant period
such that the period 678 between ultrasound signals 672 and
674 equals the period 680 between ultrasound signals 672
and 674. The ultrasound interface 235 can adjust the con-
stant period.

The graph 682 (on the same time scale as graph 670)
shows three ultrasound signals 684, 686, and 688 received
by the ultrasound sensor 170. The ultrasound signals 684,
686, and 688 correspond to the emitted ultrasound signals
672, 674, and 676, respectively, which reflected ofl of a
surface or object, for 1mstance, a hand of a user. Unlike the
constant periods between each of the emitted ultrasound
signals, the time delay between consecutive received ultra-
sound signals may vary. In particular, the time delay 690
between recerved ultrasound signals 684 and 686 1s less than
the time delay 692 between recerved ultrasound signals 686
and 688. The difference 1n the time delays may be due to the
user performing a hand gesture. If the user’s hand 1s held 1n
the same position, then the time delays may remain approxi-
mately the same because the time of tlight for each retlected
ultrasound signal 1s approximately constant (assuming a
constant period of the emitted ultrasound signals). However,
if the user’s hand 1s moving during the hand gesture, then the
time of thght varies between different retlected ultrasound
signals.

In some embodiments, the ultrasound interface 225 can
identify artifacts in the ultrasound data. For example, in the
received ultrasound data shown in graph 682, there 1s an
artifact 694 that 1s a recerved signal that does not correspond
to ultrasound signal emitted by the ultrasound sensor 170.
Artifacts may be due to background noise received by the
ultrasound sensor 170, defects in the components of the
ultrasound sensor 170, or other factors. The ultrasound
interface 2235 can identily an artifact based on a timestamp
of the artifact. For instance, the artifact 694 1s received while
the ultrasound sensor 170 1s emitting the ultrasound signal
676. The ultrasound interface 225 determines that the arti-
fact 694 does not correspond to the emitted ultrasound signal
676 (or any previously emitted ultrasound signal) because
not enough time has elapsed for the emitted ultrasound
signal 676 to reflect off of a hand of a user.

Example Method of Hand Tracking

FIG. 7 1s a flowchart illustrating a process 700 of per-
forming hand tracking using the HMD 130, according to one
embodiment. In some embodiments, one or more of the
steps of the process 700 are performed by the processor
190——c.g., components of the process 190 described with
reference to FIG. 2—within the system shown in FIG. 1. The
process 700 may include diflerent or additional steps than
those described 1n conjunction with FIG. 7 in some embodi-
ments or perform steps in different orders than the order
described in conjunction with FIG. 7.

In one embodiment, the camera 145 (via the camera
interface 220) captures 710 1mages 1n a region 1n front of a
HMD 130 worn by a user to generate image data. The
ultrasound sensor 170 emits 720 an ultrasound signal
towards the region in front of the HMD 130. The ultrasound
sensor 170 includes at least an ultrasound transmitter and an
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ultrasound receiver. In response to emitting the ultrasound
signal, the ultrasound sensor 170 detects 730 a reflected
version of the emitted ultrasound signal at an ultrasound
receiver of the ultrasound sensor 170 (coupled to the HMD
130). The ultrasound interface 2235 generates 740 ultrasound
data by digitally processing the detected ultrasound signal.
The tracking engine 235 processes 750 the image data and
the ultrasound data to determine a pose or a gesture of the
user’s hands.

In some embodiments, the tracking engine 233 uses a
machine learning model trained using feature vectors, where
the machine learning model determines hand poses and
gestures ol one or more body parts of the user (e.g., the
user’s hands). The feature vectors may be based on previ-
ously generated ultrasound data. For example, a feature
vector includes information describing the time delay
between consecutive received ultrasound signals 1n a set of
received ultrasound signals. For instance, the time delays are
800 microseconds, 850 microseconds, 900 microseconds,
850 microseconds, and 800 microseconds. The feature vec-
tor may correlate this particular pattern of time delays to a
particular position, orientation, and/or gesture of the user’s
hands. For example, the features vector correlates the above
pattern of time delays with a waving hand gesture, e.g.,
because the time of tlight of the recerved ultrasound signals
varies as the user 1s waving the user’s hand.

Feature vectors may also include mformation describing
signal transformations of the received ultrasound signals
relative to the emitted ultrasound signals. For example, the
emitted ultrasound signal has a series of pulses with a
constant amplitude, but the received ultrasound signal has
pulses with varying amplitudes. The feature vector can
correlate certain transformations of pulse amplitudes of the
signal to hand poses or gestures.

In some embodiments, the machine learning engine 240
identifies the feature vectors also based on calibration data.
Thus, a machine learning model trained using these feature
vectors can learn to filter out received ultrasound signals or
artifacts that do not correspond to hand poses and gestures
of the user’s hands. For instance, the machine learning
model 1s trained to recognize hand poses and gestures within
a threshold radius (e.g., one meter) of the HMD 130 because
the user’s hands are unlikely to extend beyond the threshold
radius. Objects outside the threshold radius may include
walls of a room where the user 1s located or a table 1n the
room.

In some embodiments, the machine learning engine 240
trains multiple machine learning models and categorizes the
machine learning models based on certain parameters. For
example, the machine learning engine 240 categorizes the
machine learning models based on demographic information
of users of the HMD 130. For mnstance, a 25 year old male
user has larger hands than an 8 year old female user. The
machine learning engine 240 trains a first machine learning,
model using feature vectors based on previously generated
ultrasound data in which the users of the HMD 130 were
female users in the 5-10 vear old age range. The machine
learning engine 240 trains a second machine learning model
using feature vectors based on previously generated ultra-
sound data in which the users of the HMD 130 were male
users 1n the 20-30 year old age range.

The machine learning engine 240 can retrieve demo-
graphic imnformation of a user wearing the HMD 130. For
example, the user logs 1nto an online system using the HMD
130. The online system 1ncludes a user profile of the user,
and the user profile includes the user’s demographic infor-
mation. The network interface 210 recerves the demographic
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information from the online system. Based on the demo-
graphic information, the machine learning engine 240 deter-
mines whether to use the first or second machine learming
model. Thus, the determined hand poses and gestures may
be more accurate because the selected machine learning
model 1s customized to the particular type of user. In other
embodiments, the machine learning engine 240 categorizes
the machine learning models based on other types of param-
eters such as the geographical location of the user.

The machine learning engine 240 may periodically retrain
machine learning models over time as the processor 190
recetves new ultrasound data. In some embodiments, the
machine learning engine 240 receives new ultrasound data
from the console 110 or an online database of ultrasound

data from HMDs used by a population of users of the system
100.

In some embodiments, the tracking engine 235 deter-
mines that a hand of the user 1s obstructed, e.g., based on the
image data. The machine learning engine 240 provides the
image data and the ultrasound data as input into the machine
learning model. The tracking engine 235 determines hand
poses and gestures of a hand of the user using the machine
learning model.

While certain processes have been described as being
performed offline, in other embodiments those processes
may be performed in real time. While certain processed have
been described as being performed in real time, 1n other
embodiments those processes may be performed ofiline.

Whilst components of the embodiments described herein
(for example, filters) have been implemented 1n software, it
will be understood that any such components can be 1mple-
mented 1n hardware, for example in the form of ASICs or
FPGAs, or in a combination of hardware and software.
Similarly, some or all of the hardware components of
embodiments described herein may be implemented 1n soft-
ware or 1n a suitable combination of software and hardware.
It will be understood that the present invention has been
described above purely by way of example, and modifica-
tions of detail can be made within the scope of the invention.
Each feature disclosed in the description, and (where appro-
priate) the claims and drawings may be provided indepen-
dently or 1n any appropriate combination.

Some portions of the above description describe the
embodiments 1n terms ol algorithmic processes or opera-
tions. These algorithmic descriptions and representations are
commonly used by those skilled in the data processing arts
to convey the substance of their work effectively to others
skilled 1n the art. These operations, while described func-
tionally, computationally, or logically, are understood to be
implemented by computer programs comprising instructions
for execution by a processor or equivalent electrical circuits,
microcode, or the like. Furthermore, 1t has also proven
convenient at times, to refer to these arrangements of
functional operations as modules, without loss of generality.
The described operations and their associated modules may
be embodied 1n software, firmware, hardware, or any com-
binations thereof. In one embodiment, a software module 1s
implemented with a computer program product comprising
a non-transitory computer-readable medium containing
computer program code, which can be executed by a com-
puter processor for performing any or all of the steps,
operations, or processes described.

As used herein any reference to “one embodiment” or “an
embodiment” means that a particular element, feature, struc-
ture, or characteristic described in connection with the
embodiment 1s included in at least one embodiment. The
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appearances of the phrase “in one embodiment™ 1n various
places 1n the specification are not necessarily all referring to
the same embodiment.
As used herein, the terms “comprises,” “‘comprising,”
“includes,” “including,” “has,” “having” or any other varia-
tion thereot, are intended to cover a non-exclusive inclusion.
For example, a process, method, article, or apparatus that
comprises a list of elements 1s not necessarily limited to only
those elements but may include other elements not expressly
listed or mnherent to such process, method, article, or appa-
ratus. Further, unless expressly stated to the contrary, “or”
refers to an inclusive or and not to an exclusive or. For
example, a condition A or B 1s satisfied by any one of the
following: A 1s true (or present) and B 1s false (or not
present), A 1s false (or not present) and B 1s true (or present),
and both A and B are true (or present).
In addition, use of the “a” or “an” are employed to
describe elements and components of the embodiments
herein. This 1s done merely for convenience and to give a
general sense of the disclosure. This description should be
read to include one or at least one and the singular also
includes the plural unless 1t 1s obvious that it 1s meant
otherwise.
What 1s claimed 1s:
1. A head-mounted display (HMD) comprising:
a body configured to secure to a user’s face;
an ultrasound transmitter coupled to the body and facing
away Irom the user’s face, the ultrasound transmitter
configured to emit an ultrasound signal towards a
region 1n front of the HMD;
an ultrasound receiver coupled to the body and configured
to generate ultrasound data corresponding to a reflected
version of the emitted ultrasound signal received at the
ultrasound receiver;
a camera coupled to the body and facing away from the
user’s face to capture images in the region in front of
the HMD; and
a processor coupled to the ultrasound receiver and the
camera, the processor configured to:
determine that a portion of a first hand of the user 1s
obstructed by a second hand of the user 1n a field of
view of the camera based on the captured images;
and

responsive to determining that the portion of the first
hand 1s obstructed by the second hand, determine a
pose or a gesture of both of the user’s hands includ-
ing the obstructed portion of the first hand by using
a machine learming model trained using feature vec-
tors of previous ultrasound data and a corresponding
hand pose or hand gesture.

2. The HMD of claim 1, wherein the ultrasound trans-
mitter, the ultrasound recerver, and the camera each face the
user’s hands.

3. The HMD of claim 1, wherein at least one of the feature
vectors includes a plurality of mappings of an attribute of the
previous ultrasound data to at least one hand pose or hand
gesture.

4. The HMD of claim 3, wherein the attribute indicates a
time delay between a first reflected ultrasound signal
received at the ultrasound receiver and a second reflected
ultrasound signal received at the ultrasound receiver subse-
quent to the first retlected ultrasound signal.

5. The HMD of claim 1, wherein the processor 1s further
configured to retrieve calibration data based on previous
ultrasound data, wherein the pose or the gesture of the user’s
hands 1s generated by taking into account the calibration
data.
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6. The HMD of claim 5, wherein the calibration data
indicates at least a mapping of an ultrasound signal time of
flight value to an object 1n front of the user other than the
first hand of the user.
7. The HMD of claim 1, wherein the pose or the gesture
of the user’s hands 1s indicated 1n at least two dimensions.
8. The HMD of claim 1, wherein the ultrasound trans-
mitter generates the emitted ultrasound signal based on a
windowed cardinal sine function, and wherein the processor
1s further configured to modily the ultrasound data using
pulse compression to reduce a noise level of the ultrasound
data for processing to determine the pose or the gesture of
the user’s hands.
9. A head-mounted display (HMD) comprising:
an ultrasound sensor; and
a Processor comprising:
an ultrasound interface configured to receive ultra-
sound data from the ultrasound sensor;
a camera interface configured to receive image data
from a camera;
a machine learning engine communicatively coupled to
the ultrasound interface and the camera interface, the
machine learning engine trained using feature vec-
tors of previous ultrasound data and a corresponding
hand pose or hand gesture and configured to:
determine that a portion of a first hand of a user 1s
obstructed by a second hand of the user 1n a field
of view of the camera based on the captured
images; and

responsive to determining that the portion of the first
hand 1s obstructed by the second hand, determine
a pose or a gesture of both of the user’s hands
including the obstructed portion of the first hand.

10. The HMD of claim 9, wherein at least one of the
feature vectors includes a plurality of mappings of an
attribute of the previous ultrasound data to a hand pose or a
hand gesture, at least one of the attributes indicating a time
delay between a first reflected ultrasound signal received at
the ultrasound sensor and a second reflected ultrasound
signal received at the ultrasound sensor subsequent to the
first reflected ultrasound signal.

11. A method comprising:

capturing 1mages 1n a region 1n front of a head-mounted

display (HMD) worn by a user to generate image data;

emitting an ultrasound signal towards the region i front
of the HMD:;

responsive to emitting the ultrasound signal, detecting a

reflected version of the emitted ultrasound signal at an

ultrasound sensor coupled to the HMD;
generating ultrasound data by digitally processing the
detected ultrasound signal;

determiming that a portion of a first hand of the user 1s

obstructed by a second hand of the user 1n a field of

view of the HMD based on the captured images; and
responsive to determining that the portion of the first hand
1s obstructed by the second hand, determining a pose or

a gesture ol both of the user’s hands including the

obstructed portion of the first hand by using a machine

learning model trained using feature vectors of previ-
ous ultrasound data and a corresponding hand pose or

hand gesture.
12. The method of claim 11, wherein the ultrasound
sensor includes at least one ultrasound transmitter and at
least one ultrasound receiver each facing the user’s hands.




US 10,572,024 Bl
15

13. The method of claim 11, wherein at least one of the
feature vectors includes a plurality of mappings of an
attribute of the previous ultrasound data to at least one hand
pose or hand gesture.

14. The method of claim 13, wherein the attribute indi- 5
cates a time delay between a first reflected ultrasound signal
received at the ultrasound sensor and a second reflected
ultrasound signal received at the ultrasound sensor subse-
quent to the first retlected ultrasound signal.

15. The method of claim 11, further comprising retrieving 10
calibration data based on previous ultrasound data, wherein
the pose or the gesture of the user’s hands 1s determined by
taking into account the calibration data.

16. The method of claim 15, wherein the calibration data
indicates at least a mapping of an ultrasound signal time of 15
flight value to an object 1n front of the user other than the
user’s hands.

17. The method of claam 11, wherein the pose or the
gesture of the user’s hands 1s indicated 1 at least two
dimensions. 20

18. The method of claim 11, wherein the emitted ultra-
sound signal 1s generated based on a windowed cardinal sine
function, and wherein the method further comprises modi-
tying the ultrasound data using pulse compression to reduce
a noise level of the ultrasound data for determining the pose 25
or the gesture of both of the user’s hands.
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In the Claims
Column 14, Line 21, Claim 9, after “camera” insert -- and --.

Column 14, Lines 29-30, Claim 9, delete “captured images;” and insert -- image data; --.
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