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1
EVENT IMAGE CURATION

RELATED APPLICATIONS

This application 1s a continuation of and claims priority to
U.S. patent application Ser. No. 15/177,197 filed Jun. 8,

2016, entitled “Event Image Curation”, the disclosure of
which 1s hereby incorporated by reference herein in its
entirety.

BACKGROUND

Many types of devices today include a digital camera that
can be used to capture digital photos, such as with a mobile
phone, tablet device, a digital camera, and other electronic
media devices. The accessibility and ease of use of the many
types of devices that include a digital camera makes 1t quite
casy for most anyone to take photos. For example, rather
than just having one camera to share between family mem-
bers, such as on vacation, at a wedding, or for other types of
tamily outings, each person may have a mobile phone and/or
another device, such as a digital camera, that can be used to
take photos of the vacation, wedding, and other types of
events. Additionally, a user with a digital camera device 1s
likely to take many more photos than in days past with film
cameras, and the family may come back from a vacation, a
tfamily outing, or other event with hundreds, or even thou-
sands, of digital photos. Further, a large number of the
photos may be centered around the more important or
interesting moments of an event. For example, during a
wedding, most everyone will take photos of the ceremony,
the cake cutting, the first dance, and other important
moments. This can lead to an oversized collection of photos
in a personal digital photo album, as well as many of the
photos from the different people, that are duplicative photos
of a few particular moments during an event.

With the proliferation of digital imaging, many thousands
of 1mages can be uploaded and made available for both
private and public viewing. However, photo curation, which
1s a practice of sorting, organizing, and/or selecting, e.g., for
sharing, can be very time-consuming with a large number of
photos. For example, it may take hours to select the best or
most important photos from a large number of photos. The
importance of photos 1s typically selected from the view-
point of the person sharing the photos, which can limit
which photos are curated. Another disadvantage 1s that
conventional photo curation techniques focus mainly on
image quality (e.g., focus, exposure, composition, {framing,
and the like), aesthetics, visual similarity, and diversity
measures for photo curation of a digital photo album.

Increasingly, convolutional neural networks are being
developed and trained for computer vision tasks, such as for
the basic tasks of 1mage classification, object detection, and
scene recognition. Generally, a convolutional neural net-
work 1s seli-learning neural network of multiple layers that
are progressively trained, for example, to 1nitially recognize
edges, lines, and densities of abstract features, and pro-
gresses to 1dentifying object parts formed by the abstract
features from the edges, lines, and densities. As the seli-
learning and training progresses through the many neural
layers, the convolutional neural network can begin to detect
objects and scenes, such for object and 1image classification.
Additionally, once the convolutional neural network 1s
trained to detect and recognize particular objects and clas-
sifications of the particular objects, multiple images can be
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2

processed through the convolutional neural network for
object 1dentification and 1mage classification.

SUMMARY

Event image curation 1s described. In embodiments, an
event 1mage curation system curates images from a collec-
tion of digital images associated with a type of event. A
computing device includes memory to store the collection of
digital 1mages associated with the type of event. The col-
lection of digital images can be a digital photo album of
digital photos that are associated with the type of event, or
a video of 1image frames and the video 1s associated with the
type of event. The computing device of the event image
curation system executes a curation application that imple-
ments a convolutional neural network. The convolutional
neural network receives an input of the digital images and a
designation mput of the type of event. The convolutional
neural network can then determine an importance rating of
cach digital image within the collection of the digital images
based on the type of event. The importance rating of a digital
image 1s representative of an importance of the digital image
to a person in context of the type of the event. Determining
the “1mportance” of an 1mage 1s a complex 1mage property,
related to other 1image aspects, such as memorability, speci-
ficity, popularity, as well as aesthetics and interestingness to
persons. Further, images and/or video related to a specific
event, such as a family vacation, wedding, or holiday
gathering generally have an event-specific 1mage 1mpor-
tance, which pertains to human preferences related to 1images
within the context of a digital photo album for a particular
event type.

The curation application generates an output of represen-
tative digital images from the collection of digital 1images
based on the importance rating of each digital image. For
image frames of the video, the representative digital images
are a set of the image frames of the video that are repre-
sentative of important moments during the event. For photos
in the digital photo album, the representative digital images
are a set of the digital photos that are representative of
important moments during the event. Further, the curation
application can determine a diversity of the set of the digital
photos to identily one or more of the digital photos that
represent the important moments during the event. The
diversity of the set of the digital photos pertains to a
completeness of the representative digital photos, dupli-
cates, and overall coverage to form the final curation of the
collection of digital photos. The curation application may
then remove duplicate ones of the set of the digital photos
based on the determined diversity of the set of the digital
photos, and/or add another one of the digital photos to the set
of the digital photos for an important moment of the event
that 1s not represented by the set of the digital photos.

In other aspects of event image curation, the collection of
digital images associated with the type of event may include
digital 1mages that are associated with different types of
events, such as may be related to important personal events,
activity events, trip events, or holiday events. The convo-
lutional neural network can receive the digital images that
are associated with the different types of events along with
probability designations of the different types of the events.
The convolutional neural network can then determine the
importance rating of each digital image based at least 1n part
on the probability designations of the different types of the
events. For example, the digital images may be associated
with a wedding event that occurs during a family trip to
Hawaii. To determine the representative photos that are
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representative of the important moments during the wedding,
event, the convolutional neural network can receive a user
mput of a higher probability designation that the digital
images are associated with the wedding event, rather than
just generally the family trip. Additionally, the convolutional
neural network can recerve an mput of digital image meta-
data corresponding to each of the respective digital images,
where the digital image metadata corresponding to a digital
image indicates an importance of the digital image. The
convolutional neural network can then determine the impor-
tance rating of each digital image based at least in part on the
digital image metadata corresponding to each of the respec-
tive digital images.

In other aspects of event image curation, the curation
application can implement a face detection algorithm that
detects one or more faces 1n each of the digital images that
include at least one face. The face detection algorithm
generates a face heat map for each of the digital images that
are detected having a face in the image. The face heat map
for a particular digital image 1includes representations of the
one or more faces emphasized based on an importance of a
person 1n the context of the event type. The convolutional
neural network can receive the face heat maps for each of the
respective digital images as additional mput. The convolu-
tional neural network can then determine the importance
rating of each digital image based at least 1n part on the face
heat map for each of the respective digital images. The
importance rating 1s a rating that indicates the importance of
a digital 1mage 1n the context of the event type, such as a
digital image that includes faces of one or more persons who
are 1mportant to an event (e.g., the bride and groom for a
wedding event).

Additionally, the convolutional neural network can
receive an 1nput, such as a user mput or a computer
application 1mput, of digital image metadata corresponding
to each of the respective digital images, where the digital
image metadata corresponding to a particular digital image
designates the importance of the person or persons in the
digital image. The convolutional neural network can then
determine the importance rating of each digital image based
at least 1n part on the digital image metadata corresponding
to each of the respective digital images. Alternatively or in
addition, the convolutional neural network can receive a
user mput to emphasize the importance of a person 1n a
particular digital image, or to deemphasize the importance of
the person in the digital image. The convolutional neural
network can then determine the importance rating of each
digital 1mage based at least in part on the user input as 1t
pertains to one or more of the digital images that include the
person.

In similar aspects of event image curation, the curation
application can implement a physical features detection
algorithm. The physical features detection algorithm can
detect physical features of persons in each of the digital
images that include an 1mage of at least one person. The
physical features detection algorithm generates a represen-
tation of the one or more physical features for each of the
digital images that are detected having an 1mage of a person.
The representation of physical features for a particular
digital image 1ncludes individual representations of the one
or more physical features emphasized based on an 1mpor-
tance of a person, and the convolutional neural network can
receive the physical features representations as additional
input. The convolutional neural network can then determine
the importance rating of each digital image based at least in
part on the representations of the physical features for each
of the respective digital images.
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In other aspects of event 1mage curation, the convolu-
tional neural network can receive a sequence of 1tems as an
input, and determine an importance rating ol each item
within the sequence of the items. The curation application
can then generate an output of representative items from the
sequence based on the importance rating of each item. The
importance rating of an item 1s representative of an 1mpor-
tance of the item 1n context of the sequence. In implemen-
tations, the sequence of items may be photos of a digital
photo album, and the representative items are a set of the
digital photos of the photo album that summarize a narrative
of the photo album. Similarly, the sequence of items may be
image frames of a video, and the representative items are a
set of the 1image frames of the video that summarize a
narrative of the video. Similarly, the sequence of items may
be multiple videos that each include image frames, and the
representative items are a set of the image frames of one or
more of the videos, where the set of the image frames
summarize the sequence of the videos.

BRIEF DESCRIPTION OF TH.

L1l

DRAWINGS

Embodiments of event image curation are described with
reference to the following Figures. The same numbers may
be used throughout to reference like features and compo-
nents that are shown 1n the Figures:

FIG. 1 illustrates example systems in which embodiments
ol event 1mage curation can be implemented.

FIG. 2 illustrates another example system in which
embodiments of event 1image curation can be implemented.

FIG. 3 illustrates an example convolutional neural net-
work 1n a system in which embodiments of event 1mage
curation can be implemented.

FIG. 4 illustrates another example system in which
embodiments of event 1image curation can be implemented.

FIG. S illustrates example methods of event 1image cura-
tion 1n accordance with one or more embodiments of the
techniques described herein.

FIG. 6 1llustrates example methods of event 1image cura-
tion 1n accordance with one or more embodiments of the
techniques described herein.

FIG. 7 illustrates example methods of convolutional neu-
ral network joint training in accordance with one or more
embodiments of the techniques described herein.

FIG. 8 illustrates an example system with an example
device that can implement embodiments of event image
curation.

DETAILED DESCRIPTION

Embodiments of event image curation are implemented to
provide techniques for determining an importance rating of
digital images, such as for photo curation of a digital photo
album, and an importance rating of video 1image frames,
such as for video summarization. Determining the “impor-
tance” of an 1mage 1s a complex 1mage property, related to
other 1mage aspects, such as memorability, specificity, popu-
larity, as well as aesthetics and interestingness to persons.
Further, images and/or video related to a specific event, such
as a family vacation, wedding, or holiday gathering gener-
ally have an event-specific image importance, which per-
tamns to human preferences related to 1mages within the
context of a photo album for a particular event type. The
techniques for determining representative digital images,
such as digital photos of a photo album or video image
frames of a video, based on importance ratings involves
determining the more important images 1n context of a
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particular event. An importance rating 1s a rating that indi-
cates the importance of a digital image in the context of the
event type.

In other aspects of event image curation, the described
techniques can generally be implemented to determine an
importance rating of items within a sequence of the items,
such as for a subset of 1items 1n the sequence. The sequence
of items may be photos of a digital photo album, and the
representative photos that summarize a narrative of the
photo album are determined. Similarly, the sequence of
items may be 1image frames ol a video, and the representa-
tive 1image frames that summarize a narrative of the video
are determined. Alternatively, the sequence of items may be
multiple videos that each include image frames, and the
representative 1image frames of one or more of the videos
that summarize the sequence of the videos are determined.

Further, the techmiques can be implemented for event
summarization of photo and/or video collections that
involves selecting the more important moments of a social
cvent, with a focus towards common human preferences.
For example, an entire digital photo album of a wedding
event may have only one poorly lighted photo of the cake
cutting ceremony, but the photo will be selected as one of the
more 1mportant photos (e.g., a representative photo) of the
event. This 1s quite different than conventional photo cura-
tion techmiques that focus mainly on 1mage quality, such as
image focus, exposure, composition, framing, and the like.
When a person creates a photo album of an event, a few of
the representative 1mages are typically selected to keep or
share. There 1s generally an aspect of human nature, or some
consistency, 1n the process ol choosing the representative
images that are important in context of the event, and
discarding the unimportant images. Modeling this “human
nature” selection process with the techniques for determin-
ing 1image 1mportance and for video summarization can be
implemented to assist automatic 1mage selection and sum-
marization of digital photo albums and video image frames.

Conventional automated 1mage determination techniques
do not take nto account the type of event associated with
and depicted 1n the photo 1mages and/or 1n a video. Intui-
tively, the type of event associated with a digital photo
album 1s an important criterion when determining and
selecting representative images pertaiming to the event. For
example, 1f a task 1s to select the representative photos from
a vacation to Hawaii, the photo of the volcano on the Big
Island 1s an important representation of the vacation and an
important photo to include 1 an importance determination.
In contrast, 1f the photo album includes digital photos of a
wedding ceremony, beautiful scenery 1s only the background
to the event, and these type of 1images are not likely to be
determined as more important, or representative, than the
photos with primarily the bride and groom.

(Given a photo album of digital images (e.g., photos) and
the event type associated with the digital images of the photo
album, a convolutional neural network learns to rank the
subset of 1mages which are the most representative images
of the photo album, and ranks each of the images with an
importance score based on the specific event type. The
convolutional neural network implements a combinatorial
optimization technique used to select the best subset of the
photos of the event from the photo album. The combinatorial
optimization technique takes into account both individual
image 1mportance in context of the event, and aesthetic
score, as well as the diversity and coverage of the subset of
photos. The resulting subset can be used, for example, to
create an event book, photo collage, year book, photo album
for printing and sharing, etc.
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In other aspects, convolutional neural network joint train-
ing provides a progressive training technique, as well as a
novel rank loss function, for convolutional neural networks.
The progressive training technique can be implemented to
simultaneously train classifier layers of a convolutional
neural network on different data types, as described in
greater detail below. Additionally, an existing or new con-
volutional neural network may be implemented with a
piecewise ranking loss algorithm to implement the novel
rank loss function, also described 1n greater detail below. A
convolutional neural network 1s a machine learning com-
puter algorithm implemented for seli-learning with multiple
layers that run logistic regression on data to learn features
and train parameters of the network. The self-learning aspect
1s also referred to as unsupervised feature learning because
the 1input 1s unknown to the convolutional neural network, in
that the network 1s not explicitly trained to recognize or
classily the data features, but rather trains and learns the data
features from the input.

Typically, the multiple layers of a convolutional neural
network, also referred to as neural layers, classifiers, or
feature representations, include classifier layers to classily
low-level, mid-level, and high-level features, as well as
trainable classifiers 1n fully-connected layers. Generally, the
low-level layers mmitially recognize edges, lines, colors,
and/or densities of abstract features, and the mid-level and
high-level layers progressively learn to 1dentify object parts
formed by the abstract features from the edges, lines, colors,
and/or densities. As the self-learning and training progresses
through the many classifier layers, the convolutional neural
network can begin to detect objects and scenes, such as for
object detection and image classification with the fully-
connected layers. Additionally, once the convolutional neu-
ral network 1s trained to detect and recognize particular
objects and classifications of the particular objects, multiple
digital 1images can be processed through the convolutional
neural network for object identification and 1mage classifi-
cation.

In accordance with the embodiments introduced herein,
the classifier layers of a convolutional neural network are
trained simultaneously on diflerent data types. As convolu-
tional neural networks continue to be developed and refined,
the aspects of convolutional neural network joint training
described herein can be applied to existing and new convo-
lutional neural networks. Multiple digital 1image 1tems of
different data batches can be mnput to a convolutional neural
network and the classifier layers of the convolutional neural
network are jointly trained to recognize common features in
the multiple digital image 1tems of the different data batches.
As noted above, the different data batches can be event types
of different events, and the multiple digital image 1tems of
an event type may be groups of digital images, or digital
videos, each associated with a type of the event. Generally,
the multiple digital 1image items (e.g., the digital 1mages or
digital videos) of the diflerent data batches have some
common {features. In other instances, the diflerent data
batches may be data sources other than digital images (e.g.,
digital photos) or digital videos. For example, the different
data batches may include categories of data, metadata (tags),
computer graphic sketches, three-dimensional models, sets
ol parameters, audio or speech-related data, and/or various
other types of data sources. Further, the data batches may be
based on time or a time duration. In general, the context of
convolutional neural network joint traiming can be utilized to
search any assets for which there 1s a meaningtul and/or
determinable interdependence.
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The convolutional neural network can receive an mput of
the multiple digital image items of the different data batches,
where the digital image items are interleaved 1n a sequence
of 1tem subsets from different ones of the diflerent data
batches. The classifier layers of the convolutional neural
network can be jointly trained based on the mput of these
sequentially interleaved item subsets. Alternatively, the con-
volutional neural network can receive the mput of the
multiple digital image items of the different data batches,
where the digital image 1tems are interleaved as 1tem subsets
from random diflerent ones of the diflerent data batches. In
this instance, the classifier layers of the convolutional neural
network can be jointly trained based on the input of the
random 1interleaved 1tem subsets. The tully-connected layers
of the convolutional neural network receive input of the
recognized common features, as determined by the lavers
(e.g., classifiers) of the convolutional neural network. The
tully-connected layers can distinguish between the recog-
nized common features ol multiple items of the diflerent
data batches.

Additionally, an existing or new convolutional neural
network may be implemented with a piecewise ranking loss
algorithm. Generally, ranking 1s used 1n machine learning,
such as when training a convolutional neural network. A
ranking function can be developed by minimizing a loss
function on the training data that 1s used to train the
convolutional neural network. Then, given the digital image
items as input to the convolutional neural network, the
ranking function can be applied to generate a ranking of the
digital 1image items. In the disclosed aspects of convolu-
tional neural network joint training, the ranking function 1s
a piecewise ranking loss algorithm 1s derived from support
vector machine (SVM) ranking loss, which 1s a loss function
defined on the basis of pairs of objects whose rankings are
different. The piecewise ranking loss algorithm i1s 1mple-
mented for the convolutional neural network training to
determine a relative ranking loss when comparing the digital
image 1tems from a batch of the items. The piecewise
ranking loss algorithm implemented for convolutional neu-
ral network training improves the overall classification of
the digital image 1tems as performed by the fully-connected
layers of the convolutional neural network. A convolutional
neural network can also be implemented to utilize back
propagation as a feed-back loop into the tully-connected
layers of the convolutional neural network. The output
generated by the piecewise ranking loss algorithm can be
back propagated ito the fully-connected layers to train
regression functions of the convolutional neural network.

While features and concepts of event 1image curation can
be implemented 1n any number of different devices, systems,
networks, environments, and/or configurations, embodi-
ments of event 1mage curation are described in the context
of the following example devices, systems, and methods.

FIG. 1 illustrates example systems 1n which embodiments
ol event 1image curation can be implemented. An example
system 100 includes a curation application 102 that imple-
ments a convolutional neural network 104, which can
receive an input of a collection of digital images 106 and a
designation of an event type 108. The convolutional neural
network 104 can then determine an importance rating 110 of
cach digital image 106 within the collection of the digital
images based on the type of event, where the importance
rating ol a digital image 1s representative of an importance
of the digital image to a person in context of the type of the
event. The convolutional neural network 104 of the curation
application 102 generates an output of representative digital
images 112 from the collection based on the importance
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rating of each digital image. In 1implementations, the col-
lection of digital images 106 can be a digital photo album
114 of photos 116 that are associated with an event type 108,
or a digital video 118 of image frames 120 and the video 1s
associated with the type of event.

As detailed 1n the system description shown 1n FIG. 5, the
curation application 102 can be implemented as a computer
soltware application that 1s executable with a processor (or
with a processing system) of a computing device or com-
puting system. Generally, the convolutional neural network
104 1s a computer algorithm implemented for seli-learning
with multiple layers that run logistic regression on data to
learn features and train parameters of the network. In aspects
ol event 1mage curation, the convolutional neural network
104 can be utilized to rate image aesthetics or any other
image attributes, used for image classification, 1image rec-
ognition, domain adaptation, and to recognize the diflerence
between photos and graphic images. Although shown and
described as a module or component of the curation appli-
cation 102, the convolutional neural network 104 may be
implemented as an independent computer software applica-
tion 1n embodiments of event image curation. The convo-
lutional neural network 104 1s further shown and described
with reference to FIG. 3.

As noted above, the convolutional neural network 104
determines the importance rating 110 of each digital image
106 within the collection of the digital images based on the
event type 108. The importance rating 110 of a digital image
106 1s representative of an importance of the digital image
to a person 1n context of the type of the event. The convo-
lutional neural network 104 of the curation application 102
generates the output of the representative digital images 112
from the collection based on the importance rating 110 of
cach digital image. As the image frames 120 of the digital
video 118, the representative digital images 112 are a set of
the 1mage frames ol the video that are representative of
important moments during the event. As the photos 116 1n
the digital photo album 114, the representative digital
images are a set of the digital photos that are representative
ol important moments during the event.

The collection of digital images 106 associated with an
event type 108 may include digital images 106 that are
associated with different types of events, such as may be
related to important personal events, activity events, trip
events, or holiday events. In implementations, many of the
event types are known, or pre-designated as one of twenty-
three (23) events that are generally segmented into four
categories. A category of (1) important personal events
includes wedding, birthday, and graduation events. A cat-
cgory of (2) personal activity events includes protest, per-
sonal music activity, religious activity, casual family gath-
ering, group activity, personal sports, business activity, and
personal art activity events. A category of (3) personal trip
events includes architecture and/or art related trip, urban
trip, cruise, nature trip, theme park, zoo, museum, beach,
snow related, and sports game events. A category of (4)
holiday events includes Christmas and Halloween.

In aspects of event 1mage curation, the type of an event
may be auto-detected, such as by the curation application
102 and/or by the convolutional neural network 104, can be
user indicated or labeled, or can be i1dentified by date and
time criteria. Further, the collection of digital images 106 for
a particular event can be segmented or split into different
collections (e.g., different photo albums or different videos).
For example, a photo album of photos associated with a
wedding event can be segmented from other photos that are
associated with the overall wedding weekend events with
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family and friends. Similarly, a photo album of photos
associated with a wedding event 1n Hawan can be seg-
mented from other photos that are associated with the
overall vacation event 1n Hawaii.

In other aspects of event image curation, the collection of
digital images 106 associated with an event type 108 may
include digital images that are associated with different
types of the events (e.g., a mix of event types), such as may
be related to important personal events, activity events, trip
events, or holiday events. The convolutional neural network
104 can receive an mput of the digital images 106 that are
associated with the different types of events along with
probability designations of the different types of the events.
The convolutional neural network 104 can then determine

the importance rating 110 of each digital image based at least
in part on the probability designations of the diflerent types
of the events. For example, the digital images 106 may be
associated with a wedding event that occurs during a family
trip to Hawaii, and to determine the important photos that
are representative of the important moments during the
wedding event, the convolutional neural network 104
receives a user or application mput of a higher probability
designation that the digital images are associated with the
wedding event, rather than just generally the family trip.

For a mix of the event types 108, the convolutional neural
network 104 can determine the importance rating 110 (also
referred to as a score prediction) based on an input of
separate, diflerent event types. The importance rating (pre-
dicted score) based on a single event type may miss certain
photos of other event types that would otherwise be con-
sidered 1important or representative photos. The event type
108 associated with the photos 116 1n a particular photo
album 114 can be predicted, and the possibility vector P of
event types W can be obtained as W={w,, . . ., w,}. The
importance rating 110 (score prediction) of each digital
image 106 1s based on the top predicted event types as 1n the
tollowing Equation:

1
P:Zw; P, U :{f:wj- > — -max{w_,-}}
el Y

where P, 1s the prediction of an image belonging to an event
type 1, and vy 1s a weighted factor of a predicted event type.
The prediction P 1s the overall prediction of the image
importance, after merging several possible event types based
on the probability estimation of event types w.. The j term
indicates all possible event types, and max{wj} 1s the
maximum of the possibility w vector. The

1
— - max{w;}
Y

term 1s a threshold, and U 1s the set of 1 which satisfies the
constraint: w, larger than the threshold. Theretfore, only the
several most possible event types (W) are selected to predict
P.

Further, the curation application 102 can determine a
diversity (also referred to as “joint curation™) of the impor-
tant digital 1mages 112 with respect to representing the
important moments during a type of event. The “diversity”
as used herein pertains to a completeness of the important
digital images, duplicates, and overall coverage to form the
final curation of the collection of digital images 106. For
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example, the digital photos of a wedding event may include
several photos of the bride and groom’s first dance, in which
case, duplicate photos can be removed from a set of the
digital photos that are representative of the important
moment during the wedding event. Alternatively, the cake
cutting ceremony of the wedding event may only be repre-
sented by one of the digital photos, in which case, additional
photos of the important moment during the wedding event
are added to the set of the digital photos that represent the
important moment. The curation application 102 can remove
duplicate ones of the representative digital images 112 based
on the determined diversity of the set of the representative
digital images. Alternatively, based on the determined diver-
sity, the curation application 102 can add another one of the

digital images 112 as a representative 1image for an important
moment of the event that 1s not represented by the set of the
representative digital images 112. The curation application
102 can determine a subset of the digital photos 116 from the
digital photo album 114, and the subset takes into account
both individual image importance and aesthetic score, as
well as the diversity and coverage of the subset of photos.
The curation application 102 can implement the joint cura-
tion as in the following Equation:

S* = argmax¥ (Imp(S), Aesth(S), Div(S), Cov(S, A))
SCA

where A 1s the original photo album, and S 1s the curated
sub-album. Four cues are used to retrieve the combinatorial
curated result: Imp(S) 1s the sum of predicted importance
scores of all images 1n the sub-album; Aesth(S) 1s the sum
of predicted aesthetic scores of all images 1n the sub-album;
Div(S) 1s the diversity of the sub-album, which incorporates
the 1dea of avoiding redundancy 1 S; and Cov(S) 1s the
coverage of the sub-album, which incorporates the 1dea that
S should be a good representative of A.

Another example system 122 includes the curation appli-
cation 102 that implements the convolutional neural network
104 designed to receive an mput as a sequence of items 124,
and then determine an importance rating 110 of each item
124 1n the sequence of the items. The convolutional neural
network 104 of the curation application 102 generates an
output of representative items 126 from the sequence of
items based on the importance rating 110 of each item. In
implementations, the sequence of items 124 may be the
photos 116 of the digital photo album 114, and the repre-
sentative 1tems 126 are a set of the digital photos of the photo
album that summarize a narrative of the photo album.
Similarly, the sequence of items 124 may be the image
frames 120 of a digital video 118, and the representative
items 126 are a set of the image frames of the video that
summarize a narrative of the video. Similarly, the sequence
of items may be multiple videos 118 that each include image
frames, and the representative items 126 are a set of the
image frames of one or more of the videos, where the set of
the image frames summarize the sequence of the videos. In
general, the techmiques described herein for event image
curation can be immplemented to search any items (e.g.,
images, photos, videos, assets, etc.) for which there i1s a
meaningiul mterdependence in the sequence of the items.

FIG. 2 further 1llustrates the example systems shown and
described with reference to FIG. 1 in more detail, including
features of the curation application 102 and the convolu-
tional neural network 104 that may be mmplemented in
embodiments of event image curation. An example system
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200 includes the curation application 102 that implements
the convolutional neural network 104, which receives the
collection of digital images 106 and the designation of an
event type 108 as described above. Further, the convolu-
tional neural network 104 can then determine the importance
rating 110 of each digital image 106 within the collection of
the digital images based on the type of event. The convo-
lutional neural network 104 of the curation application 102
generates the output of the representative digital images 112
from the collection of digital images 106 based on the
importance rating 110 of each digital image. Additionally,
the convolutional neural network can recerve digital image
metadata 202 corresponding to each of the respective digital
images 106. The digital image metadata 202 indicates an
importance of a respective digital image, and may be an
input generated or applied by the curation application 102.
The convolutional neural network 104 can then determine
the importance rating 110 of each digital image 106 based at
least 1n part on the digital image metadata 202 correspond-
ing to each of the respective digital images.

In other aspects of event image curation, the curation
application 102 can implement a face detection algorithm
204 that detects one or more faces 1n each of the digital
images 106 that include at least one face. The face detection
algorithm 204 generates a face heat map 206 for each of the
digital 1images that are detected having a face in the image.
In embodiments, the face detection algorithm 204 may also
be implemented as a convolutional neural network trained
for face detection. The face heat map 206 for a particular
digital image includes representations of the one or more
faces emphasized based on an importance of a person 1n the
context of the event type 108. The convolutional neural
network 104 can receive the face heat maps 206 for each of
the respective digital images as additional mput. The con-
volutional neural network 104 can then determine the impor-
tance rating 110 of each digital image 106 based at least in
part on the face heat map 206 for each of the respective
digital images. The importance rating 110 1s a rating that
indicates the importance of a digital image 106 1n the context
of the event type, such as a digital image that includes faces
ol one or more persons who are important to an event (e.g.,
the bride and groom for a wedding event).

The face heat maps 206 improves the performance of the
convolutional neural network 104 determining the 1mpor-
tance ratings, with important people 1n the digital 1images
106 emphasized 1n the face heat maps 206 with higher peak
values. The importance ratings 110 of the digital images 106
can take into account the frequency of a particular face
appearing in one or more of the digital images 106, where
a Tace that appears more often 1s likely more important. The
face detection algorithm 204 can also take into account the
s1ze of the face, position, and composition around the face
in the digital 1mages. Generally, the people or persons
appearing 1n many of the digital photos of an event are
important, such as for a wedding event (e.g., the bride and
groom), birthday, family gathering, and the like.

In 1mplementations, the face heat maps 206 can be
generated to then train a shallow convolutional neural net-
work 104 to predict the importance ratings 110 of the digital
images 106, such as described with reference to the convo-
lutional neural network shown 1n FIG. 3. The face detection
algorithm 204 generates the face heat maps 206 by face
detection 1n the digital images 106 and agglomerative 1den-
tity clustering, where the faces of persons 1n the 1mages are
represented with Gaussian kernels, and important people are
emphasized with a higher peak value. An implementation of
the convolutional neural network, such as shown and
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described with reference to FIG. 3, can be trained to recog-
nize different facial features and parts of faces, and concat-
cnate the final fully-connected layers as the final face
descriptor, followed by agglomerative 1dentity clustering to
obtain the frequency of faces in the collection of digital
images 106.

As shown 1n the example 208, images in the second row
are examples of the face heat maps 206 that correspond to
digital images 106 depicting a wedding event. For example,
a Tace heat map 210 corresponds to a particular digital image
212, and the face heat map 210 includes a representation 214
of the woman’s face emphasized in the heat map. Important
people captured in an 1mage may also be identified 1n a
corresponding face heat map with colored representations.
Predictions from an original digital image 106 and the
corresponding face heat map 206 can be combined accord-
ing to the formulation 1n the following Equation:

P=P ,max{P B}

where (P,, Py are predicted scores from the digital image
and the face heat map, respectively, and [3 1s a constraint that
can be utilized to reduce or eliminate outlier predictions by
the convolutional neural network.

Additionally, the convolutional neural network can
receive an mput (e.g., as a user mput or as an application
input) of the digital image metadata 202 corresponding to a
particular digital image 106, and the digital image metadata
202 designates the importance of the person or persons 1n a
digital image. Similarly, a user input 216 can be received to
emphasize the importance of a person in a particular digital
image 106, or to deemphasize the importance of the person
in the digital image. The convolutional neural network 104
can then determine the importance rating 110 of each digital
image 106 based at least in part on the user mput 216 as 1t
pertains to one or more of the digital images that include the
person. For example, a user may control the determined
result of the representative digital images 112 by user input
216 to emphasize or deemphasize the importance of a person
in one or more of the 1mages, such as a waiter at a wedding
event who 1nadvertently appears with more frequency in the
background of the wedding photos and gets classified as an
important face of the event. Additionally, the convolutional
neural network 104 can receive an input of the digital image
metadata 202 corresponding to a respective digital image
106, where the digital image metadata 202 indicates an
importance ol people 1n the 1mage, such as to label one face
for each family member at family gathering. For example, a
wedding photographer can label the bride and groom 1n a
wedding photo and then run the curation application to
determine the representative digital images 112 based on the
labeled wedding photo.

In similar aspects of event image curation and the face
detection algorithm 204, the curation application 104 may
also implement a physical features detection algorithm 218
that detects physical features of persons 1n each of the digital
images 106 that include at least one person. The physical
features of persons 1n the digital images may include facial
expressions, body poses, detectable actions like dancing or
other activity, and other types of detectable physical fea-
tures. The physical features detection algorithm 218 (which
may also be implemented as a convolutional neural network)
detects physical features 220 for each of the digital images
106 that are detected as having a person 1n the image. The
detected physical features 220 for a particular digital image
includes representations of the one or more physical features
emphasized based on an importance of a person, and the
convolutional neural network 104 can receive the physical
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features 220 representations as additional mput. The
detected physical features 220 can be represented 1n various
formats, such as similar to the face heat maps with the
physical features emphasized, or in other forms of feature
representations. The convolutional neural network 104 can
then determine the importance rating 110 of each digital
image 106 based at least 1in part on the detected physical
teatures 220 for each of the respective digital images.

FI1G. 3 illustrates an example system 300 that includes the

convolutional neural network 104 in which embodiments of
event 1mage curation can be implemented. Generally, a
convolutional neural network 1s a computer algorithm
implemented for self-learming with multiple layers that run
logistic regression on data to learn features and train param-
eters of the network. In aspects of event image curation, the
convolutional neural network 104 can be utilized to rate
image aesthetics or any other image attributes, used for
image classification, image recognition, domain adaptation,
and to recognize the diflerence between photos and graphic
images. In this example system 300, the data 1s different data
batches 302 of multiple digital image 1tems. In implemen-
tations, the different data batches 302 can be the event types
108 of different events, and the multiple digital image items
of an event type can be the collections of digital images 106
cach associated with a type of the event, such as a family
vacation, a nature hike, a wedding, a birthday, or other type
of gathering. Similarly, the multiple digital image items of
an event type may be digital videos 118 each associated with
a type of the event. Generally, the multiple digital image
items (e.g., the digital 1mages or digital videos) of the
different data batches 302 have some common features.
In other 1nstances, the data batches 302 may include data
sources other than digital images (e.g., digital photos) or
digital videos. For example, the diflerent data batches may
include categories of data, tags metadata, computer graphic
sketches, three-dimensional models, sets of parameters,
audio or speech-related data, and/or various other types of
data sources. Further, the data batches may be based on time
or a time duration. In general, the context of event image
curation can be utilized to search any assets, such as the
different data batches 302, for which there 1s a meaningiul
and/or determinable interdependence.

In this example system 300, the convolutional neural
network 104 1s implemented as two 1dentical neural net-
works 304, 306 that share a same set of layer parameters of
the respective network layers. As described herein, the two
neural networks 304, 306 are collectively referred to in the
singular as the convolutional neural network 104, and each
of the neural networks include multiple classifier layers 308,
tully-connected layers 310, and optionally, a layer to imple-
ment a piecewise ranking loss algorithm 312. The convo-
lutional neural network 104 can receive an mput 314 of the
multiple digital image items of the different data batches
302. The classifier layers 308 of the convolutional neural
network are jointly trained to recognize the common fea-
tures 1n the multiple digital image items of the diflerent data
batches.

The multiple classifier layers 308 of the convolutional
neural network 104, also referred to as neural layers, clas-
sifiers, or feature representations, include layers to classily
low-level, mid-level, and high-level features, as well as
trainable classifiers 1n the fully-connected layers 310. The
low-level layers imitially recognize edges, lines, colors,
and/or densities of abstract features, and the mid-level and
high-level layers progressively learn to 1identity object parts
tormed by the abstract features from the edges, lines, colors,
and/or densities. As the self-learning and training progresses

5

10

15

20

25

30

35

40

45

50

55

60

65

14

through the many classifier layers, the convolutional neural
network 104 can begin to detect objects and scenes, such as
for object detection and 1mage classification with the fully-
connected layers. The low-level features of the classifier
layers 308 can be shared across the neural networks 304, 306
of the convolutional neural network 104. The high-level
teatures of the fully-connected layers 310 that discern mean-
ingiul labels and clusters of features can be used to dis-
criminate between the different data batch types, or generi-
cally discriminate between any type of assets.

The fully-connected layers 310 of the convolutional neu-
ral network 104 (e.g., the two neural networks 304, 306)
cach correspond to one of the different data batches 302. The
tully-connected layers 310 receive input 316 of the recog-
nized common features, as determined by the classifier
layers 308 of the convolutional neural network. The fully-
connected layers 310 can distinguish between the recog-
nized common features of multiple digital image i1tems of
the different data batches 302 (e.g., distinguish between
digital 1mages of an event, or distinguish between image
frames of digital videos of the event).

In aspects of convolutional neural network joint training,
the classifier layers 308 of the convolutional neural network
104 are trained simultaneously on all of the multiple digital
image items ol the different data batches. The fully-con-
nected layers 310 can continue to be trained based on
outputs ol the convolutional neural network being back
propagated 1nto the fully-connected layers that distinguish
digital 1mage items within a data batch type. The joint
training of the convolutional neural network 104 trains the
neural network 1n a hierarchical way, allowing the digital
image items ol the data batches 302 to be mixed 1nitially 1n
the classifier layers 308 (e.g., the low-level features) of the
neural network. This can be used imitially to train the
convolutional neural network to predict importance of digi-
tal 1mages, for example, without the digital images being
associated with an event type. The feature sharing reduces
the number of parameters in the convolutional neural net-
work 104 and regularizes the network training, particularly
for the high variance of digital image i1tem types among the
data batches 302 and for relatively small datasets.

The convolutional neural network 104 can receive an
input of the multiple digital image 1tems of the different data
batches 302, where the digital image 1tems are interleaved in
a sequence of item subsets from different ones of the
different data batches. The classifier layers 308 of the
convolutional neural network are trained based on the mput
of these sequentially interleaved 1tem subsets. Alternatively,
the convolutional neural network 104 can receive the input
of the multiple digital image i1tems of the different data
batches 302, where the digital image 1tems are interleaved as
item subsets from random diflerent ones of the different data
batches. In this instance, the classifier layers 308 of the
convolutional neural network are trained based on the 1input
of the random interleaved item subsets. The input of the
multiple digital image items can be interleaved 1n sequence
or iterleaved randomly to prevent the convolutional neural
network 104 from becoming biased toward one type of
digital 1mage item or set of digital image items, and the
training 1terations develop the classifier layers 308 of the
convolutional neural network gradually over time, rather
than changing abruptly. In implementations, interleaving the
input of the digital image 1tems can be a gradient descent-
based method to train the weight so that 1t 1s gradually
updated. Thais 1s effective to avoid bias during training of the
convolutional neural network and to avoid overfitting the
data items for smaller data batches.
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In embodiments, an existing or new convolutional neural

network may be implemented with the piecewise ranking
loss algorithm 312. Generally, ranking 1s used in machine
learning, such as when training a convolutional neural
network. A ranking function can be developed by minimiz-
ing a loss function on the training data that i1s used to train
the convolutional neural network. Then, given the digital
image 1tems as input to the convolutional neural network,
the ranking function can be applied to generate a ranking of
the digital image 1tems. In the disclosed aspects of convo-
lutional neural network joint training, the ranking function 1s
a piecewise ranking loss algorithm 1s derived from support
vector machine (SVM) ranking loss, which 1s a loss function
defined on the basis of pairs of objects whose rankings are
different.
In this example system 300, the two identical neural
networks 304, 306 of the convolutional neural network 104
receive 1tem pairs 318 of the multiple digital image 1tems of
one of the different batches 302. Each of the neural networks
304, 306 generate an 1tem score 320 for one of the item pairs.
The piecewise ranking loss algorithm 312 can determine a
scoring difference 322 (e.g., determined as a “loss™) between
the item pairs of the multiple digital 1image items. The
piecewise ranking loss algorithm 312 1s utilized to maintain
the scoring diflerence between the 1tem pairs 318 11 the score
difference between an item pair exceeds a margin. The
piecewise ranking loss algorithm 312 determines a relative
ranking loss when comparing the digital image 1tems from
a batch of the items. The scoring difference between an 1tem
pair 1s relative, and a more reliable indication for determin-
ing item 1mportance.

In this example system 300, the convolutional neural
network 104 1s also implemented to utilize back propagation
324 as a feed-back loop into the fully-connected layers 310
of the convolutional neural network. The scoring difference
322 output of the piecewise ranking loss algorithm 312 is
back-propagated 324 to train regression functions of the
tully-connected layers 310 of the convolutional neural net-
work 104. The piecewise ranking loss algorithm 312 can
evaluate every possible image pair of the digital image 1tems
with any score difference from a data batch 302.

As noted above, the piecewise ranking loss algorithm 312
1s derived from SVM (support vector machine) ranking loss,
and 1n 1implementations of SVM ranking loss, the 1item pairs
318 selected for tramning are image pairs with a score
difference larger than a margin, where D_=G(I,)-G(1,)>
margin. The loss function 1s as 1 Equation(1):

L(I,L,)=">{max(0,margin-D,)}*,D>margin

D,=P{,)-P(I)

where P 1s the predicted importance score of 1image, which
1s just the penultimate layer of the network, and (I,; I,) are
the mput 1mage pair sorted by scores. The loss functions of
SVM ranking loss have the following form:

n—1 3]

PifixD=) >  ¢fx)=fx)

s=1 i=1l{1)<l(s)

where the ¢ functions are hinge function (¢(z)=(1-z),),
exponential function (¢p(z)=e™), and logistic function (¢(z)=
log(1+€™) respectively, for the three algorithms.
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Then, the piecewise ranking loss implementation 1s as 1n
Equation(2):

L1y, ) =4 ={max(U, margin, — DF.)}2 +

2

1 .
~{max(0, |D,| — margin, )}*

5 , Dy < margin

|
—{max(0, D, — 1f1‘1a:|:‘g1112)}2

5 , margin, < D, < margin,

1
—{max(U, margin, — D,v)}2

5 , Dy > margin,

where margin,<margin, are the similar, diflerent margins,
respectively. The piecewise ranking loss algorithm 312
makes use ol 1image pairs with any score difference. For a
score difference between an item pair D =s1-s2, the piece-
wise ranking loss algorithm determines a predicted Scoring
difterence D, similar to D,. It the score difference D, 1
small (1.e., D <marg1nl) the predicted loss reduces the
predicted scoring difference D,,. It the score difterence D, 1s
large (1.e., D >margin2), the pleceW1se ranking loss algo-
rithm increases the predicted scoring difterence D, and
penalizes 1t when D <margin2. Similarly, when D, 1s in the
range between marginl and margin2, the piecewise ranking
loss algorithm determines the predicted scoring difference
D, also within that range. The implementation of piecewise
ranking loss trained on the different data batches 302 out-
performs both SVM ranking loss and a baseline KNN-based
method. The objective loss function of the piecewise ranking
loss algorithm provides an error signal even when image
pairs have the same rating, moving them closer together in
representational space, rather than training only on 1mages
with different ratings, and also introduces relaxation in the
scoring, thus making the network more stable, which 1s
beneficial when the ratings are subjective.

FIG. 4 illustrates an example system 400 in which
embodiments of event 1image curation can be implemented.
The example system 400 includes a computing device 402,
such as a computer device that implements the convolutional
neural network 104 as a computer algorithm implemented
for self-learning, as shown and described with reference to
FIGS. 1-3. The computing device 402 can be implemented
with various components, such as a processor 404 (or
processing system) and memory 406, and with any number
and combination of differing components as further
described with reference to the example device shown 1n
FIG. 8. Although not shown, the computing device 402 may
be mmplemented as a mobile or portable device and can
include a power source, such as a battery, to power the
various device components. Further, the computing device
402 can include different wireless radio systems, such as for
Wi-F1, Bluetooth™, Mobile Broadband, LTE, or any other
wireless communication system or format. Generally, the
computing device 402 implements a communication system
(not shown) that includes a radio device, antenna, and
chupset that 1s 1mplemented for wireless communication
with other devices, networks, and services.

As described herein, techniques for convolutional neural
network joint training provide a progressive training tech-
nique (e.g., joint traimng), which may be implemented for
existing and new convolutional neural networks. The dis-




US 10,565,472 B2

17

closed techniques also include implementation of the piece-
wise ranking loss algorithm 312 as a layer of the convolu-
tional neural network 104. The computing device 402
includes one or more computer applications 408, such as the
curation application 102, the convolutional neural network
104, and the network algorithms 410 (e.g., the piecewise
ranking loss algorithm 312, the face detection algorithm
204, and/or the physical features detection algorithm 218) to
implement the techniques for event image curation. The
curation application 102, the convolutional neural network
104, and the network algorithms 410 can each be imple-
mented as solftware applications or modules (or 1mple-
mented together), such as computer-executable software
instructions that are executable with the processor 404 (or
with a processing system) to implement embodiments of the
convolutional neural network described herein. The curation
application 102, the convolutional neural network 104, and
the network algorithms 410 can be stored on computer-
readable storage memory (e.g., the device memory 406),
such as any suitable memory device or electronic data
storage implemented 1n the computing device. Although
shown as an integrated modules or components of the
convolutional neural network 104, the network algorithms
410 may be implemented as separate modules or compo-
nents with any of the computer applications 408. Further, as
noted above, the face detection algorithm 204 and/or the
physical features detection algorithm 218 may also be
implemented themselves as a convolutional neural network
to train on the detection features.

In embodiments, the convolutional neural network 104
(e.g., the two neural networks 304, 306) 1s implemented to
receive an put of the multiple digital image 1tems of the
different data batches 302 that are stored in the memory 406
of the computing device 402. Alternatively or in addition,
the convolutional neural network 104 may recerve multiple
digital 1mage items of the diflerent data batches as input
from a cloud-based service 412. The example system 200
can include the cloud-based service 412 that 1s accessible by
client devices, to include the computing device 402. The
cloud-based service 412 includes data storage 414 that may
be implemented as any suitable memory, memory device, or
clectronic data storage for network-based data storage. The
data storage 414 can maintain the data batches 302 each
including the digital image items 212. The cloud-based
service 412 can implement an 1nstance of the convolutional
neural network 104, to include the network algorithms 410,
as network-based applications that are accessible by a com-
puter application 408 from the computing device 402.

The cloud-based service 412 can also be implemented
with server devices that are representative of one or multiple
hardware server devices of the service. Further, the cloud-
based service 412 can be implemented with various com-
ponents, such as a processing system and memory, as well
as with any number and combination of differing compo-
nents as further described with reference to the example
device shown i FIG. 8 to implement the services, applica-
tions, servers, and other features of event 1image curation. In
embodiments, aspects of event 1mage curation as described
herein can be mmplemented by the convolutional neural
network 104 at the cloud-based service 412 and/or may be
implemented in conjunction with the convolutional neural
network 104 that 1s implemented by the computing device
402.

The example system 200 also includes a network 416, and
any of the devices, servers, and/or services described herein
can communicate via the network, such as for data commu-
nication between the computing device 402 and the cloud-
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based service 412. The network can be mmplemented to
include a wired and/or a wireless network. The network can
also be implemented using any type of network topology
and/or communication protocol, and can be represented or
otherwise implemented as a combination of two or more
networks, to include IP-based networks and/or the Internet.
The network may also include mobile operator networks that
are managed by a mobile network operator and/or other
network operators, such as a communication service pro-
vider, mobile phone provider, and/or Internet service pro-
vider.

In embodiments, the convolutional neural network 104
(e.g., the two neural networks 304, 306) receives an input of
the multiple digital image items 418 of the different data
batches 302. The classifier layers 308 of the convolutional
neural network are trained to recognize the common features
420 1n the multiple digital image 1tems of the different data
batches. Generally, the multiple digital image 1tems of the
data batches 302 have some common features. The classifier
layers 308 of the convolutional neural network 104 are
trained simultaneously on all of the multiple digital image
items of the different data batches 302, except for the
tully-connected layers 310. The fully-connected layers 310
of the convolutional neural network 104 each correspond to
one of the different data batches. The fully-connected layers
310 recetve mput of the recognized common features 420, as
determined by the classifier layers of the convolutional
neural network. The fully-connected layers 310 can distin-
guish 1items 422 between the recognized common features of
the multiple digital image 1tems of the different data batches
(e.g., distinguish between digital images of an event, or
distinguish between image frames of digital videos of the
cvent).

In embodiments of event 1mage curation, the convolu-
tional neural network 104 recerves an mput of the collection
of digital images 106 (e.g., the data batches 302) and a
designation of an event type 108. As noted above, the data
batches 302 can include the collection of digital images 106,
which 1s also representative of a digital photo album 114 of
photos 116 that are associated with an event type 108.
Similarly, the collection of digital images 106 may be
representative of a digital video 118 of image frames 120
and the video 1s associated with the type of event. The
convolutional neural network 104 can then determine the
importance rating 110 of each digital image 106 within the
collection of the digital images based on the type of event,
and the curation application 102 generates an output of the
important digital images 112 based on the importance rating
of each digital image. Similarly, the convolutional neural
network 104 can receive as mput the sequence of items 124
(e.g., the data batches 302), and then determine the impor-
tance rating 110 of each item 124 in the sequence of the
items. The curation application 102 can then generate the
output of important items 126 from the sequence of items
based on the importance rating 110 of each item.

Example methods 500, 600, and 700 are described with
reference to respective FIGS. 5, 6, and 7 1n accordance with
one or more embodiments of event image curation, and
convolutional neural network joint training. Generally, any
of the components, modules, methods, and operations
described herein can be implemented using software, firm-
ware, hardware (e.g., fixed logic circuitry), manual process-
ing, or any combination thereol. Some operations of the
example methods may be described 1n the general context of
executable 1nstructions stored on computer-readable storage
memory that 1s local and/or remote to a computer processing
system, and implementations can include software applica-
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tions, programs, functions, and the like. Alternatively or in
addition, any of the functionality described herein can be
performed, at least in part, by one or more hardware logic
components, such as, and without limitation, Field-program-
mable Gate Arrays (FPGAs), Application-specific Integrated 5
Circuits (ASICs), Application-specific Standard Products
(ASSPs), System-on-a-chup systems (SoCs), Complex Pro-
grammable Logic Devices (CPLDs), and the like.

FIG. 5 1llustrates example method(s) 500 of event 1image
curation, and 1s generally described with reference to the 10
curation application and convolutional neural network
implemented in the example systems shown and described
with reference to FIGS. 1-4. The order in which the method
1s described i1s not intended to be construed as a limitation,
and any number or combination of the method operations 15
can be combined 1n any order to implement a method, or an
alternate method.

At 502, a sequence of items 1s received as an mput to a
convolutional neural network. For example, the convolu-
tional neural network 104 receives the sequence of items 20
124 as an input. The sequence of items 124 may be the
photos 116 of the digital photo album 114, the 1image frames
120 of a digital video 118, or multiple videos 118 that each
include 1mage frames. In general, the techniques described
herein for event image curation can be implemented to 25
search any items (e.g., 1images, photos, videos, assets, etc.)
for which there 1s a meamingful interdependence in the
sequence of the items.

At 504, an importance rating of each item within the
sequence of the 1tems 1s determined using the convolutional 30
neural network, where the importance rating of an 1tem 1s
representative of an importance of the item 1n context of the
sequence. For example, the convolutional neural network
104 determines the importance rating 110 of each item 124
in the sequence of items, and the importance rating of an 35
item 124 1s representative of an importance of the item 1n
context of the sequence. At 506, an output of representative
items 1s generated from the sequence based on the impor-
tance rating of each i1tem. For example, the curation appli-
cation 102 generates the representative items 126 from the 40
sequence of 1tems 124 based on the importance rating 110 of
cach item. For the photos 116 of the digital photo album 114,
the representative items 126 are a set of the photos of the
photo album that summarize a narrative of the photo album.
Similarly, for the image frames 120 of a digital video 118, 45
the representative items 126 are a set of 1image frames of the
video that summarize a narrative of the video. Similarly, for
multiple videos 118 that each include image frames, the
representative 1tems 126 are a set of 1mage frames of one or
more ol the videos, where the set of the image frames 50
summarize the sequence of the videos.

FIG. 6 1llustrates example method(s) 600 of event 1image
curation, and 1s generally described with reference to the
curation application and convolutional neural network
implemented 1n the example systems shown and described 55
with reference to FIGS. 1-4. The order in which the method
1s described 1s not intended to be construed as a limitation,
and any number or combination of the method operations
can be combined in any order to implement a method, or an
alternate method. 60

At 602, a collection of digital images 1s received as an
input to a convolutional neural network, the digital images
being associated with a type of event. For example, the
convolutional neural network 104 receives an input of the
collection of digital images 106, and optionally, the input to 65
the convolutional neural network 104 includes a designation
of an event type 108. The collection of digital images 106

20

may be the digital photo album 114 of the photos 116 that are
associated with an event type 108, or may be the video 118
of the image frames 120 and the video 1s associated with the
cevent type 108. In implementations, the digital images may
be associated with different types of the events, and the input
to the convolutional neural network 104 1includes probability
designations of the different types of the events.

At 604, digital image metadata corresponding to each of
the respective digital 1mages 1s received as an additional
input to the convolutional neural network, the digital image
metadata that corresponds to a digital image indicating an
importance of the digital image 1n the context of the type of
the event. For example, the convolutional neural network
104 recerves the digital image metadata 202 corresponding,
to each of the respective digital images 106, and the digital
image metadata 202 1indicates an importance of a respective
digital image 1n the context of the type of the event.

At 606, face heat maps are received as mput to the
convolutional neural network. For example, the convolu-
tional neural network 104 receives the face heat maps 206 as
an optional, additional mput. The face detection algorithm
204 detects faces 1 each of the digital images 106 that
include at least one face, and generates a face heat map 206
for each of the digital images that are detected having a face
in the image. The face heat map 206 of a digital image 106
includes representations of the one or more faces empha-
s1zed based on an importance of a person in the context of
the type of event. The convolutional neural network 104 can
also receive the digital image metadata 202 corresponding to
a digital image 106 designating the importance of the person
in the digital image. Similarly, the convolutional neural
network 104 can receive a user input 216 to emphasize the
importance of the person 1n a digital image 106 or deem-
phasize the importance of the person in the digital image.

At 608, representations of one or more physical features
ol one or more persons 1n the digital images are received as
input to the convolutional neural network. For example, the
convolutional neural network 104 receirves the physical
teatures 220 representations as an optional, additional input.
The physical features detection algorithm 218 detects physi-
cal features of one or more persons in each of the digital
images that include an 1mage of at least one person. The
physical features detection algorithm 218 generates a rep-
resentation of the features 220 for each of the digital images
106 that are detected having at least one person. The
physical features 220 of a digital image 106 includes rep-
resentations of the physical features emphasized based on an
importance ol a person in the context of the type of the
event.

At 610, an importance rating of each digital image within
the collection of the digital images 1s determined based on
the type of the event, the importance rating of a digital image
representative of an importance of the digital image to a
person 1n context of the type of the event. For example, the
convolutional neural network 104 determines the impor-
tance rating 110 of each digital image 106 within the
collection of the digital images based on the event type 108,
where 1mportance rating 110 of a digital 1image 106 1s
representative of an importance of the digital image to a
person 1n context of the event type 108. For the digital
images that may be associated with different types of the
events, the convolutional neural network 104 determines the
importance rating 110 of each digital image 106 based at
least 1n part on the probability designations of the different
types of the events. The convolutional neural network 104
can also determine the importance rating 110 of each digital
image 106 based at least 1 part on the digital image
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metadata 202 that corresponds to each of the respective
digital images. The convolutional neural network 104 can
also determine the importance rating 110 of each digital
image 106 based at least 1n part on the face heat map 206 for
cach of the respective digital images. The convolutional
neural network 104 can also determine the importance rating,
110 of each digital image 106 based at least 1n part on the
physical features 220 representations for each of the respec-
tive digital images.

At 612, an output of representative digital images 1s
generated from the collection based on the importance rating
of each digital image. For example, the convolutional neural
network 104 of the curation application 102 generates the
representative digital images 112 from the collection of
digital 1images 106 based on the importance rating 110 of
cach digital image. For the photos 116 of the digital photo
album 114, the representative digital images 112 are a set of
the digital photos that are representative of important
moments during the event.

At 614, a diversity of the set of the digital images 1s
determined to 1dentify one or more of the digital images that
represent the important moments during the event. For
example, the curation application 102 determines a diversity
(also referred to herein as joint curation) of the set of the
digital 1images 112 to i1dentily one or more of the digital
images that represent the important moments during an
event. The diversity of the set of the digital images pertains
to a completeness of the representative digital images,
duplicates, and overall coverage to form the final curation of
the collection of digital images 106. The curation application
102 removes duplicate ones of the set of the digital images
112 based on the determined diversity of the set of the digital
images, and/or adds another one of the digital images 112 for
an 1mportant moment of the event that 1s not represented by
the set of the digital images 112.

FI1G. 7 1llustrates example method(s) 700 of convolutional
neural network joint training, and 1s generally described
with reference to the convolutional neural network 1mple-
mented in the example system of FIG. 3. The order in which
the method 1s described 1s not intended to be construed as a
limitation, and any number or combination of the method
operations can be combined in any order to implement a
method, or an alternate method.

At 702, an mput of multiple digital 1mage items of
respective different data batches 1s received, where the
multiple digital image items of the different data batches
have at least some common features. For example, the
convolutional neural network 104 receives the input 314 of
the multiple digital image items from the different data
batches 302. In implementations, the ditlerent data batches
302 can be the event types 108 of different events. The
multiple digital image 1tems of an event type can be collec-
tion of digital images 106 each associated with a type of the
event, such as a family vacation, a nature hike, a wedding,
a birthday, or other type of gathering. Similarly, the multiple
digital 1image items of an event type may be digital videos
cach associated with a type of the event. Generally, the
multiple items (e.g., the digital images or digital videos) of
the different data batches 302 have some common features
with the multiple digital image 1tems of the other diflerent
data batches. Further, the convolutional neural network 104
can receive the input 314 of the multiple digital image 1tems
from the different data batches 302, where the digital image
items are interleaved 1n a sequence of item subsets from
different ones of the different data batches. Alternatively, the
convolutional neural network 104 can receive the input 314
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data batches 302, where the digital image items are inter-
leaved as item subsets from random different ones of the
different data batches.

At 704, classifier layers of the convolutional neural net-
work are trained to recognize the common features in the
multiple digital image 1tems of the different data batches, the
classifier layers being trained simultaneously on all of the
multiple digital image items of the different data batches.
For example, the classifier layers 308 of the convolutional
neural network 104 are trained simultaneously except for the
tully-connected layers 310. The classifier layers 308 are
trained to recognize the common features 420 in the multiple
digital image 1tems of the different data batches 302. The
training ol the classifier layers 308 of the convolutional
neural network 104 can be based on the mput of the
sequential 1nterleaved i1tem subsets, or the training of the
classifier layers 308 can be based on the mput of the random
interleaved item subsets.

At 706, the recognized common features are mput to the
tully-connected layers of the convolutional neural network.
Further, at 708, the recognized common features of the
multiple digital image 1tems of the different data batches are
distinguished using the fully-connected layers of the con-
volutional neural network. For example, the fully-connected
layers 310 of the convolutional neural network 104 receive
iput 316 of the recognized common features 420. Each of
the fully-connected layers 310 corresponds to a diflerent one
of the data batches 302 and 1s implemented to distinguish
between the multiple digital image 1tems of a respective one
of the data batches, such as to distinguish between the digital
images of an event or to distinguish between the image
frames of digital videos of an event.

At 710, a scoring difference 1s determined between 1tem
pairs ol the multiple digital image 1tems 1n a particular one
of the diflerent data batches. For example, the convolutional
neural network 104 1s implemented as the two 1dentical
neural networks 304, 306 that share a same set of layer
parameters of the respective network layers (e.g., the clas-
sifier layers 308 and the fully-connected layers 310). The
two neural networks 304, 306 of the convolutional neural
network 14 receive item pairs 318 of the multiple digital
image items of one of the different data batches 302. Each
of the neural networks 304, 306 generate an 1tem score 320
for an item pair of the multiple digital image items from a
particular one of the different data batches.

At 712, the scoring difference between the item pairs of
the multiple digital image items 1s maintained with 1mple-
mentations of a piecewise ranking loss algorithm. For
example the convolutional neural network 104 implements
the plecewme ranking loss algorithm 312 that determines the
scoring difference 322 (e.g., determined as a “loss™) between
the 1tem pairs of the multiple mput device items. The
piecewise ranking loss algorithm 312 maintains the scoring
difference between the 1item palrs 318 of the multiple dlgltal
image 1tems 1f the score diflerence between the item pair
exceeds a margin.

At 714, regression functions of the convolutional neural
network are trained by back propagating the maintained
scoring difference into the fully-connected layers of the
convolutional neural network. For example, the convolu-
tional neural network 104 utilizes back propagation 324 as
a feed-back loop to back propagate the scoring difference
322 1nto the fully-connected layers 310 of the convolutional
neural network 104 to train regression functions of the
convolutional neural network.

FIG. 8 illustrates an example system 800 that includes an
example device 802, which can implement embodiments of




US 10,565,472 B2

23

event 1mage curation. The example device 802 can be
implemented as any of the computing devices and/or ser-
vices (e.g., server devices) described with reference to the
previous FIGS. 1-7, such as the computing device 402
and/or server devices of the cloud-based service 412.

The device 802 includes communication devices 804 that
enable wired and/or wireless communication of device data
806, such as the data batches 302, the collection of digital
images 106, the event types 108, the sequence of 1tems 124,
and other computer applications content that 1s maintained
and/or processed by computing devices. The device data can
also include any type of audio, video, image, and/or graphic
data that 1s generated by applications executing on the
device. The communication devices 804 can also include
transceivers for cellular phone communication and/or for
network data communication.

The device 802 also includes input/output (I/0) interfaces
808, such as data network interfaces that provide connection
and/or communication links between the example device
802, data networks, and other devices. The 1/O interfaces
can be used to couple the device to any type of components,
peripherals, and/or accessory devices, such as a digital
camera device that may be integrated with device 802. The
I/0 iterfaces also include data mput ports via which any
type of data, media content, and/or mputs can be received,
such as user mputs to the device, as well as any type of
audio, video, 1image, and/or graphic data received from any
content and/or data source.

The device 802 includes a processing system 810 that
may be implemented at least partially 1n hardware, such as
with any type of microprocessors, controllers, and the like
that process executable instructions. The processing system
can include components of an integrated circuit, program-
mable logic device, a logic device formed using one or more
semiconductors, and other implementations 1n silicon and/or
hardware, such as a processor and memory system 1mple-
mented as a system-on-chip (SoC). Alternatively or in
addition, the device can be implemented with any one or
combination of software, hardware, firmware, or fixed logic
circuitry that may be implemented with processing and
control circuits. The device 802 may further include any
type of a system bus or other data and command transier
system that couples the various components within the
device. A system bus can include any one or combination of
different bus structures and architectures, as well as control
and data lines.

The device 802 also includes computer-readable storage
memory 812, such as data storage devices that can be
accessed by a computing device, and that provide persistent
storage of data and executable instructions (e.g., software
applications, modules, programs, functions, and the like).
The computer-readable storage memory 812 described
herein excludes propagating signals. Examples of computer-
readable storage memory 812 include volatile memory and
non-volatile memory, fixed and removable media devices,
and any suitable memory device or electronic data storage
that maintains data for computing device access. The com-
puter-readable storage memory can include various imple-
mentations of random access memory (RAM), read-only
memory (ROM), flash memory, and other types of storage
memory in various memory device configurations.

The computer-readable storage memory 812 provides
storage of the device data 806 and various device applica-
tions 814, such as an operating system that 1s maintained as
a software application with the computer-readable storage
memory and executed by the processing system 810. In this
example, the device applications also include a curation
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application 816, which implements a convolutional neural
network 818 and network algorithms 820, that implement
embodiments of event 1image curation, such as when the
example device 802 1s implemented as the computing device
402 shown and described with reference to FIG. 4.
Examples of the curation application 816, the convolutional
neural network 818, and the network algorithms 820 (e.g., to
include the piecewise ranking loss algorithm 312, the face
detection algorithm 204, and the physical features detection
algorithm 218) include the curation application 102 and the
convolutional neural network 104 that are implemented by
the computing device 402 and/or by the cloud-based service
412, as shown and described with reference to FIG. 4.

The device 802 also includes an audio and/or video
system 822 that generates audio data for an audio device 824
and/or generates display data for a display device 826. The
audio device and/or the display device include any devices
that process, display, and/or otherwise render audio, video,
display, and/or 1mage data, such as the image content of an
amimation object. In implementations, the audio device
and/or the display device are integrated components of the
example device 802. Alternatively, the audio device and/or
the display device are external, peripheral components to the
example device. In embodiments, at least part of the tech-
niques described for event image curation may be imple-
mented 1n a distributed system, such as over a “cloud” 828
in a platform 830. The cloud 828 includes and/or 1s repre-
sentative of the platform 830 for services 832 and/or
resources 834. For example, the services 832 may include
the cloud-based service shown and described with reference
to FIG. 4.

The platform 830 abstracts underlying functionality of
hardware, such as server devices (e.g., mcluded 1n the
services 832) and/or software resources (e.g., included as the
resources 834), and connects the example device 802 with
other devices, servers, etc. The resources 834 may also
include applications and/or data that can be utilized while
computer processing 1s executed on servers that are remote
from the example device 802. Additionally, the services 832
and/or the resources 834 may facilitate subscriber network
services, such as over the Internet, a cellular network, or
Wi-F1 network. The platform 830 may also serve to abstract
and scale resources to service a demand for the resources
834 that are implemented via the platform, such as n an
interconnected device embodiment with functionality dis-
tributed throughout the system 800. For example, the func-
tionality may be implemented 1n part at the example device
802 as well as via the platform 830 that abstracts the
functionality of the cloud 828.

Although embodiments of event image curation have
been described in language specific to features and/or meth-
ods, the appended claims are not necessarily limited to the
specific features or methods described. Rather, the specific
features and methods are disclosed as example implemen-
tations of event image curation, and other equivalent fea-
tures and methods are intended to be within the scope of the
appended claims. Further, various different embodiments are
described and 1t 1s to be appreciated that each described
embodiment can be implemented independently or 1n con-
nection with one or more other described embodiments.

The mvention claimed 1s:

1. A method for event image curation, the method com-
prising:

recerving a collection of digital images associated with

more than one type of event;

determining by unsupervised feature learning from the

collection of digital images, the types of events and an
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importance rating of each digital image within each
respective type of event, the importance rating of a
digital 1mage representative of an importance of the
digital 1mage 1n context of coverage and diversity
representing the type of the event; and

generating an output of representative digital images from

the collection based on the importance rating of each
digital image in the context of the respective type of
event associated with the digital image.

2. The method as recited 1n claim 1, wherein the 1impor-
tance rating of a digital image 1s representative of the
coverage and diversity representing the type of the event
without consideration of 1image quality of the digital image.

3. The method as recited 1n claim 1, wherein:

the collection of the digital images 1s a digital photo

album of digital photos that are associated with the
types of events; and

the representative digital images are a set of the digital

photos that are representative of important moments
during a respective type of the event.

4. The method as recited 1n claim 3, further comprising:

determining the diversity of the set of the digital photos to

identily one or more of the digital photos that represent
the important moments during the respective type of
the event;

removing duplicate ones of the set of the digital photos

based on the determined diversity of the set of the
digital photos; and

adding another of the digital photos to the set of the digital

photos for an important moment of the respective type
of the event that 1s not represented by the set of the
digital photos.

5. The method as recited 1n claim 1, wherein:

the collection of the digital images are image frames of

one or more videos associated with the types of events;
and

the representative digital images are a set of the image

frames of the one or more videos that are representative
of important moments during the respective type of the
event.
6. The method as recited in claim 1, further comprising
receiving a designation of the types of events as an mnput to
a convolutional neural network that implements the unsu-
pervised feature learning from the collection of digital
1mages.
7. The method as recited 1n claim 1, wherein:
the types of events are different types of events;
the method further comprising receiving probability des-
ignations of the different types of the events; and
wherein said determining the importance rating of each
digital image 1s based at least in part on the probability
designations of the different types of the events.

8. The method as recited 1n claim 1, further comprising:

detecting one or more faces 1n each of the digital images
that include at least one face;

generating a representation of each of the digital images
that are detected having the at least one face, the
representations of the one or more faces emphasized
based on an importance of a person 1n the context of the
respective type of the event; and

wherein said determining the importance rating of each
digital 1mage 1s based at least in part on the represen-
tation for each of the respective digital images.

9. The method as recited 1n claim 8, further comprising:

receiving digital image metadata corresponding to each of
the respective digital images, the digital image meta-
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data that corresponds to a digital image designating the
importance of the person 1n the digital image; and

wherein said determining the importance rating of each
digital 1mage 1s based at least 1n part on the digital
image metadata corresponding to each of the respective
digital images.
10. The method as recited 1n claim 8, further comprising:
receiving a user input to one of emphasize the importance
of the person 1n the digital image or deemphasize the
importance of the person 1n the digital image; and

wherein said determining the importance rating of each
digital 1mage 1s based at least in part on the user input
as 1t pertains to one or more of the digital images that
include the person.

11. The method as recited 1n claim 1, further comprising;:

detecting physical features of one or more persons in one

or more of the digital images;

generating representations of one or more of the physical

features emphasized based on an importance of a
person 1n the context of the respective type of the event;
and

wherein said determining the importance rating of each

digital image 1s based at least in part on the represen-
tations of the one or more physical features for each of
the respective digital images.

12. A computing device implemented for event image
curation, the computing device comprising;:

memory configured to maintain a collection of digital

images associated with more than one type of event;

a curation application executed by a processor system, the

curation application configured to:

recerve the digital images;

determine the types of events and an importance rating of

cach digital image within each respective type of event,
the importance rating of a digital image representative
of an mmportance of the digital image in context of
coverage and diversity representing the type of the
event; and

generate an output of representative digital images from

the collection based on the importance rating of each
digital image in the context of the respective type of
event associated with the digital image.

13. The computing device as recited 1n claim 12, wherein
the importance rating ol a digital image 1s representative of
the coverage and diversity representing the type of the event
without consideration of 1image quality of the digital image.

14. The computing device as recited 1n claim 12, wherein:

the collection of the digital images 1s a digital photo

album of digital photos that are associated with the
types of events; and

the representative digital images are a set of the digital

photos that are representative of 1important moments
during a respective type of the event.

15. The computing device as recited 1n claim 14, wherein
the curation application 1s configured to:

determine the diversity of the set of the digital photos to

identily one or more of the digital photos that represent
the important moments during the respective type of
cvent,

remove duplicate ones of the set of the digital photos

based on the determined diversity of the set of the
digital photos; and

add another of the digital photos to the set of the digital

photos for an important moment of the respective type
of the event that 1s not represented by the set of the
digital photos.
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16. The computing device as recited 1n claim 12, wherein:

the collection of the digital images are 1image frames of

one or more videos associated with the types of events;
and
the representative digital images are a set of the image
frames of the one or more videos that are representative
of important moments during the respective type of the
event.
17. The computing device as recited 1n claim 12, wherein:
the types of events are different types of events;
the curation application 1s configured to:
receive designations of the different types of the events;
receive probability designations of the different types
of the events; and
said determine the importance rating of each digital
image based at least 1 part on the probability
designations of the different types of the events.
18. The computing device as recited 1n claim 12, wherein
the curation application 1s configured to:
detect one or more faces 1n each of the digital images that
include at least one face;
generate a representation of each of the digital images that
are detected having the at least one face, the represen-
tations of the one or more faces emphasized based on
an 1mportance of a person 1n the context of the respec-
tive type of the event; and
wherein the curation application 1s configured to said
determine the importance rating of each digital image
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based at least in part on the representation for each of
the respective digital images.

19. A method for event image curation, the method

comprising:

recetving a collection of digital images as an input to a
convolutional neural network, the digital images being
associated with a type of event;

determiming, using the convolutional neural network, one
or more important moments having occurred during the
event,

determining, using the convolutional neural network, an
importance rating of each digital image within the
collection of the digital images based on the determined
one or more important moments of the event, the
importance rating of a digital image determined 1n
context of an important moment that the digital image
represents during the event; and

generating an output of representative digital images from
the collection based on the importance rating of each
digital image as a representation of a respective 1impor-

tant moment of the event.

20. A method as recited 1n claim 18, wherein the impor-
tance rating of a digital image 1s representative of photo
coverage of the respective important moment of the event
without consideration of 1image quality of the digital image.
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