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1

METHOD AND SYSTEM FOR SMART
RESOURCE ALLOCATION

FIELD

The present disclosure generally relates to methods and
systems for resource allocation among a plurality of sys-
tems. In particular, the subject matter herein relates to
equipment failure timeline assessment and a smart resource
allocation method among a plurality of systems within a
drilling system.

BACKGROUND

Wellbores can be dnlled into the earth for a variety of
purposes including tapping into hydrocarbon bearing for-
mations to extract the hydrocarbons for use as fuel, lubri-
cants, chemical production, and other purposes. Systems for
drilling subterrancan wellbores can be complex, often
involving multiple subsystems. These systems must work 1n
conjunction in order to maintain a functioning well. The
drilling subsystems may include, for mstance, a rig subsys-
tem, a drilling fluid subsystem, and a bottom hole assembly
(BHA) subsystem. Each drilling subsystem typically col-
lects measurements from sensors to detect various params-
cters related to the drilling process. Drilling systems are
generally characterized by subsystem equipment and mea-
surement devices spread over large distances, which can
involve communication delays and mneflicient resource con-
sumption.

Several parameters can aflect the drlling operations
including drilling speed, mud equivalent circulating density
(ECD) and path orientation. Many control methods can
control an mdividual subsystem based on the above param-
cters. During the process, several of the systems may pull
from the same resources, for example, communication,
power, flow, and control mput. Each system 1s controlled
independently using automatic algorithms, such that the
individual systems can update or change their functions
based on different parameters. Any change in one subsys-
tem’s resource consumption can aflect the other subsystems
in a minimal or detrimental way.

BRIEF DESCRIPTION OF THE DRAWINGS

Implementations of the present technology will now be
described, by way of example only, with reference to the
attached figures, wherein:

FIG. 1 1s a diagram 1llustrating an exemplary drilling
system according to the disclosure herein;

FIG. 2 1s a diagram 1illustrating the interactions between
drilling subsystems, according to the disclosure herein;

FIG. 3A illustrates an exemplary system embodiment
according to the disclosure herein;

FIG. 3B illustrates a second exemplary system embodi-
ment according to the disclosure herein;

FIG. 4 1s a block diagram illustrating an exemplary
subsystem, according to the disclosure herein;

FI1G. 5 1s a flowchart illustrating a method for transmitting
measurements from each of a plurality of subsystems
according to the disclosure herein;

FIG. 6 1s a flowchart illustrating a method for identifying
an accurate drilling system 1dentification model according to
the disclosure herein;

FI1G. 7 1s a flowchart illustrating a method for generating
a resource allocation model according to the disclosure
herein;
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2

FIG. 8 1illustrates a block diagram for a dynamic risk
analysis and smart resource allocation scheme;

FIG. 9A illustrates an 1mrregularity 1n each of the plurality
ol subsystems;

FIG. 9B illustrates the failure index quantification
between the plurality of subsystems; and

FIG. 10 illustrates a dynamic risk analysis and resource
allocation scheme over a of time period.

DETAILED DESCRIPTION

It will be appreciated that for simplicity and clarity of
illustration, where appropriate, reference numerals have
been repeated among the different figures to indicate corre-
sponding or analogous elements. In addition, numerous
specific details are set forth in order to provide a thorough
understanding of the embodiments described herein. How-
ever, 1t will be understood by those of ordinary skill 1n the
art that the embodiments described herein can be practiced
without these specific details. In other instances, methods,
procedures, and components have not been described in
detail so as not to obscure the related relevant feature being
described. Also, the description 1s not to be considered as
limiting the scope of the embodiments described herein. The
drawings are not necessarily to scale and the proportions of
certain parts have been exaggerated to better illustrate
details and features of the present disclosure.

Several definitions that apply throughout this disclosure
will now be presented. The term “coupled” 1s defined as
connected, whether directly or indirectly through interven-
ing components, and 1s not necessarily limited to physical
connections. The connection can be such that the objects are
permanently connected or releasably connected. The terms
“comprising,” “including,” and “having” are used inter-
changeably in this disclosure. The terms “comprising,”
“including,” and “having” mean to include, but not neces-
sarily be limited to, the things so described.

Disclosed herein are a method and a system to balance
drilling performance and potential failure using a smart
resource allocation method. Real time data 1s obtained from
a plurality of subsystems, each of which 1s controlled by a
subsystem controller configured to control subsystem
resource consumption. Each subsystem can transmit data to
a resource allocation processor configured to optimize the
drilling process throughout the entire drilling system using
a smart resource allocation method to monitor and control
resource consumption ol each subsystem. The resource
allocation processor can generate a subsystem interaction
module based at least 1n part on measurements taken from
cach of the plurality of subsystems. The subsystem interac-
tion module can be compared to a dnlling system model in
order to determine 1f the resources are properly allocated
among the subsystems. If not, the resource allocation pro-
cessor can run a risk evaluation, such as an equipment
failure evaluation, based on the information gathered from
cach of the plurality of subsystems. A resource allocation
model can be created in order to eflectively distribute
resource use throughout the drilling system in order to avoid
system failure. The resource allocation module can be
transmitted to the subsystem controller for each of the
subsystems; the subsystem controllers can then activate the
subsystem actuator to adjust the resource consumption.

FIG. 1 illustrates a diagram of an exemplary embodiment
ol a wellbore operating environment 10 1n which a drilling
control apparatus, method, and system may be deployed 1n
accordance with certain embodiments of the present disclo-
sure. The wellbore operating environment 10 includes a
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plurality of drilling subsystems. For example, FIG. 1 depicts
the wellbore operating environment 10 as including a bot-
tom hole assembly (BHA) subsystem 25, dnlling fluid

system 50, and a rnig subsystem 75. However, the wellbore

operating environment 10 may include any number of 5

subsystems. Additionally, each of the subsystems illustrated
in FIG. 1 may be further divided into additional subsystems,
or may themselves be included in other subsystems, without
departing from the scope and spirit of the present disclosure.

As depicted 1 FIG. 1, the wellbore operating environ-

ment 10 may include a drilling rig 12 positioned above a
borehole 14. The drilling rig 12 includes a drill string 20

disposed within the borehole 14. A BHA subsystem 25 1s
located at the downhole end of the dnll string 20. The BHA
subsystem 23 includes a drill bit 22 that penetrates the earth
formation 24 to form a borehole 14. The BHA subsystem 25
turther includes a fluid-driven motor assembly 70 that drives
the drill bit 22. The BHA subsystem 25 may provide
directional control of the drnll bit 22. In at least one aspect
of the present disclosure, the drill bit 22 1s a rotatable drill
bit and the BHA subsystem is a steerable BHA subsystem 25
including a Measurement While Drilling (MWD) system
with various sensors 18 to provide information about the
carth formations 24 and downhole drilling parameters. The
MWD sensors in the BHA subsystem 25 may include, but
are not limited to, a device for measuring the formation
resistivity near the drill bit, a gamma ray device for mea-
suring the formation gamma ray intensity, devices for deter-
miming the inclination and azimuth of the dnll string, and
pressure sensors for measuring drilling tluid pressure down-
hole. The MWD may also include additional/alternative
sensing devices for measuring shock, vibration, torque,
telemetry, etc. The BHA subsystem 25 may further include
actuators capable of steering the drill bit 22 or otherwise
adjusting the path direction of the drill bit 22 and drill string
20. In at least one aspect of the present disclosure, the BHA
subsystem 235 includes a subsystem controller capable of
processing data obtained from sensors 18. The subsystem
controller can adjust the path direction of the drill bit 22 and
drill string 20 in response to the data by sending a command
signal to one or more actuators capable of adjusting the
subsystem resource consumption. The sensors 18 may trans-
mit data through a subsystem controller to a resource
allocation processor 100 on the earth’s surface using telem-
etry such as conventional mud pulse telemetry systems or
any wired, fiber optic, or wireless communication system.
The resource allocation processor 100 can include any
suitable computer, controller, or data processing apparatus
capable of being programmed to carry out the method and
apparatus as further described herein. The resource alloca-
tion processor 100 can also be communicatively coupled
with an mput device 115. The mput device can be any
suitable computer, controller, or data processing apparatus
capable of compiling observations input by users. As such,
the resource allocation processor 100 can process the sensor
data 1n accordance with the embodiments of the present
disclosure as described herein.

In the alternative, the resource allocation processor 100
can transmit the data to another location for processing. For
example, the resource allocation processor 100 can be
communicatively coupled with each of the subsystems via
the subsystem controllers and a network 110. The network
110 can be any network for transmitting and receiving data
from the subsystems, such as, a local area network (LAN),
wide area network (WAN), and telephone network, such as
a Public Switched Telephone Network (PTSN), an intranet,

the Internet, or combinations thereof. In at least one aspect
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4

of the present disclosure, the network 110 can be a telemetry
network, such as a mud pulse telemetry network, an elec-
tromagnetic telemetry network, a wired pipe network, a
pipe-in-pipe network, an acoustic telemetry network, a tor-
sion telemetry network, or combinations thereof. In the
alternative, the network 110 can be a combination of tradi-
tional or telemetry networks.

The resource allocation processor 100 can receive obser-
vations from the mput device 115 and measurement data
from one or more subsystem controllers. The resource
allocation processor 100 can also transmit instructions to
cach of the subsystem controllers. In at least one aspect of
the present disclosure, the resource allocation processor 100
can send instructions to each of the subsystem controllers
suilicient to coordinate resource consumption between the

subsystems of the drilling system during drilling operations.

Additionally, network 110 can facilitate communication
with servers or other shared data systems. For example, the
resource allocation processor 100 can share subsystem sen-
sor measurement data and subsystem controller actions with
servers, computers, or devices, including, but not limited to,
the mput device 115, over network 110.

In at least one aspect of the present disclosure, the BHA
subsystem 23 can 1nclude a Logging While Drilling (LWD)
System with additional sensors or logging tools 16. The
logging tools, sensors, or mstruments 16, can be any con-
ventional logging instrument, such as acoustic (sonic), neu-
tron, gamma ray, density, photoelectron, nuclear magnetic
resonance, or any other conventional logging instrument, or
combinations thereof, which can be used to measure lithol-
ogy or porosity of earth formations surrounding the borehole
14. The sensors or logging tools 16 can transmit data to the
resource allocation processor 100 through the subsystem
controllers using telemetry such as those discussed above.
The resource allocation processor 100 can process the sensor
data or transmit the data for processing at another location.

The BHA subsystem 25 can also include additional sen-
sors 1 conjunction with the fluid-driven motor 70 that can
monitor the revolutions per minute (RPM) of the motor 70
and 1dentily changes 1n torque or power required to maintain
constant rotation, such as a torque meter. Such sensors may
be internal or external to the fluid-driven motor 70.

In addition to MWD sensors, LWD sensors, and 1nstru-
mentation, wireline instrumentation can also be used 1n
conjunction with the BHA subsystem 25. The wireline
instrumentation can include any conventional logging
instrumentation which can be used to measure the lithology
and/or porosity of earth formations 24 surrounding a bore-
hole 14, for example, acoustic, neutron, gamma ray, density,
photoelectric, nuclear magnetic resonance, or any other
conventional logging nstrument, or combinations thereof.

As depicted 1 FIG. 1, a dnlling fluid subsystem 30 can
pump drilling mud 26 via pumps 38 from a storage reservoir
pit 28 near the wellhead 30, down an axial passageway (not
illustrated) through the drill string 20, through the fluid-
driven motor assembly 70, and out of a plurality of apertures
within the drill bit 22. As used herein, the term “drilling
mud” may be used interchangeably with “drilling fluid” to
refer to both dnlling mud alone and a mixture of drilling
mud and formation cuttings, or alternatively, to refer to both
drilling flmd alone and a mixture of drilling flmd and
formation cuttings. The drilling mud 26 then tlows back to
the surface through the annular region 32 between the drill
string 20 and the sidewalls 36 of the borehole 14. A metal
casing 34 may be positioned in the borehole 14 above the
drill bit 22 configured to maintain the integrity of the upper
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portion of the borehole 14 and prevent fluid transmission
(such as drnilling mud 26) between borehole 14 and earth
formation 24.

The drilling fluid subsystem 50 can include one or more
sensors capable of measuring the pumping rate or the
downhole drilling fluid flow rate. The drilling fluid subsys-
tem 50 can include one or more actuators configured to
adjust parameters with respect to pump 38, including, but
not limited to, pump rate and the drilling fluid flow rate. The
drilling mud can travel through a mud supply line 40 which
1s coupled with a central passageway extending throughout
the length of the drill string 20 and exits through apertures
in the drill bit 22 to cool and lubricate the drill bit 22 and
carry formation cuttings to the surface. The cuttings and
mud mixture pass through a fluid exhaust conduit 42,
coupled with the annular region 32 at the well head 30, mnto
a trough system 45 that can include shakers and a centrifuge
(not shown). The shakers can separate a majority of solids,
such as cuttings and fines, from the drilling mud 26. The
cleaned mud 1s then returned to the mud storage pit 28.

The dnlling fluid subsystem 50 can include sensors 1n the
trough system 45 configured to analyze the nature as well as
the volume, quantity, or weight of the cuttings and fines
being removed from the well. Additionally, the drilling tfluid
subsystem 50 may include sensors configured to determine
the particle size distribution (PSD), density, and/or visual
characteristics of the cuttings. For example, the drilling fluid
subsystem 30 may include sensors capable of determining
whether the cuttings are being efliciently removed from the
borehole 14. The drilling fluid subsystem 50 can include
actuators configured to adjust or control the performance of
the shakers and centrifuges. For example, the actuators can
control shaker parameters such as screen desk angle, vibra-
tion, G-force, and mud equivalent circulating density
(ECD).

The drilling fluid subsystem 50 can further include one or
more sensors configured to determine fluid properties of the
drilling mud. The drilling fluid subsystem 30 can also
include one or more mixers 35 to mix mud obtained from the
mud storage pit with appropriate additives. For example, the
mixers 35 can control the rheological properties of the
drilling fluid as well as the density, electrical stability,
percent solids, oil/water ratio, acidity (pH), salinity, and
particle size distribution. The drilling tluid subsystem 50 can
include one or more actuators to control the properties of the
drilling fluid. For example, the actuators can control additive
supply valves, feed rates, mixture composition, discharge
rates, and other aspects of the mixing process.

As described above, the wellbore operating environment
10 can further include a rig subsystem 75. The rng subsystem
75 can include a top drive motor 72, a draw works 73, a
rotary table 76, and a rotary table motor 74. The rotary table
motor 74 can rotate the drill string 20 or, 1n the alternative,
the drill string 20 can be rotated via the top drive motor 72.
The rig subsystem 75, at least in part, drives the drill bit 22
by providing suilicient weight-on-bit (WOB), revolutions
per minute (RPM) and torque to create the borehole 14. The
rig subsystem 75 can include one or more sensors to
measure, for mstance, RPM, WOB, torque-on-bit (TOB),
rate ol penetration (ROP), well depth, hook load, and
standpipe pressure. Additionally, the rig subsystem 75 can
include actuators to adjust or control the above described
drilling parameters.

Although FIG. 1 generally depicts a vertical wellbore, 1t
would be obvious to those skilled 1n the art that the present
disclosure 1s equally well suited for use 1n wellbores having
other orientations including horizontal wellbores, slanted
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wellbores, multilateral wellbores or the like. Additionally,
even though FIG. 1 depicts an onshore operation, the present
disclosure 1s equally well-suited for use 1n oflshore opera-
tions. Offshore o1l rigs that can be used 1n accordance with
the present disclosure include, but are not limited to, floaters,
fixed platforms, gravity-based structures, drill ships, semi-
submersible platforms, jack-up dnlling rigs, tension-leg
platforms, and the like. The present disclosure 1s also suited
for use in rigs ranging anywhere from small 1n size and
portable to bulky and permanent.

Although shown and described with respect to a rotary
drill system 1n FIG. 1, many types of drills can be employed
in carrying out embodiments of the mnvention including, but
not limited to, Auger drills, air core dnlls, cable tool drills,
diamond core drills, percussion rotary air blast (RAB) drills,
reverse circulation drills, and the like. Additionally, the
present disclosure 1s suited for use 1n any drilling operation
that generates a subterrancan borehole. For example, the
present disclosure 1s suited for drilling for hydrocarbon or
mineral exploration, environmental investigations, natural
gas extraction, underground instillation, mining operations,
water wells, geothermal wells, and the like.

An exemplary interaction between the above described
drilling subsystems i1s detailed 1n FIG. 2. As depicted 1n FIG.
2, control actions taken by any individual drilling subsys-
tems can aflect the performance of one or more other drilling
subsystems. For example, the drilling fluid subsystem 50
provides drilling mud that 1s circulated downhole to cool the
drill bit and transport the cuttings to the surface for disposal.
The dnlling fluid subsystem 50 includes a mud conditioning
system to process the circulated drilling fluid with shakers,
centrifuges, and other cutting removal equipment. Before
the drilling fluid 1s recirculated, make-up water and other
additives can be added to the drilling fluid to obtain the
desired density and rheological profile. As such, the drilling
fluid subsystem 30 directly determines the drilling fluid tlow
rate (downhole pumping rate) and the properties of the
drilling fluid (for example, the rate of additive or make-up
water added to the system). The drilling flmid properties and
downbhole drilling fluid flow rate can aflect the performance
and control parameters of the ng 75 and BHA 25 subsys-
tems. For example, the drilling fluid properties and flow rate
can determine 1n part the ability of the BHA subsystem 25
to eflectively control the well path direction. The drilling
fluid properties and flow rate can also aflect the rig subsys-
tem control parameters, such as WOB, TOB, or RPM,
necessary to create the borehole or achieve the desired ROP.

Similarly, a change 1n the well path direction, controlled
by the BHA subsystem 25, can require changes in the
drilling fluid properties or tlow rate, controlled by the
drilling flmd subsystem 30. The well path direction (con-
trolled by the BHA subsystem 25) can additionally affect the
rig subsystem 75 control decisions. Likewise, the manipu-
lation of rig subsystem 75 varnables, such as WOB and
RPM, can affect the control behaviors of the BHA subsystem
25 and the drilling fluid subsystem 50.

Retferring back to FIG. 1, each subsystem can include a
subsystem controller that 1s communicatively coupled with
at least one subsystem sensor and at least one subsystem
actuator. The subsystem controller can receirve measurement
data collected by subsystem sensors and determine a local
subsystem state based 1n part on the measurements received
from the subsystem sensors. Additionally, the subsystem
controller can send command signals to the subsystem
actuators and cause the actuators to adjust one or more
drilling parameter. For example, the actuators can convert
the command signals from subsystem controllers nto
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actions such as movement of a control valve shaft or the
change of speed of a pump. The command signals can
include, but are not limited to, electrical, pneumatic, hydrau-
lic, acoustic, electromagnetic radiation, and various combi-
nations thereof. The actuators can be of various kinds,
including, but not limited to, variable speed motors, variable
speed drives, pneumatic actuators, electrical actuators,
hydraulic actuators, rotary actuators, servo motor actuators,
and various combinations thereof. In some cases, the sub-
system controller can send command signals to a lower level
controller configured to activate an actuator to adjust sub-
system resource consumption. The lower level controllers
can be relatively simple controllers such as a proportional-
integral-derivative (PID) type controller or a control loop
teedback mechanism controller.

The subsystem controller can include any suitable com-
puter, controller, or data processing apparatus capable of
being programmed to carry out the method and apparatus as
turther described herein. FIGS. 3A and 3B illustrate exem-
plary subsystem controller embodiments which can be
employed to practice the concepts, methods, and techniques
disclosed herein. The more appropriate embodiment will be
apparent to those of ordinary skill in the art when practicing
the present technology. Persons of ordinary skill in the art
will also readily appreciate that other system embodiments
are possible.

FIG. 3 A illustrates a conventional system bus computing
system architecture 300 wherein the components of the
system are in electrical communication with each other
using a bus 305. System 300 can include a processing unit
(CPU or processor) 310 and a system bus 305 that couples
various system components including the system memory
315, such as read only memory (ROM) 320 and random
access memory (RAM) 335, to the processor 310. For
example, the resource allocation processor, input device, and
subsystem controllers of FIG. 1 can be a form of this
processor 310. The system 300 can include a cache of
high-speed memory connected directly with, 1n close prox-
imity to, or integrated as part of the processor 310. The
system 300 can copy data from the memory 315 and/or the
storage device 330 to the cache 312 for quick access by the
processor 310. In this way, the cache 312 can provide a
performance boost that avoids processor 310 delays while
waiting for data. These and other modules can control or be
configured to control the processor 310 to perform various
actions. Other system memory 315 may be available for use
as well. The memory 315 can include multiple different
types of memory with different performance characteristics.
It can be appreciated that the disclosure may operate on a
computing device 300 with more than one processor 310 or
on a group or cluster of computing devices networked
together to provide greater processing capability. The pro-
cessor 310 can include any general purpose processor and a
hardware module or software module, such as a first module
332, a second module 334, and third module 336 stored in
storage device 330, configured to control the processor 310
as well as a special-purpose processor where software
instructions are incorporated into the actual processor
design. The processor 310 may essentially be a completely
self-contained computing system, containing multiple cores
or processors, a bus, memory controller, cache, etc. A
multi-core processor may be symmetric or asymmetric.

The system bus 305 may be any of several types of bus
structures including a memory bus or a memory controller,
a peripheral bus, and a local bus using any of a variety of bus
architectures. A basic mput/output (BIOS) stored in ROM
320 or the like, may provide the basic routine that helps to
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transier information between elements within the computing
device 300, such as during start-up. The computing device
300 further includes storage devices 330 or computer-
readable storage media such as a hard disk drive, a magnetic
disk drive, an optical disk drive, a tape drive, a solid-state
drive, a RAM drive, a removable storage device, a redundant
array of mexpensive disks (RAID), a hybnd storage device,
or the like. The storage device 330 can include software
modules 332, 334, 336 for controlling the processor 310.
The system 300 can include other hardware or software
modules. The storage device 330 1s connected to the system
bus 305 by a drive interface. The drives and the associated
computer-readable storage devices provide non-volatile
storage of computer-readable instructions, data structures,
program modules and other data for the computing device
300. In one aspect, a hardware module that performs a
particular function includes the software components
shorted 1n a tangible computer-readable storage device 1n
connection with the necessary hardware components, such
as the processor 310, bus 305, and so forth, to carry out a
particular function. In the alternative, the system can use a
processor and computer-readable storage device to store
instructions which, when executed by the processor, cause
the processor to perform operations, a method or other
specific actions. The basic components and appropriate

variations can be modified depending on the type of device,
such as whether the device 300 1s a small, handheld com-
puting device, a desktop computer, or a computer server.
When the processor 310 executes instructions to perform
“operations”, the processor 310 can perform the operations
directly and/or facilitate, direct, or cooperate with another
device or component to perform the operations.

To enable user 1interaction with the computing device 300,
an put device 345 can represent any number of 1nput
mechanisms, such as a microphone for speech, a touch-
sensitive screen for gesture or graphical mput, keyboard,
mouse, motion input, speech and so forth. An output device
342 can also be one or more of a number of output
mechanisms known to those of skill in the art. In some
instances, multimodal systems can enable a user to provide
multiple types of input to communicate with the computing
device 300. The communications interface 340 can gener-
ally govern and manage the user input and system output.
There 1s no restriction on operating on any particular hard-
ware arrangement and therefore the basic features here may
casily be substituted for improved hardware or firmware
arrangements as they are developed.

Storage device 330 1s a non-volatile memory and can be
a hard disk or other types of computer readable media which
can store data that are accessible by a computer, such as
magnetic cassettes, flash memory cards, solid state memory
devices, digital versatile disks (DVDs), cartridges, RAMs
325, ROM 320, a cable contaiming a bit stream, and hybrids
thereof.

The logical operations for implementation of the present
disclosure can include: (1) a sequence of computer 1mple-
mented steps, operations, or procedures running on a pro-
grammable circuit with a general use computer, (2) a
sequence of computer implemented steps, operations, or
procedures running on a specific-use programmable circuit;
and/or (3) interconnected machine modules or program
engines within the programmable circuits. The system 300
shown 1 FIG. 3A can practice all or part of the recited
methods, can be a part of the recited systems, and/or can
operate according to instructions in the recited tangible
computer-readable storage devices.
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One or more parts of the example computing device 300,
up to and including the entire computing device 300, can be
virtualized. For example, a virtual processor can be a
soltware object that executes according to a particular
instruction set, even when a physical processor of the same
type as the virtual processor 1s unavailable. A virtualization
layer or a virtual “host” can enable virtualized components
of one or more different computing devices or device types
by translating virtualized operations to actual operations.
Ultimately however, virtualized hardware of every type 1s
implemented or executed by some underlying physical hard-
ware. Thus, a virtualization compute layer can operate on
top of a physical compute layer. The virtualization compute
layer can include one or more of a virtual machine, an
overlay network, a hypervisor, virtual switching, and any
other virtualization application.

The processor 310 can include all types of processors
disclosed herein, including a virtual processor. However,
when referring to a virtual processor, the processor 310
includes the software components associated with executing
the virtual processor 1n a virtualization layer and underlying,
hardware necessary to execute the virtualization layer. The
system 300 can include a physical or virtual processor 310
that receives instructions stored in a computer-readable
storage device, which causes the processor 310 to perform
certain operations. When referring to a virtual processor
310, the system also includes the underlying physical hard-
ware executing the virtual processor 310.

FIG. 3B illustrates an example computer system 350
having a chipset architecture that can be used 1n executing
the described method and generating and displaying a
graphical user interface (GUI). Computer system 350 can be
computer hardware, software, and firmware that can be used
to 1mplement the disclosed technology. System 350 can
include a processor 355, representative ol any number of
physically and/or logically distinct resources capable of
executing software, firmware, and hardware configured to
perform 1dentified computations. Processor 355 can com-
municate with a chupset 360 that can control mput to and
output from processor 355. Chipset 360 can output infor-
mation to output device 365, such as a display, and can read
and write mformation to storage device 370, which can
include magnetic media, and solid state media. Chipset 360
can also read data from and write data to RAM 375. A bridge
380 for interfacing with a variety of user interface compo-
nents 385 can include a keyboard, a microphone, touch
detection and processing circuitry, a pointing device, such as
a mouse, and so on. In general, mputs to system 350 can
come from any of a variety of sources, machine generated
and/or human generated.

Chipset 360 can also interface with one or more commu-
nication interfaces 390 that can have different physical
interfaces. Such communication mterfaces can include inter-
faces for wired and wireless local area networks, for broad-
band wireless networks, as well as personal area networks.
Some applications of the methods for generating, displaying,
and using the GUI disclosed herein can include receiving
ordered datasets over the physical interface or be generated
by the machine itself by processor 355 analyzing data stored
in storage 370 or RAM 375. Further, the machine can
receive mputs from a user via user interface components 385
and execute appropriate functions, such as browsing func-
tions by interpreting these inputs using processor 355.

It can be appreciated that systems 300 and 350 can have
more than one processor 310, 355 or be part of a group or
cluster of computing devices networked together to provide
processing capability. For example, the processor 310, 355
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can include multiple processors, such as a system having
multiple, physically separate processors 1n different sockets,
or a system having multiple processor cores on a single
physical chip. Similarly, the processor 310 can include
multiple distributed processors located 1n multiple separate
computing devices, but working together such as via a
communications network. Multiple processors or processor
cores can share resources such as memory 315 or the cache
312, or can operate using independent resources. The pro-
cessor 310 can include one or more of a state machine, an
application specific integrated circuit (ASIC), or a program-
mable gate array (PGA) including a field PGA.

Methods according to the alforementioned description can
be implemented using computer-executable instructions that
are stored or otherwise available from computer readable
media. Such nstructions can comprise nstructions and data
which cause or otherwise configured a general purpose
computer, special purpose computer, or special purpose
processing device to perform a certain function or group of
functions. Portions of computer resources used can be
accessible over a network. The computer executable mstruc-
tions may be binaries, intermediate format instructions such
as assembly language, firmware, or source code. Computer-
readable media that may be used to store instructions,
information used, and/or information created during meth-
ods according to the aforementioned description include
magnetic or optical disks, flash memory, USB devices
provided with non-volatile memory, networked storage
devices, and so on.

For clarity of explanation, 1n some 1nstances the present
technology may be presented as including individual func-
tional blocks including functional blocks comprising
devices, device components, steps or routines in a method
embodied 1n software, or combinations of hardware and
software. The functions these blocks represent may be
provided through the use of either shared or dedicated
hardware, including, but not limited to, hardware capable of
executing soitware and hardware, such as a processor 310,
that 1s purpose-built to operate as an equivalent to software
executing on a general purpose processor. For example, the
functions of one or more processors represented in FIG. 3A
may be provided by a single shared processor or multiple
processors. (Use of the term “processor” should not be
construed to refer exclusively to hardware capable of
executing soiftware). Illustrative embodiments may include
microprocessor and/or digital signal processor (DSP) hard-
ware, ROM 320 for storing soitware performing the opera-
tions described below, and RAM 335 for storing results.
Very large scale integration (VLSI) hardware embodiments,
as well as custom VLSI circuitry in combination with a
general purpose DSP circuit, may also be provided.

The computer-readable storage devices, mediums, and
memories can include a cable or wireless signal containing
a bit stream and the like. However, when mentioned, non-
transitory computer-readable storage media expressly
exclude media such as energy, carrier signals, electromag-
netic waves, and signals per se.

Devices implementing methods according to these dis-
closures can comprise hardware, firmware and/or software,
and can take any of a variety of form factors. Such form
factors can include laptops, smart phones, small form factor
personal computers, personal digital assistants, rackmount
devices, standalone devices, and so on. Functionality
described herein also can be embodied in peripherals or
add-in cards. Such functionality can also be implemented on
a circuit board among different chips or diflerent processes
executing 1n a single device.
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The 1nstructions, media for conveying such instructions,
computing resources for executing them, and other struc-
tures for supporting such computing resources are means for
providing the functions described in these disclosures.

A general subsystem 120 according to the disclosure
heremn 1s illustrated i FIG. 4. The subsystem 120 can
contain a subsystem controller 122 coupled with a processor
124, wherein the processor further comprises a memory 126.
The subsystem controller 122 1s further communicatively
coupled with a sensor 128 and an actuator 130 via a network
110. The network 110 can be any network capable of
transmitting and receiving data, as described 1n detail above
with respect to FIG. 1. While FIG. 4 generally depicts a
subsystem 120 having a single sensor 128 and a single
actuator 130, 1t should be obvious to those skilled 1n the art
that the subsystem can include any number of sensors 128 or
actuators 130 without departing from the disclosure.

A method for resource allocation throughout a drnlling
system, such as the one described above with respect to
FIGS. 1-4, can follow the flow diagrams 500, 600, and 700
as depicted i FIGS. 5-7, respectively. A method 500 for
transmitting measurements from each of the plurality of
subsystems 1s shown in FIG. 5. For example, beginning at
block 510, a dnlling system 1s provided comprising a
plurality of subsystems spaced throughout the drilling sys-
tem. While the illustrated example shows a drilling system
comprising three subsystems, 1t should be noted that any
number of subsystems can be present. In block 520, a sensor
of subsystem 1 obtains a measurement. The measurement
taken by the sensor can be, but 1s not limited to, hook load,
top-drive torque, pump/choke, pressure/opening, BHA tool-
face, and rotational position and speed.

Similarly, at blocks 522 and 524 a measurement 1is
obtained from the sensor of subsystem 2 and subsystem 3,
respectively. In block 540, the measurement taken from each
of subsystems 1, 2, and 3 1s transmitted to a resource
allocation processor. The method can repeat 1tself such that
measurements for each subsystem are continuously taken.

A method 600 for identitying a drilling system 1dentifi-
cation method for a drilling system 1s shown 1n FIG. 6. For
example, beginning at block 610 the resource allocation
processor receives a transmission of measurement data from
cach of the plurality of subsystems. At block 620, the
resource allocation processor generates a subsystem inter-
action model. The subsystem interaction model can be based
at least 1n part on the measurement data from each of the
plurality of subsystems. The model can also be based on
specific physical characteristics of each individual subsys-
tem. At block 630, the resource allocation processor uses the
received mnformation and the subsystem interaction model to
identily a drilling system 1dentification model, representing
the interaction between each of the subsystems. At block
640, a risk threshold 1s calculated. The risk threshold 1s
determined using the drilling system 1dentification model to
evaluate kinematics data. A model evaluation, or residue
estimation, 1s conducted to evaluate the accuracy of the
drilling system identification model identified at block 630.
At block 630, a nisk evaluation 1s performed. The risk
evaluation uses both the subsystem interaction model and
the risk threshold to run an automatic risk analysis using a
distributed system fault analysis technique. The risk evalu-
ation 1s used to determine a time frame 1n which the current
drilling system identification model will lead to overall
system failure.

At block 660, the resource allocation processor deter-
mines whether or not the dnlling system identification
model exceeds the uncertainty level, or residue threshold.
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The uncertainty level 1s determined based on the residue
between the data and the drilling system identification
model. IT the residue has a trend which exceeds the uncer-
tainty level, the method proceeds to block 670, and a new
drilling system 1dentification model 1s calculated to achieve
a more accurate model. If the residue 1s within the uncer-
tainty level, the current drilling system 1dentification model
1s sullicient, the method proceeds to block 680 and the
drilling system identification model remains unchanged.

A method 700 for allocating a plurality of resources
throughout a dnlling system using a resource allocation
processor 15 shown 1n FIG. 7. For example, beginning at
block 710, the resource allocation processor uses the results
of the risk evaluation to generate a resource allocation model
for the dnlling system. The resource allocation model can
be, but 1s not limited to, a strategy for allocating each of a
plurality of resources. The resource allocation model
includes a breakdown of which subsystems have access to
which resources and how much of each resource the sub-
system can consume.

At block 720, the resource allocation model 1s transmaitted
to each of the plurality of subsystems. At block 730, the
actuator of subsystem 1 1s activated such that 1t adjusts the
resource consumption of subsystem 1 to comply with the
resource allocation model provided. Similarly, the actuators
of subsystems 2 and 3 are activated in blocks 732 and 734,
respectively, to allow subsystems 2 and 3 comply with the
resource allocation model. The above described process can
repeat on a continuous loop, such that the global processor
1s constantly updated with the real-time data from each of
the subsystems.

EXAMPLES

The following examples are provided to illustrate the
subject matter of the present application. The examples are
not intended to limit the scope of the present disclosure and
should not be so interpreted.

Example 1—Rig to BHA

Drilling dynamics, such as axial and rotational motion of
the system can aflect the interaction between subsystems,
and 1 turn affect equipment failure. FIG. 8 illustrates a
diagram 800 of dynamic risk analysis and smart resource
allocation between the rig subsystem and the BHA subsys-
tem. The drilling dynamics between the rig and BHA
subsystems 810, such as axial and rotational motion of the
system, can be sensed using multiple methods. In block 820
the drilling dynamics are sensed using an MWD device or
users who are able to 1nput their observations in real-time.
In addition, at block 830 kinematics, such as formation
change, borehole shape, rock mechanics, and bit wear, can
be measured or derived from logging or survey data.

To determine a dynamic subsystem model, both the
logging/survey data and the MWD/observation data are
compiled over a predefined interval of time. The dynamic
subsystem model can be a general, nonlinear time variation
and, during a short duration of time, the system can be
approximated as a linear model (for example, a lumped mass
model or a finite element model). For the purposes of this
example, a linear model 1s used. A subsystem interaction
model can be determined using the drilling system model,
the interaction model 1s configured to reflect the coupling of
the subsystems involved in the dnlling system and can be
derived using Equation 1.

Xy =4, X 45, U

(1)
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Wherein X, are interaction states that reflect the impact of
input from subsystem j (U;) onto the original states of
subsystem 1, and A, and B, each represent drilling dynamics
for subsystems 1 and j as described above. For example, Eqn.
1 can be used to evaluate how the drilling speed can be
impacted by the surface input (hook load and torque) or fluid
properties (density, viscosity, and flow rate), and how the
drilling fluid circulation efliciency i1s impacted by pump/
choke pressure, drill string rotational speed, and ROP.

At block 840, the system 1dentification module can evalu-
ate the kinematic data in order to calculate a risk threshold,
to determine whether a failure event will occur during the
drilling process. For example, when the bit travels through
critically thin formation, the risk threshold 1s low because a
small deviation 1n the drilling dynamics and drilling path can
lead to system {failure.

At block 850, the model, determined above, and a pre-
determined residue threshold, can be used to evaluate the
accuracy of the overall drilling system model. If the residue
between the newly accumulated data and the drilling system
model 1s less than the predetermined threshold, the model
remains the same. In the alternative, i1t the residue between
the data and the drilling system model exceeds the prede-
termined threshold, the system identification no longer
matches the overall system and the model must be changed.

The risk evaluation module automatically checks the risks
based on the model and the risk threshold and calculates the
best resource allocation model. At block 860 a failure
evaluation 1s performed to determine the likelihood of the
drilling system will go into failure. The failure evaluation
can be, but 1s not limited to, an equipment failure or a
drilling failure. Assuming, for the purposes of this Example,
the resource allocation model 1s configured to minimize
cost, a pre-defined cost function can be embedded in the
system failure analysis. The cost function can be in deter-
mimstic form, as shown in Equation 2.

c(t)=[[a ((ROP-ROP*)’+a,r 2 +ayw’+a (e _-e * Y+

asu’+agf7’ ] (2)

In the alternative, the cost function can be in a stochastic
form, as shown 1n Equation 3.

c(t)=Ef[a (ROP-ROP*Y’+a-r P+azw’+a,le -e *)*+

asi+agf 7] (3)

Wherein u denotes the inputs of each of the plurality of
subsystems, r, denotes the energy dissipation ration, w
denotes the bit wear and the mud motor wear, ¢. and ¢_*
denote the real and desired cutting efliciency (respectively),
ROP and ROP* denote the real and desired rate of penetra-
tion, and {1, denotes the failure index of the overall system.
As shown above, 1, 1s a function of T, the time interval it
takes for the system to reach failure. Therefore, the larger the
time interval (1) the lower 1 will be. While the Eqgns. 2 and
3 above are configured to minimize cost, those of skill 1n the
art would understand that similar Equations can be used to
achieve other system goals.

For the purposes of this disclosure, system {failure 1s
defined as an event would render the drilling system unable
to operate. For example, the risk threshold for ECD 1s the
downhole drilling pressure margin, and an event where the
ECD exceeds the margin would be considered a system
tailure. In Eqns. 2 and 3, a, to a, denote the weights that sum
to 1, herein a,z0 for any 1. The weights can be adapted to the
drilling environment (for example, a critical event such as
changing the bit will trigger the weight change 1n the cost
function).

In block 870, a resource allocation model 1s determined.
The optimization 1n the distributed control can be to opti-
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mize the overall system by adjusting the subsystem’s inputs,
such as local mputs u of each of the plurality of subsystems
to minimize the cost functions, as shown 1n Eqgns. 2 and 3,
subject to the constraints of Eqn. 1 and the local input
constraints. In the above described situation, the risk metric
1s balanced with a reward metric, risk can be taken (for
example, increased WOB or reducing control) 1f the reward
(for example, ROP) 1s worth the risk.

In block 880 the subsystem controllers receive the
resource allocation model and in response adjust the
resource consumption of each of the subsystems.

Example 2—Determining System Failure

The risk analysis can be configured to quantily potential
damage to the overall system of subsystem input by agitat-
ing the subsystem inputs and estimating the time until
system failure. The impact of each subsystem on the overall
system 1s shown i FIGS. 9A and 9B. For the purposes of
this Example, generic subsystems (ul-u3) are used.

FIG. 9A illustrates which of subsystem ul to u3 1s agitated
in a series of Scenarios. The results of each agitation 1s
shown 1n FIG. 9B. Scenario 1 shows the drilling trajectory
over 20 minutes when each of the subsystem’s 1nputs (ul to
u3) remain the same. Scenarios 2-4 show how the drilling
trajectory would deviate when one of the subsystem inputs
1s perturbed. In FIG. 9A, Scenario 2 shows a change 1n the
input of subsystem ul, Scenario 3 shows a change 1n the
input of subsystem u3, and Scenario 4 shows a change 1n the
input of subsystem u2.

FIG. 9B shows that the mput of subsystem ul (Scenario
2) does not significantly aflect the drilling trajectory. In the
alternative, the overall system 1s significantly aflected by a
change 1n the mputs of subsystems u2 and u3, as shown 1n
Scenar1os 3 and 4. In Scenario 4, an adjustment of the input
of subsystem u3, affects the drilling trajectory quickly and
on a large scale; failure occurs in almost half the time of
Scenario 3.

In this Example, the failure index for the overall system
was quantified based on both the deviation degree and the
deviation speed. Based on the above defined quantifications,
it can be shown that subsystem u2 is the most “dangerous”
to the overall drilling system performance. Thus the 1,

corresponding to subsystem u2 1s high.

In the alternative, the failure index can be calculated
based on probability. For example, the probability that the
overall system would exceed the failure margin can be
quantified for each subsystem’s 1input disturbances or
changes. The higher probability and shorter time period 1n
which a subsystem would induce the overall system failure,
the higher corresponding 1.~ The failure index quantification
can then be applied to the risk analysis function, as described
by Eqgns. 2 and 3.

In addition, similar failure index quantifications can be
applied 1n order to quantily the subsystem’s involuntary
failure, 1n order to model the mnaccuracy of each subsystem.
For example, when the risk analysis shows the current model
does not match the drilling system identification model, or
shows that the system 1s at high risk with normal subsystem
inputs, 1t indicates the need to update the drilling system
identification model.

Example 2—Smart Resource Allocation

After the system {failure analysis 1s performed, the
resources used throughout the drilling system can be re-
allocated between each of the plurality of subsystems.
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Resources can include, but are not limited to, communica-
tion band-width, control energy, band width and priority, and
computational resources. Using the Scenarios provided in
FIGS. 9A and 9B, the resource allocation processor can
automatically assign resources, or priorities, to each of the
plurality of subsystems 1n the following order: subsystem
u2>u3>ul, based on their impacts to the overall drilling
system performance. Thus, the subsystem controller for
subsystem u2 needs to be the strictest, acquiring more
real-time data and more frequent model updates, and requir-
ing more communication power and computational allow-
ance.

Compared to subsystem u2, subsystem u3 can be moni-
tored and manipulated at a slower pace, since the subsystem
will not cause failure as quickly. Subsystem ul requires the
least amount of resources, since disturbance in subsystem ul
does not significantly affect the overall drilling performance.

In addition to resource competition, the subsystems can
also be subject to local interaction constraints. For example,
the highest priority 1s to operate the most “dangerous”™
subsystem within its operation constraints, which can com-
promise the performance of the other subsystems. FIG. 10
illustrates how the resources can be smartly allocated
throughout the drilling system.

FI1G. 10 shows the drilling conditions at each of a plurality
of times, T,-T5. At each time period, the subsystem inter-
action model 1s approximated using linear interaction mod-
¢ls, as described above, an equipment failure evaluation 1s
conducted and the residue threshold 1s quantified for each of
the plurality of subsystems. The resources are then allocated
to each subsystem based on the risk analysis and failure
index. As the failure evaluation 1s adapted to the operation
condition, the subsystem’s risk impacts vary, thus resource
assignment 1s time dependent. For example, at T, subsys-
tem 2 1s the highest risk and thus requires the largest
allocation of resources. At 'T,, the drilling system conditions
have changed and subsystem 1 presents the highest risk of
tailure, thus the resources are reallocated such that subsys-
tem 1 can have more control. Similarly, at T;, the drilling
system conditions have changed again, requiring resource
allocation to adjust and provide the majority of resource
control to subsystem 3.

The subsystem controller for each of the plurality of
subsystems can be designed based on the smartly allocated
resource. For example, a conservative controller can be
adopted for a high risk subsystem, while a comprehensive
controller can be designed for subsystem with high access to
resources, an aggressive controller can be applied to a low
risk subsystem, and a robust controller can be applied to a
subsystem with high communication delays. The selected
controllers can then be implemented throughout each of the
subsystems to regulate the overall system performance,
allowing for a low risk, high performance drilling system.

Numerous examples are provided herein to enhance
understanding of the present disclosure. A specific set of
statements are provided as follows.

Statement 1: A system comprising a plurality of subsys-
tems, each subsystem comprising a subsystem controller
communicatively coupled with a sensor, an actuator, and a
subsystem processor, wherein the sensor obtains a measure-
ment; and a resource allocation processor communicatively
coupled with each of the plurality of subsystems, the
resource allocation processor comprising a memory storing,
instructions which cause the resource allocation processor
to: determine a drilling system model, receive the measure-
ments from each of the plurality of subsystems, generate a
subsystem 1nteraction model based at least in part on the
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dynamic subsystem model of each of the plurality of sub-
systems, run a risk evaluation based at least 1n part on the
subsystem interaction module and a risk threshold, generate
a resource allocation model, and transmit the resource
allocation model to each of the plurality of subsystems; and
wherein the subsystem controller 1n each of the plurality of
subsystems activates the actuator to adjust a subsystem
parameter to meet the resource allocation model.

Statement 2: A system according to Statement 1, further
comprising an mput device coupled with the resource allo-
cation processor.

Statement 3: A system according to Statement 1 or
Statement 2, wherein each of the plurality of subsystems are
one of a rig subsystem, a mud circulation subsystem, and a
bottom hole assembly (BHA) subsystem.

Statement 4: A system according to Statements 1-3,
wherein the measurement taken by the sensor of the BHA
subsystem 1s selected from the group consisting of a forma-
tion resistivity near the dnll bit, a formation gamma ray
intensity, a formation porosity, a formation lithology, an
inclination of the dnll string, an azimuth of the drill string,
a downhole flmid pressure, a shock, a vibration, a torque, a
revolution per minute (RPM) of the fluid-driven motor, a
change in torque of the fluid-driven motor, a change 1n
power of the fluid-driven motor, a dnll string telemetry, and
a drill bit telemetry.

Statement 5: A system according to Statements 1-4,
wherein the subsystem controller of the BHA subsystem
transmits measurements obtained from the sensor to the
resource allocation processor.

Statement 6: A system according to Statements 1-5,
wherein the sensor of the BHA subsystem 1s selected from
the group consisting of an acoustic logging tool, a neutron
logging tool, a gamma ray logging tool, a density logging
tool, a photoelectron logging tool, and a nuclear magnetic
resonance (NMR) logging tool.

Statement 7: A system according to Statements 1-6,
wherein the subsystem parameter controlled by the actuator
of the BHA subsystem 1is selected from the group consisting
of a well path, a dr1ll bit orientation, a path, a steering, and
a dnll string orientation.

Statement 8: A system according to Statements 1-7,
wherein the measurement taken by the sensor of the rig
subsystem 1s selected from the group consisting of an RPM,
a weight-on-bit (WOB), a torque-on-bit (TOB), a rate of
penetration (ROP), a well depth, a hook load, and a stand-
pipe pressure.

Statement 9: A system according to Statements 1-8,
wherein the subsystem controller of the rig subsystem
transmits measurements obtained from the sensor to the
resource allocation processor.

Statement 10: A system according to Statements 1-9,

wherein the subsystem parameter controlled by the actuator
of the ng subsystem 1s selected from the group consisting of
an RMP, a WOB, a TOB, an ROP, and a hook load.
Statement 11: A system according to Statements 1-10,
wherein the measurement taken by the sensor of the mud
circulation subsystem 1s selected from the group consisting
of a dnilling fluid flow rate, a drilling fluid pump rate, a
volume of cuttings, a lithology of cuttings, a quantity of
cuttings, a weight of cuttings, a density of cuttings, a shape
and morphology of cuttings, a visual characteristics of
cuttings, a particle size distribution (PSD) of cuttings, a
welght and volume of fines, a PSD of fines, a drilling fluid
rheology, a drilling fluid density, an electrical stability of the
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drilling fluid, a percent solids, an o1l to water ratio, a drilling
fluid pH, a drilling flmd salinity, and a PSD of the drilling
fluad.

Statement 12: A system according to Statements 1-11,
wherein the subsystem controller of the mud circulation
subsystem transmits measurements obtained from the sensor
to the resource allocation processor.

Statement 13: A system according to Statements 1-12,
wherein the subsystem parameter controlled by the actuator
of the mud circulation subsystem 1s selected from the group
consisting of a drilling fluid pumping rate, a drilling fluid
flow rate, a shaker screen desk angle, a shaker vibration, a
shake G-force, a cutting conveyance velocity, a drilling fluid
composition, a drilling fluid additive supply valve, a drilling
fluid additive feed rate, and a drilling fluid discharge rate.

Statement 14: A system according to Statements 1-13,
wherein the subsystem controller of each of the plurality of
subsystems transmits a plurality of control signals to the
actuator of each of the plurality of subsystems.

Statement 15: A system according to Statements 1-14,
wherein the drilling system model maximizes the time
period the drilling system can operate prior to a failure.

Statement 16: A system according to Statements 1-15,
wherein the subsystem interaction module comprises the
tollowing equation Xg:AngBng wherein X, are interac-
tion states and U, 1s subsystem j.

Statement 17: A system according to Statements 1-16,
wherein the risk threshold 1s a predetermined range.

Statement 18: A system according to Statements 1-17,
wherein the risk evaluation evaluates a time period 1n which
the drilling system will go into failure.

Statement 19: A system according to Statements 1-20,
wherein the resource allocation model controls a plurality of
resources.

Statement 20: A system according to Statements 1-19,
wherein the resource allocation model determines an order
of priority for each of the plurality of subsystems with
respect to each the plurality of resources.

Statement 21: A method comprising providing a drilling
system comprising a plurality of subsystems, each of the
plurality of subsystems comprising a subsystem controller
communicatively coupled with a sensor, an actuator, and a
subsystem processor; obtaining, at the sensor, a measure-
ment; providing a resource allocation processor communi-
catively coupled with each of the plurality of subsystems;
determining a drilling system model; receiving, from each of
the subsystem controllers, the measurement data; generating,
a subsystem interaction model based at least 1n part on the
dynamic subsystem model of each of the plurality of sub-
systems; running a risk evaluation based at least 1n part on
the subsystem interaction module and a risk threshold;
generating a resource allocation model; transmitting, from
the resource allocation processor, the resource allocation
model to each of the plurality of subsystems; and activating,
at each of the plurality of subsystems, the actuator to adjust
a subsystem parameter to meet the resource allocation
model.

Statement 22: A method according to Statement 21,
further comprising receiving data from an input device
coupled with the resource allocation processor.

Statement 23: A method according to Statement 21 or
Statement 22, wherein each of the plurality of subsystems
are one of a rig subsystem, a mud circulation subsystem, and
a bottom hole assembly (BHA) subsystem.

Statement 24: A method according to Statements 21-23,
wherein the measurement taken by the sensor of the BHA
subsystem 1s selected from the group consisting of a forma-
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tion resistivity near the drill bit, a formation gamma ray
intensity, a formation porosity, a formation lithology, an
inclination of the dnll string, an azimuth of the drill string,
a downhole fluid pressure, a shock, a vibration, a torque, a
revolution per minute (RPM) of the fluid-driven motor, a
change in torque of the fluid-driven motor, a change 1n
power of the fluid-driven motor, a dnll string telemetry, and
a dnill bit telemetry.

Statement 25: A method according to Statements 21-24,

wherein the subsystem controller of the BHA subsystem
transmits measurements obtained from the sensor to the
resource allocation processor.

Statement 26: A method according to Statements 21-25,
wherein the sensor of the BHA subsystem 1s selected from
the group consisting of an acoustic logging tool, a neutron
logging tool, a gamma ray logging tool, a density logging
tool, a photoelectron logging tool, and a nuclear magnetic
resonance (NMR) logging tool.

Statement 27: A method according to Statements 21-26,
wherein the subsystem parameter controlled by the actuator
of the BHA subsystem 1is selected from the group consisting
of a well path, a dr1ll bit orientation, a path, a steering, and
a drill string orientation.

Statement 28: A method according to Statements 21-27,
wherein the measurement taken by the sensor of the rig
subsystem 1s selected from the group consisting of an RPM,
a weight-on-bit (WOB), a torque-on-bit (TOB), a rate of
penetration (ROP), a well depth, a hook load, and a stand-
pIpe pressure.

Statement 29: A method according to Statements 21-28,
wherein the subsystem controller of the rig subsystem
transmits measurements obtained from the sensor to the
resource allocation processor.

Statement 30: A method according to Statements 21-29,
wherein the subsystem parameter controlled by the actuator
of the ng subsystem 1s selected from the group consisting of
an RMP, a WOB, a TOB, an ROP, and a hook load.

Statement 31: A method according to Statements 21-30,
wherein the measurement taken by the sensor of the mud
circulation subsystem 1s selected from the group consisting
of a dnlling fluid flow rate, a drilling fluid pump rate, a
volume of cuttings, a lithology of cuttings, a quantity of
cuttings, a weight of cuttings, a density of cuttings, a shape
and morphology of cuttings, a visual characteristics of
cuttings, a particle size distribution (PSD) of cuttings, a
weight and volume of fines, a PSD of fines, a drilling fluid
rheology, a drnilling fluid density, an electrical stability of the
drilling flmid, a percent solids, an o1l to water ratio, a drilling
fluid pH, a dnilling fluid salinity, and a PSD of the drilling
flud.

Statement 32: A method according to Statements 21-31,
wherein the subsystem controller of the mud circulation
subsystem transmits measurements obtained from the sensor
to the resource allocation processor.

Statement 33: A method according to Statements 21-32,
wherein the subsystem parameter controlled by the actuator
of the mud circulation subsystem 1s selected from the group
consisting of a drilling fluid pumping rate, a drilling fluid
flow rate, a shaker screen desk angle, a shaker vibration, a
shake G-force, a cutting conveyance velocity, a drilling fluid
composition, a drilling fluid additive supply valve, a drilling
fluid additive feed rate, and a drilling flmd discharge rate.

Statement 34: A method according to Statements 21-33,
turther comprising transmitting a plurality of control signals
from the subsystem controller to the actuator of each of the
plurality of subsystems.
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Statement 35: A method according to Statements 21-34,
wherein the dnlling system model maximizes the time
period the drilling system can operate prior to a failure.

Statement 36: A method according to Statements 21-35,
wherein the subsystem interaction module comprises the
tollowing equation Xy.:AngBy.Uj wherein X, are interac-
tion states and U, 1s subsystem j.

Statement 37: A method according to Statements 21-36,
wherein the risk threshold 1s a predetermined range.

Statement 38: A method according to Statements 21-37,
wherein the risk evaluation evaluates a time period 1n which
the drilling system will go into failure.

Statement 39: A method according to Statements 21-38,
wherein the resource allocation model controls a plurality of
resources.

Statement 40: A method according to Statements 21-39,
wherein the resource determines an order of priority for each
of the plurality of subsystems with respect to each of the
plurality of resources.

Statement 41: An apparatus comprising a plurality of
subsystems comprising communicatively coupled with a
resource allocation processor, wherein each of the plurality
of subsystems comprises a controller communicatively
coupled with a sensor, an actuator, and a processor, and
wherein the processor further comprises a memory storing,
instructions which cause the processor to: receive, from the
sensor, a measurement, transmit, from the controller, the
measurement to the resource allocation processor, receive,
from the resource allocation processor, a resource allocation
model, and activate the actuator to adjust a parameter to
meet the resource allocation model.

Statement 42: An apparatus according to Statement 41,
wherein each of the plurality of subsystems are one of a rig
subsystem, a mud circulation subsystem, and a bottom hole
assembly (BHA) subsystem.

Statement 43: An apparatus according to Statement 41 or
Statement 42, wherein the measurement taken by the sensor
of the BHA subsystem 1is selected from the group consisting
of a formation resistivity near the drill bit, a formation
gamma ray intensity, a formation porosity, a formation
lithology, an inclination of the drill string, an azimuth of the
drill string, a downhole fluid pressure, a shock, a vibration,
a torque, a revolution per minute (RPM) of the fluid-driven
motor, a change in torque of the fluid-driven motor, a change
in power of the fluid-driven motor, a drill string telemetry,
and a drill bit telemetry.

Statement 44: An apparatus according to Statements
41-43, wherein the subsystem controller of the BHA sub-
system transmits measurements obtained from the sensor to
the resource allocation processor.

Statement 45: An apparatus according to Statements
41-44, wherein the sensor of the BHA subsystem 1s selected
from the group consisting of an acoustic logging tool, a
neutron logging tool, a gamma ray logging tool, a density
logging tool, a photoelectron logging tool, and a nuclear
magnetic resonance (NMR) logging tool.

Statement 46: An apparatus according to Statements
41-45, wherein the subsystem parameter controlled by the
actuator of the BHA subsystem 1s selected from the group
consisting of a well path, a drill bit orientation, a path, a
steering, and a dnll string orientation.

Statement 47: An apparatus according to Statements
41-46, wherein the measurement taken by the sensor of the
rig subsystem 1s selected from the group consisting of an
RPM, a weight-on-bit (WOB), a torque-on-bit (TOB), a rate
of penetration (ROP), a well depth, a hook load, and a
standpipe pressure.
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Statement 48: An apparatus according to Statements
41-4’7, wherein the subsystem controller of the rig subsys-
tem transmits measurements obtained from the sensor to the
resource allocation processor.

Statement 49: An apparatus according to Statements
41-48, wherein the subsystem parameter controlled by the
actuator of the rig subsystem 1s selected from the group

consisting of an RMP, a WOB, a TOB, an ROP, and a hook
load.

Statement 50: An apparatus according to Statements
41-49, wherein the measurement taken by the sensor of the
mud circulation subsystem 1s selected from the group con-
sisting of a drilling fluid tflow rate, a drilling fluid pump rate,
a volume of cuttings, a lithology of cuttings, a quantity of
cuttings, a weight of cuttings, a density of cuttings, a shape
and morphology of cuttings, a visual characteristics of
cuttings, a particle size distribution (PSD) of cuttings, a
weight and volume of fines, a PSD of fines, a drilling fluid
rheology, a drnilling fluid density, an electrical stability of the
drilling flmd, a percent solids, an o1l to water ratio, a drilling
fluid pH, a dnilling fluid salinity, and a PSD of the drilling
flud.

Statement 51: An apparatus according to Statements
41-50, wherein the subsystem controller of the mud circu-
lation subsystem transmits measurements obtained from the
sensor to the resource allocation processor.

Statement 52: An apparatus according to Statements
41-31, wherein the subsystem parameter controlled by the
actuator of the mud circulation subsystem 1s selected from
the group consisting of a drlling fluid pumping rate, a
drilling fluid flow rate, a shaker screen desk angle, a shaker
vibration, a shake G-force, a cutting conveyance velocity, a
drilling fluid composition, a drilling flmd additive supply
valve, a drilling fluid additive feed rate, and a dnlling fluid
discharge rate.

Statement 53: An apparatus according to Statements
41-52, wherein the subsystem controller of each of the
plurality of subsystems transmits a plurality of control
signals to the actuator of each of the plurality of subsystems.

Statement 54: An apparatus according to Statements
41-53, wherein the resource allocation model controls a
plurality of resources.

Statement 355: An apparatus according to Statements
41-54, wherein the resource allocation model determines an
order of priority for each of the plurality of subsystems with
respect to each of the plurality of resources.

Statement 56: An apparatus comprising a resource allo-
cation processor communicatively coupled with a plurality
of subsystems, wherein the resource allocation processor
further comprises a memory storing instructions which
cause the resource allocation processor to: determine a
drilling system model, receive a measurement from each of
the plurality of subsystems, generate a subsystem interaction
model based at least 1n part on the dynamic subsystem model
of each of the plurality of subsystems, compare the subsys-
tem 1nteraction model to a residue threshold, run a risk
evaluation based at least 1n part on the subsystem 1nteraction
module and a risk threshold, generate a resource allocation
model, and transmit the resource allocation model to each of
the plurality of subsystems.

Statement 57: An apparatus according to Statement 56,
turther comprising an input device coupled with the resource
allocation processor.

Statement 58: An apparatus according to Statement 56 or
Statement 57, wherein each of the plurality of subsystems
are one of a rig subsystem, a mud circulation subsystem, and
a bottom hole assembly (BHA) subsystem.
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Statement 59: An apparatus according to Statements
56-58, wherein the drilling system model maximizes the
time period the drnilling system can operate prior to failure.

Statement 60: An apparatus according to Statements
56-59, wherein the subsystem interaction module comprises
the following equation Xg:Ay.Xfo.Uj wherein X, are
interaction states and U, 1s subsystem j.

Statement 61: An apparatus according to Statements
56-60, wherein the risk threshold 1s a predetermined range.

Statement 62: An apparatus according to Statements
56-61, wherein the risk evaluation evaluates a time period 1n
which the dnlling system will go into failure.

Statement 63: An apparatus according to Statements
56-62, wherein the resource allocation model controls a
plurality of resources.

Statement 64: An apparatus according to Statements
56-63, wherein the resource allocation model determines an
order of priority for each of the plurality of subsystems with
respect to each of the plurality of resources.

The embodiments shown and described above are only
examples. Even though numerous characteristics and advan-
tages of the present technology have been set forth in the
foregoing description, together with details of the structure
and function of the present disclosure, the disclosure 1is
illustrative only, and changes may be made in the detail,
especially 1n matters of shape, size and arrangement of the
parts within the principles of the present disclosure to the
tull extent indicated by the broad general meaning of the
terms used in the attached claims. It will therefore be
appreciated that the embodiments described above may be
modified within the scope of the appended claims.

What 1s claimed 1s:

1. A system comprising:

a drilling system comprising a plurality of subsystems,

cach subsystem comprising:

a subsystem controller commumicatively coupled with
a sensor, an actuator, and a subsystem processor,
wherein the sensor obtains a plurality of real-time

measurements:;
a resource allocation processor communicatively coupled
with each of the plurality of subsystems, the resource
allocation processor comprising a memory storing
instructions which cause the resource allocation pro-
cessor to:
receive the plurality of real-time measurements from
cach of the plurality of subsystems,

generate a subsystem interaction model based at least 1n
part on a dynamic subsystem model of each of the
plurality of subsystems and at least in part on the
plurality of real-time measurements from each of the
plurality of subsystems,

determine a drilling system model representing the
real-time 1nteraction between each of the plurality of
subsystems,

run a risk evaluation based at least in part on the
subsystem 1nteraction model and a risk threshold,
wherein the risk evaluation evaluates a time period 1n
which one or more of the plurality of subsystems of
the drilling system will go into failure,

generate a resource allocation model to control a plu-
rality of resources, the plurality of resources com-
prising at least one of communication band-width,
band width and prionty, and computational
resources, the resource allocation model determining
an order of priority for each of the plurality of
subsystems with respect to each of the plurality of
resources based on the risk evaluation, and
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transmit the resource allocation model to each of the
plurality of subsystems to assign each of the plurality
of resources;

wherein the subsystem controller in each of the plurality

of subsystems adjusts resource control in real-time
based on the order of priornity for each of the plurality
of subsystems.

2. The system of claim 1, further comprising an input
device coupled with the resource allocation processor.

3. The system of claim 1, wherein the drilling system
model maximizes the time period the drilling system can
operate prior to a failure.

4. The system of claim 1, wherein the subsystem inter-
action model comprises the following equation:

Xy=d; Xy +b ;U

wherein:

XU 1s the rate of change of interaction states for subsys-
tems 1 and j;

X, are interaction states reflecting the impact ot subsys-
tem j onto the original states of subsystem 1;

A, and B, each represent drilling dynamics for subsys-

tems 1 and 7; and

U,, 1s the 1nput from subsystem j.

5. The system of claim 1, wherein the each subsystem of
the plurality of subsystems i1s selected from the group
consisting of a rig subsystem, a drilling fluid subsystem, and
a bottom hole assembly (BHA) subsystem.

6. A method comprising:

providing a drilling system comprising a plurality of

subsystems, each of the plurality of subsystems com-
prising a subsystem controller communicatively
coupled with a sensor, an actuator, and a subsystem

Processor;

obtaining, at the sensor, a plurality of real-time measure-
ments;

providing a resource allocation processor communica-
tively coupled with each of the plurality of subsystems;

receiving, from each of the subsystem controllers, the
plurality of real-time measurements;

generating a subsystem interaction model based at least 1n
part on a dynamic subsystem model of each of the

plurality of subsystems and at least in part on the

plurality of real-time measurements from each of the

plurality of subsystems;

determining a drilling system model representing the
real-time interaction between each of the plurality of
the subsystems,

running a risk evaluation based at least in part on the
subsystem 1nteraction model and a risk threshold,
wherein the risk evaluation evaluates a time period 1n
which one or more of the plurality of subsystems of the
drilling system will go into failure;

generating a resource allocation model operable to control
a plurality of resources, the plurality of resources
comprising at least one of communication band-width,
band width and priority, and computational resources,
the resource allocation model determining an order of
priority for each of the plurality of subsystems with
respect to each of the plurality of resources based on the
risk evaluation;

transmitting, from the resource allocation processor, the
resource allocation model to each of the plurality of
subsystems assign each of the plurality of resources;
and
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adjusting, at each of the plurality of subsystems, resource
control 1n real-time based on the order of priority for
cach of the plurality of subsystems.

7. The method of claim 6, further comprising receiving,
data from an input device coupled with the resource allo-
cation processor.

8. The method of claim 6, wherein the drilling system
model maximizes the time period the drilling system can
operate prior to a failure.

9. The method of claim 6, wherein the subsystem inter-
action model comprises the following equation:

Xy=A X y+b, U

wherein:
Xy 1s the rate of change of interaction states for subsys-
tems 1 and j;
X,, are Interaction states reflecting the impact ot subsys-
tem ] onto the original states of subsystem 1;
A,; and B, each represent drilling dynamics for subsys-
tems 1 and 1; and
U, 1s the mput from subsystem j.
10. The method of claim 6, wherein each of the each
subsystem of the plurality of subsystems is selected from the
group consisting of a rig subsystem, a drilling fluid subsys-
tem, and a bottom hole assembly (BHA) subsystem.
11. An apparatus comprising:
a resource allocation processor communicatively coupled
with a drilling system, the drilling system comprising a
plurality of subsystems,
wherein the resource allocation processor further com-
prises a memory storing instructions which cause the
resource allocation processor to:
receive a plurality of real-time measurements from
cach of the plurality of subsystems,

generate a subsystem interaction model based at least 1n
part on a dynamic subsystem model of each of the
plurality of subsystems and at least 1n part on the
plurality of real-time measurements from each of the
plurality of subsystems,
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determine a drilling system model representing the
real-time 1nteraction between each of the plurality of
subsystems,

run a risk evaluation based at least i part on the
subsystem 1nteraction model and a risk threshold,
wherein the risk evaluation evaluates a time period 1n
which one or more of the plurality of subsystems of
the drilling system will go 1nto failure,

generate a resource allocation model operable to con-
trol a plurality of resources, the plurality of resources
comprising at least one of communication band-
width, band width and priority, and computational
resources, the resource allocation model determining,
an order of priority for each of the plurality of
subsystems with respect to each of the plurality of
resources based on the risk evaluation, and

transmit the resource allocation model to each of the
plurality of subsystems to assign each of the plurality
ol resources.

12. The apparatus of claim 11, further comprising an input
device coupled with the resource allocation processor.

13. The apparatus of claim 11, wherein the drilling system
model maximizes the time period the drilling system can
operate prior to a failure.

14. The apparatus of claim 11, wherein the subsystem

interaction model comprises the following equation:
Xy=AyXy+b ;U

wherein:

XU 1s the rate of change of interaction states for subsys-
tems 1 and j;

X, are interaction states reflecting the impact ot subsys-
tem j onto the original states of subsystem 1;

A, and B, each represent drilling dynamics for subsys-

tems 1 and 1; and

U, 1s the input from subsystem j.

15. The apparatus of claim 11, wherein each subsystem of
the plurality of subsystems i1s selected from the group
consisting of a rig subsystem, a drilling fluid subsystem, and
a bottom hole assembly (BHA) subsystem.
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