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AUTONOMOUS VEHICLE VISION SYSTEM

PRIORITY INFORMAITON

The present application 1s a continuation of U.S. patent
application Ser. No. 13/906,549, filed May 31, 2013, the

contents ol which is incorporated herein by reference in 1ts
entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to vision systems
for autonomous vehicles such as a robot or the like and, in
at least one embodiment, to such vision systems that accu-
rately determine the distance a vehicle may be from another
item/object, or whether the item/object 1s 1n the field of the
vehicle.

2. Introduction

Autonomous vehicles such as robots or other vehicles
typically need the ability to recognize and steer around
objects that may be in its path. To assist 1n accomplishing
such tasks, various types of cameras or the like can be used.

When an object has depth or texture to 1t, cameras
typically are able to determine the distance between the

robot and the object and readily 1dentity and/or steer around
it as desired. When an object has little 1f any depth to 1t, such
as a flat wall, for example, recognizing the object can present
dificulties.

SUMMARY

Additional features and advantages of the invention waill
be set forth 1n the description which follows, and 1n part wall
be obvious from the description, or may be learned by
practice of the invention. The features and advantages of the
invention may be realized and obtained by means of the
instruments and combinations particularly pointed out 1n the
appended claims. These and other features of the present
invention will become more fully apparent from the follow-
ing description and appended claims, or may be learned by
the practice of the mvention as set forth herein.

In accordance with one embodiment of the invention, a
method of autonomously operating a vehicle provides at
least two cameras 1n operable communication with the
vehicle for providing substantially similar views relative to
the vehicle. The at least two cameras receive information
relating to the views. The method also provides a laser in
operable communication with the vehicle for shining a
single discrete mark on at least a portion of the views
provided by the at least two cameras. Further, the method
determines whether the information received by the at least
two cameras 1s ambiguous regarding the views. The method
activates the laser on at least a portion of the views based on
whether the information recerved by the at least two cameras
1s ambiguous.

In some embodiments, the method provides the at least
two cameras for providing overlapping views relative to the
vehicle. The views relative to the vehicle may overlap by at
least a threshold percentage. The views relative to the
vehicle may have fields of view that overlap by at least a
threshold angle. In some embodiments, the laser shines a
dot, a square, a diamond, or an 1irregular shape. The discrete
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mark may have a curvature, a straight edge, and/or both. In
many embodiments, the discrete mark has a solid interior.

The method may determine whether the information
relating to the views 1s ambiguous in any of a number of
ways. For example, the information may be ambiguous if a
result of a formula (when 1nputs based on the information in
the substantially similar views are used in the formula)
exceeds a predetermined threshold. In another example, the
information may be ambiguous 1f the distance to an object
in the views cannot be logically determined.

In some embodiments, the method activates the laser at
least or only when the information 1s ambiguous. The
method may not activate the laser when the mformation 1s
not ambiguous.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to describe the manner in which the above-recited
and other advantages and features of the invention can be
obtained, a more particular description of the invention
briefly described above will be rendered by reference to
specific embodiments thereof which are illustrated in the
appended drawings. Understanding that these drawings
depict only exemplary embodiments of the invention and are
not therefore to be considered to be limiting of 1ts scope, the
imvention will be described and explained with additional
specificity and detail through the use of the accompanying
drawings in which:

FIG. 1 1s a block diagram of an exemplary vehicle
equipped with a processing unit coupled to two cameras and
a laser.

FIG. 2 1s a block diagram of an exemplary vehicle with
cameras facing the same direction and are sufliciently close
such that the cameras capture substantially similar views of
the vehicle’s environment.

FIG. 3 1s a block diagram of an exemplary vehicle with
cameras facing the same direction and are positioned behind
one another such that the field of view of one camera
encompasses the field of view of the other camera, thus
capturing substantially similar views of the vehicle’s envi-
ronment.

FIG. 4 1s a block diagram of an exemplary vehicle with
cameras angled towards one another such that a portion of
their field of views intersect, thus capturing substantially
similar views of the vehicle’s environment.

FIGS. 5-10 depict exemplary discrete marks that the laser
120 could project.

FIG. 11 1s an exemplary flow diagram of a method of
autonomously operating a vehicle 1n accordance with 1llus-
trative embodiments of the invention.

DETAILED DESCRIPTION

Embodiments of the present invention will be described
below with reference to the accompanying drawings. It
should be understood that the following description 1s
intended to describe exemplary embodiments of the inven-
tion, and not to limit the invention.

Autonomous vehicles, such as robots, can be deployed to
perform tasks 1n locations that are remote and/or risky. In
various examples, vehicles may be used to clear debris from
a site 1mpacted by a natural disaster, such as a hurricane,
carthquake, or tornado. Vehicles may also be deployed to
retrieve the bodies of mnjured soldiers from a war zone.
Further, vehicles may clean up or remove dangerous sub-
stances, such as radioactive material or hazardous biological
waste, from sites.
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In many situations, vehicles are sent to locations with
little or unreliable infrastructure. As a result, the vehicles
may have only intermittent access to energy sources, such as
clectricity gnids or fueling stations. Further, the vehicles’
tasks may require them to remain on-site for extended
periods of time. Thus, 1t 1s advantageous for vehicles to use
their energy efliciently so that they may accomplish as much
as possible 1n the field before personnel must retrieve the
vehicles for refueling, maintenance, and/or repatr.

The ability for a robot to move faster through 1ts envi-
ronment 1s also one of many aspects of the present invention
that directly relates to energy savings. The more a robot 1s
slowed down during operation by an abnormality in its
vision system the more energy 1s used for the robot to
complete its task. Additionally, constantly using a laser for
distance or other article determination in conjunction with
cameras has the potential to use more energy since ntegra-
tion of the two systems can take time and energy and may
create more anomalies than otherwise may occur when
merely using cameras.

Vehicles often use cameras to recognize objects that may
be 1n their paths. In some situations, by processing image
data from the cameras, a vehicle i1s able to determine the
distance to an object 1n its path and steer itself around the
object accordingly, or take some other action. However, 1n
some situations, a vehicle cannot determine a distance based
solely on the image data. To overcome this problem, 1n
illustrative embodiments, the vehicle operates a laser to
project a known mark onto 1ts environment. When the mark
illuminates the object, optics (e.g., cameras) can visualize
the mark and thus, with corresponding logic, determine the
distance to the object. Accordingly, by causing 1ts camera(s)
to process the optical image data after 1lluminating a portion
of the object, the vehicle may determine the distance to the
object. For example, the vehicle may determine that the
object 1s sutliciently distant that the vehicle does not need to
alter the direction of 1ts course.

Although projecting the laser’s mark can be useful to the
vehicle, powering the laser too often may unnecessarily
drain the vehicle’s power supply. To avoid depleting the
vehicle’s power supply, the vehicle operates the laser only
when the vehicle cannot determine the distance to an object
using routine processing of 1image data from 1ts cameras.

FIG. 1 depicts an exemplary vehicle 100 according to one
embodiment of the present invention. The vehicle 100 has a
processing unit 105 that controls the operations of the
vehicle’s 100 components. In this embodiment, the process-
ing unit 105 1s coupled to a steering component 107 that
positions the vehicle’s treads 110aq, 1106 (collectively
“1107), although 1n other embodiments, the steering com-
ponent 107 1s coupled to any other type of component that
enables the vehicle to move (e.g., wheels).

The processing unit 105 1s coupled to at least two cameras
115a, 11556 (referred to collectively as “115”) and a laser
120. In some embodiments, the cameras 115 are mounted on
the vehicle 100, whereas 1n other embodiments, the cameras
115 are incorporated into the body of the vehicle 100.
Likewise, the laser 120 may be mounted on the vehicle 100
or incorporated therein.

The cameras 115 and laser 120 may face substantially the
same direction. In some embodiments, the cameras 115 are
positioned such that their 1image sensors are substantially
parallel. Further, both cameras 115 may be aligned with the
front edge of the vehicle 100. The cameras 115 may be
suiliciently close together so that their image sensors capture
substantially similar views. FIG. 2 depicts this overhead
view of the vehicle 100, the cameras 115, and the fields of
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view 116a and 1165 of the cameras 115. The views may be
substantially similar i1 at least a portion of the views overlap.
For example, the views may be substantially similar if more
than 60% of the view captured by one camera 115q 1s also
present 1n the view captured by the other camera 1155,
although other thresholds of overlap may be used. In some
embodiments, the views may be substantially similar 1f an
angle 118 created by the fields of view of the cameras 115
exceeds a threshold. For example, 11 the fields of view of the
cameras 115 create an angle 118 greater than 45 degrees, the
cameras’ 115 views may be substantially similar.

In some embodiments, the cameras 115 are positioned
such that their image sensors are substantially parallel. For
example, one camera 11556 may be positioned behind the
other camera 1154 along the body of the vehicle 100 so that
one camera’s field of view 1165 encompasses the other
camera’s field of view 116a. FIG. 3 depicts this overhead
view of the vehicle 100, the cameras 115a and 11554, and the
fields of view 116a and 1165 of the cameras 115. In these
embodiments, the cameras 115 capture substantially the
same field of view, although they are disposed at different
distances from objects 1n the vehicle’s 100 path.

In some embodiments, the cameras 115 are positioned
such that their image sensors are angled towards one
another. The cameras 1135 may be spaced apart on the vehicle
100, and due to their angles, their fields of view intersect so
that the cameras 115 captures substantially similar views of
the environment 1n front of the vehicle 100. FIG. 4 depicts
this overhead view of the vehicle 100, the cameras 115, and
the fields of view 116a and 1165 of the cameras 115.

The cameras 115 may include any kind of 1image sensor
for capturing 1image data. For example, the cameras 115 may
include charge coupled devices (CCD) for capturing image
data. In another example, the cameras 115 may include
complementary metal-oxide-semiconductor (CMOS) active
pixel sensors. The laser 120 may be any of a wide variety of
different kinds of lasers that project a light ray. Exemplary
lasers may include gas lasers, chemical lasers, excimer laser,
solid state lasers, photonic crystal lasers, or semiconductor
lasers.

In operation, the cameras 115 capture 1image data and send
the data to the vehicle’s processing unit 1035. The processing
umt 105 uses this data to attempt to i1dentity one or more
objects 1n the vehicle’s 100 path. The processing unit 105
may use any number ol image processing algorithms to
determine whether the image data from the cameras 115
contains one or more objects 1n the vehicle’s 100 pathway,
and whether the processing unit 105 can determine the
distance between the vehicle 100 and the object(s). In some
situations, the presence of an object and/or the ability to
determine the distance to the object may be ambiguous.

If either one 1s ambiguous, the processing unit 105
activates a laser 120 to shine a discrete mark. The discrete
mark presumably impinges upon an object in the vehicle’s
100 path, consequently i1lluminating a portion of the object.
The processing unit 105 therefore determines the distance to
the object based on the discrete mark; 1.e., 1ts cameras 115
locate the mark, which enables the system to determine the
distance to, or presence of, the object. Conversely, 11 the
presence of the object or the ability to determine the distance
to the object 1s not ambiguous, the processing umt 1035 does
not activate the laser 120, but determines the distance from
the cameras’ 115 1image data.

In some embodiments, the processing unit 105 only
processes a portion of the image data, e.g., the portion
corresponding to the projected pathway of the vehicle 100.
For example, the processing unit 105 may process only the
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image data within the central 60% of each camera’s 115
view, thereby 1gnoring image data at the periphery of the
VIEWS.

The laser 120 preferably projects the light ray as a discrete
mark. In some embodiments, the discrete mark 1s a dot, a 5
square, a diamond, or an wrregular shape. The discrete mark
may have a curvative. The discrete mark may have a straight
edge. In some embodiments, the discrete mark has a solid
interior, whereas in other embodiments, the discrete mark
has a patterned interior. FIGS. 5-10 depict exemplary dis- 10
crete marks that the laser 120 could project.

Using a discrete mark also enables more accurate 1denti-
fication of the laser by the cameras 1n a variety of light
conditions that other lasers without such a discrete mark or
a pattern may not be able to handle. For example, 1t has been 15
found that environments where the lighting 1s bright such as
sunlight or where there may be reflections or other condi-
tions do not deter laser identification by cameras when the
laser projects such discrete marks.

In some embodiments, the vehicle 100 stores a template 20
in memory corresponding to the discrete mark. The template
solely may include the shape of the discrete mark, whereas
in other embodiments, the template includes grayscale val-
ues regarding the interior of the discrete mark.

The processing unit 105 may activate the laser 120 to 25
project the discrete mark for a predetermined period of time
(e.g., 500 ms, 1 s). In some embodiments, the processing
unit 105 may operate the laser 120 until the processing unit
105 identifies shapes corresponding to the laser’s 120 dis-
crete mark 1n views for both cameras 105. For example, the 30
processing unit 105 may detect edges in the image data and
compare the edges to the template shape. In another
example, the processing umt 105 may compare grayscale
values 1n the image data with grayscale values 1n the
template for the discrete mark. Once the processing unit 105 35
identifies the marks in the image data, the processing unit
105 deactivates the laser 120.

The processing unit 105 determines the distance to the
object upon which the discrete mark impinges. The process-
ing unit 105 may determine the distance according to any 40
number of algorithms, such as stereo vision algorithms.

The vehicle 100 may be calibrated before being deployed.
For example, the vehicle 100 may be placed in front of
different objects at different distances. In these situations,
the distance between the vehicle 100 and an object upon 45
which the discrete mark impinges, the offset of the discrete
mark between images, and the angles are known. From these
known quantities, the factor may be calculated and stored,
and thus used for future calculations of distance.

In some embodiments, the processing unit 105 determines 50
the distance to the object using image data from a single
camera 115q or 11556. The processing unit 105 may compute
the distance as:

distance to object (mm)=((focal length (mm)*real
height of the discrete mark (mm)*height of sen- 55
sor (pixels))/(object height (pixels)*sensor
height (mm))

Use of a discrete laser mark also enables a human to be
able to more accurately interact with the robot, particularly
in the rare occasion when the robot gets hung up on an 60
anomaly that cannot be resolved by the current system. In
such situations, a human can view the scene in person or
perhaps via one or more of the cameras from the robot and
see Trom the laser what particular item 1s causing confusion.
Remote viewing of the cameras can take place on any type 65
of handheld device, PC or other type of visual interface
device or the like. If desired, the laser can also be activated

6

to provide a message to a human rather than a mere discrete
mark to help interact and communicate with the human. This
message, 1mage, note or the like can take on a vanety of
forms as desired.

In yet another embodiment, closing the loop between the
laser and the camera system to verily what each 1s 1denti-
tying can be an important feature for a number of reasons.
For example 11 the cameras 1dentily some type of anomaly,
having the laser shine on the right anomaly the cameras have
provides additional verification which provides an addi-
tional speed, quality or safety control feature. This confir-
mation between the cameras and the laser comes 1nto play in
a number of situations including, for example, when say a
pick and place or other robot may be using bar codes or other
identifiers for location or picking one or more items. When
using just lasers for bar code type 1dentification such lasers
frequently need calibration and human interaction to con-
tinue operations. At least one embodiment of the robot
cnables the cameras to 1dentily bar codes subject to laser
confirmation. At least another embodiment of the robot
cnables the laser to i1dentily bar codes subject to camera
confirmation where the system sees and confirms when the
laser 1s pointing to the right bar code or other object. Of
course, various other types of applications can be 1mple-
mented with the system described herein that in one way or
another close the loop or sync up the articles or the like
sensed by the laser and cameras.

FIG. 11 shows a method of autonomously operating a
vehicle 1 accordance with illustrative embodiments of the
invention. The method includes providing at least two
cameras 1n operable communication with the vehicle for
providing substantially similar views relative to the vehicle.
These cameras receive mmformation relating to the views
(step 1101). The method also provides a laser 1n operable
communication with the vehicle for shining a single discrete
mark on at least a portion of the views provided by the
cameras (step 1103). Next, the method determines whether
the information received by the cameras 1s ambiguous
regarding the views (step 1105). The method thus activates
the laser on at least a portion of the views based on whether
the information received by the at least two cameras 1s
ambiguous (step 1107). As noted above, the laser shines a
discrete mark on the object, thus making the object visible
to the cameras 115. Those cameras 115 thus are able to
visualize the object and, 1n conjunction with other logic,
determine the distance to, or presence of, the object.

In various embodiments, the processing unit 105 may
determine the distance using a conventional algorithm, not
discussed herein.

It 1s understood that the present invention 1s not limited to
the particular components, analysis techniques, efc.
described herein, as these may vary. It 1s also to be under-
stood that the terminology used herein 1s used for the
purpose of describing particular embodiments only, and 1s
not intended to limit the scope of the present invention. It
must be noted that as used herein, the singular forms “a,”
“an,” and “‘the” include plural reference unless the context
clearly dictates otherwise. The invention described herein 1s
intended to describe one or more preferred embodiments for
implementing the invention shown and described in the
accompanying figures.

Unless defined otherwise, all technical and scientific
terms used herein have the same meamings as commonly
understood by one of ordinary skill in the art to which this
invention belongs. Preferred methods, system components,
and materials are described, although any methods and
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materials similar or equivalent to those described herein can
be used 1n the practice or testing of the present invention.

Many modifications and variations may be made in the
techniques and structures described and illustrated herein
without departing from the spirit and scope of the present
invention. Accordingly, the techniques and structures
described and 1illustrated herein should be understood to be
illustrative only and not limiting upon the scope of the
present invention. The scope of the present mvention 1s
defined by the claims, which includes known equivalents
and unforeseeable equivalents at the time of filing of this
application.

Although the description above contains many specific
examples, these should not be construed as limiting the
scope of the embodiments of the present disclosure but as
merely providing illustrations of some of the presently
preferred embodiments of this disclosure. Thus, the scope of
the embodiments of the disclosure should be determmed by
the appended claims and their legal equivalents, rather than
by the examples given.

It will be appreciated by those skilled 1n the art that
changes could be made to the embodiments described above
without departing from the broad inventive concept thereof.
It 1s understood, therefore, that this disclosure 1s not limited
to the particular embodiments disclosed, but 1t 1s mntended to
cover modifications within the spirit and scope of the
embodiments of the present disclosure.

I claim:

1. A method comprising:

providing a stand-alone laser 1n operable communication
with a vehicle for selectively shining a single discrete
mark on at least a portion of a view provided to a
camera on the vehicle, wherein a shape of the single
discrete mark 1s determined from a template stored 1n
a memory ol the vehicle;

determining whether information received by the camera
1s at least ambiguous regarding the view and therefore
capable of more than one iterpretation with regard to
a direction of travel of the vehicle to yield an ambigu-
ity

in response to the ambiguity, activating the stand-alone
laser to project the single discrete mark into the view,
wherein the single discrete mark 1s projected in the
shape determined from the template stored in the
memory of the vehicle to wyield a projected single
discrete mark;

detecting the projected single discrete mark within a
corresponding portion of the view, the detecting based
on analyzing objects contained the view against
expected shape information of the projected single
discrete mark contained within the template;

calculating a distance to an object upon which the pro-
jected single discrete mark impinges, the calculating
based on 1mage data contained within a corresponding
portion 1n which the projected single discrete mark was
detected 1n the view, 1n order to thereby resolve the
ambiguity.

2. The method of claim 1, further comprising;:

providing a vision system having two cameras 1n operable
communication with the vehicle for providing substan-
tially similar views relative to the vehicle, each of the
two cameras receiving respective mformation relating
to the view and the view at least being substantially in
the direction of travel of the vehicle, the two cameras
alone at least capable of determining distances between
the vehicle and any objects 1n a path of the vehicle.
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3. The method of claim 2, wherein providing the two
cameras comprises providing overlapping views relative to
the vehicle.

4. The method of claim 2, wherein providing the two
cameras comprises providing views relative to the vehicle
that overlap by at least a threshold percentage.

5. The method of claim 2, wherein providing the two
cameras comprises providing views relative to the vehicle
whose fields of view overlap by at least a threshold angle.

6. The method of claim 1, wherein the shape comprises a
dot, a square, a diamond, or an 1rregular shape.

7. The method of claim 1, wherein the shape comprises

the single discrete mark with a curvature.

8. The method of claim 1, wherein the shape comprises
the single discrete mark with a straight edge.

9. The method of claim 1, wherein the shape comprises
the single discrete mark having a solid interior.

10. The method of claim 1, wherein determining whether

the information 1s ambiguous comprises:
determiming whether a result of a formula when input
based on the information 1n a substantially similar view
1s used 1n the formula exceeds a predetermined thresh-
old.

11. The method of claim 1, wherein determining whether
the information 1s ambiguous comprises determining
whether a distance to an object 1n the view can be ascer-
tained.

12. The method of claim 1, wherein determining whether
the 1nformation 1s ambiguous comprises determimng
whether a distance to an object in the view can be logically
determined.

13. The method of claim 1, wherein activating the stand-
alone laser based on whether the information 1s ambiguous
comprises activating the stand-alone laser only when the
information 1s ambiguous.

14. The method of claim 1, wherein activating the stand-
alone laser based on whether the information 1s ambiguous
comprises not activating the stand-alone laser when the
information 1s not ambiguous.

15. The method of claim 1, wherein activating the stand-
alone laser comprises activating the stand-alone laser on at
least a portion of an object to i1lluminate the portion to the
camera.

16. The method of claim 135, further comprising using the
camera to determine the distance to an illuminated object.

17. A vehicle comprising:

a motor;

a frame upon which the motor 1s configured;

a camera;

a memory;

a control system controlling the motor to move the

vehicle; and

a stand-alone laser 1n operable communication with the

control system, wherein the control system stores

instructions for controlling the stand-alone laser to

perform operations comprising:

selectively shining a single discrete mark on at least a
portion ol a view provided to the camera on the
vehicle, wherein a shape of the single discrete mark
1s determined from a template stored 1n the memory
of the vehicle;

determining whether information received by the cam-
era 1s at least ambiguous regarding the view and
therefore capable of more than one interpretation
with regard to a direction of travel of the vehicle to
yield an ambiguity;
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in response to the ambiguity, activating the stand-alone
laser to project the single discrete mark into the view,
wherein the single discrete mark 1s projected 1n the
shape determined from the template stored in the
memory ol the vehicle to yield a projected single 5
discrete mark;

detecting the projected single discrete mark within a
corresponding portion of the view, the detecting
based on analyzing objects contained the view
against expected shape information of the projected 10
single discrete mark contained within the template;
and

calculating a distance to an object upon which the
projected single discrete mark impinges, the calcu-
lating based on 1mage data contained within a cor- 15
responding portion 1 which the projected single
discrete mark was detected in the view, 1n order to
thereby resolve the ambiguity.
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