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Microsystems is in a list of companies. The longer name of Microsystems, Inc. Is
found by intelligent extension.

Apple, Inc. Is In a list of companies. And Apple Inc is found by forgiving the
punctuation differences. Furthermore, Apple i1s now found, because it is a
shortened version of Apple. Inc.

You can also have Completely Made-Up & Co., which iIs found provisionally by
its ending and working backwards. But something like Inc, by itself, does not

qualify.

The abbreviation of Cool Company. Inc ("Cool") Is seen as a valid alternative
name because it Is a substring. So, now referring to Cool is picked up. And Bits
& Bits, Incorporated ("BBI") is fine because it is an acronym. So, BBl s a
company name for this content.

In the situation of Kacek & Associates ("Parent Company’), the algorithm
detects Parent Company is not intended as alternative name, but instead is
descriptive. However, you can be emphatic, such as Youth Learning Corp
(hereafter Child Company) to see Child Company as a name rather than a
definition. Now, when another content identifier engine looks for definitions, it
knows Parent Company is a candidate, but Child Company (in this content) Is
not. This shows the power of independent type identifiers dramatically improving
each other’s results.

There are some things that follow the pattern of company names, such as
Issuing Corporation, but are prevented by stop words.

Roman numerals and other endings are often found for complex structures and
iInvestment instruments. For example Microsystems iii of America Portfolio and
Microsystems USA MMXYV are seen as valid companies. But, Microsystems id

and "Microsystems did this thing"” do not get 'id' and 'did' added to their names,
even though those are technically roman numerals.

In this sentence, | talk about Acquiring Partners, which is not definite enough to
pick up as a company name by itself on the first pass. But, when it sees
Acquiring Partners Inc. the multipass system is able to find previous usages of
the shortened company name.

One additional pass is not enough, because Third Pass is only picked as a
name after Second Pass (dba Third Pass) is picked up as a name after Eirst
Pass. Inc ("Second Pass") is picked up on the first pass.

Note that every company name is picked up, but no false names are picked up,
because of the unique combination of methods in this invention. This could not
be achieved using lists or previous technology.

FIG. 8
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AUTOMATED DOCUMENT ANALYSIS
COMPRISING COMPANY NAME
RECOGNITION

CROSS-REFERENCE TO RELATED
APPLICATION

The 1instant application 1s a continuation of U.S. patent
application Ser. No. 15/249,374, filed on Aug. 27, 2016,
which claims the benefit of U.S. Provisional Patent Apph-
cation No. 62/211,097 enftitled “USER INTERFACE
INCORPORATING DISCOVERY OF COMPANY
NAMES IN A DOCUMENT” and filed Aug. 28, 2015, the
teachings of which are incorporated herein by this reference.

Additionally, the instant application i1s related to co-
pending applications entitled “AUTOMATED DOCU-
MENT ANALYSIS COMPRISING A USER INTERFACE
BASED ON CONTENT TYPES” (U.S. patent application
Ser. No. 15/249,377, filed Aug. 27, 2016 (now U.S. Pat. No.
10,387,569)) and “MITIGATION OF CONFLICTS
BETWEEN CONTENT MATCHERS IN AUTOMATED
DOCUMENT ANALYSIS” (U.S. patent application Ser.
No. 15/249,3779, filed Aug. 27, 2016 (now U.S. Pat. No.
10,515 152) the teachings of WhJCh are mcorporated herein
by this reference.

FIELD

The 1nstant disclosure relates generally to devices that
perform automated document analysis and, 1 particular, to
performance of company name recognition by such devices.

BACKGROUND

Devices, typically suitable programmed computing
devices, that perform automated document analysis are well
known 1n the art. Examples of products that perform auto-
mated document analysis include Early Case Assessment
software provided by Complete Discovery Source, Inc.,
Redact-It software by Open Text Corp, Intelligent Data
Extraction software by Extract Systems and automated
redaction software by Adlibs Software. Among other fea-
tures, some of these products perform company name rec-
ognition analysis and provide enhanced man-machine user
interfaces 1 which the occurrence of company names 1n
document text are displayed and highlighted. Ideally, the
processing performed to implement such company name
recognition analysis will lead to few, if any, false positives
and few false negatives (misses) that would otherwise lead
to an 1naccurate representation of the document text pre-
sented by such user interfaces. However, this 1s not always
the case.

Various machine-implemented techniques for performing
company name recognition analysis are known in the art.
For example, the analysis devices may be equipped with a
predefined lists of company names and perform simple
comparisons to 1identily occurrence of matches to entries 1n
the predefined list. However, such predefined lists are invari-
ably incomplete and, 1n any event, constantly changing due
to companies changing names, new companies coming into
existence, old names falling into disuse, etc. Consequently,
company name recognition analysis that relies solely on
list-based comparisons tend to be relatively inaccurate.

In another technique, the analysis device identifies as
names all capitalized words 1n the text that do not start
sentences, that are found 1n a dictionary or that are found 1n
a list of people names. However, extracting all capitalized
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words meeting these criteria results 1n many false positives

for company names to the extent that various other names

(e.g., product names, proiessional/legal terms, etc.) are

likely to be 1dentified as company names, as well as many

false negatives because companies are often named for

people or things, and often start sentences (e.g., “Apple shall
)

Further still, regular expression pattern matching 1s a
well-known technique for recognizing the occurrence of
well-defined patterns 1n text. Consequently, pattern recog-
nition techniques generally work well for recognizing phone
numbers, currencies, and social security numbers, for
example, but do not fare well with company names that do
not always follow a well-defined letter/digit sequence and
are often used inconsistently (e.g., shortened) even within a
single document. While 1t may be possible to design a
regular expression that could work for company names in
some 1nstances, the resulting regular expression would
likely be unwieldy and poor performing.

Thus, techniques and devices that overcome the opera-
tional shortcomings of prior art devices/products and
improve operation of the man-machine interface (to at least
the extent that less errors are presented) would represent a
welcome advancement 1n the art.

SUMMARY

In an embodiment, at least two processing device-imple-
mented company name recognition components, operating
upon a body of text in a document, i1dentify at least one
company name occurrence in the body of text based at least
in part on a company identifier list. The company name
recognition techniques implemented by each of the at least
two company name recognition components are different
from each other, 1.e., the at least two company name
recognition components perform company name recognition
in different ways from each other. The at least one company
name occurrence 1s used to update the company identifier
list to provide an updated company 1dentifier list. In turn, the
updated company i1dentifier list 1s then used, 1 part, by the
at least two company name recognition components to
identify at least one additional name occurrence in the same
body of text. This process of repeatedly identifying occur-
rences of company names 1n the body of text and updating

the company 1dentifier list 1s performed until such time that
no further company name occurrences are identified in the
body of text.

In various embodiments, the techniques implemented by
the at least two company name recognition components may
be based on matching portions of the body of text with
company names in the company i1dentifier list, identifying
portions of the body of text that often precede a company
name, identifying portions of the body of text that often
follow a company name or combinations thereof. Further
still, these various techniques may be performed 1n a desired
order. Updates to the company identifier list may include
shortened forms of the at least one company name occur-
rence. Further still, company name occurrences thus iden-
tified may be excluded to the extent that they find a match
in an excluded company name list.

In an embodiment, a user interface 1s provided that
includes a representation of the at least one company name
occurrence or the at least one additional company name
occurrence. In particular, a portion of the body of text may
be displayed along with indicia corresponding to the at least
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one company name occurrence or the at least one additional
company name occurrence within the displayed body of
text.

BRIEF DESCRIPTION OF THE DRAWINGS

The features described 1n this disclosure are set forth with
particularity 1n the appended claims. These features and
attendant advantages will become apparent from consider-
ation of the following detailed description, taken 1 con-
junction with the accompanying drawings. One or more
embodiments are now described, by way of example only,
with reference to the accompanying drawings wherein like
reference numerals represent like elements and in which:

FIG. 1 1s a block diagram of a processing device that may
be used to implement various embodiments 1n accordance
with the instant disclosure;

FIG. 2 1s a block diagram schematically illustrating a
system for performing automated document analysis, par-
ticularly name recognition analysis, 1n accordance with the
mstant disclosure;

FIG. 3 1s a flowchart illustrating an embodiment of
processing for automated document analysis 1n accordance
with the instant disclosure;

FI1G. 4 1s a flowchart illustrating processing performed by
a {irst embodiment of a company name recognition compo-
nent 1n accordance with the instant disclosure;

FIG. § 1s a flowchart illustrating extended matching
processing that may be performed as part of the first embodi-
ment or a third embodiment of a company name recognition
component 1n accordance with the instant disclosure;

FI1G. 6 1s a tflowchart 1llustrating processing performed by
a second embodiment of a company name recognition
component 1n accordance with the instant disclosure;

FI1G. 7 1s a flowchart 1llustrating processing performed by
the third embodiment of a company name recognition com-
ponent 1n accordance with the instant disclosure; and

FIG. 8 1s an 1llustration of an example of a user intertace
in accordance with the instant disclosure.

DETAILED DESCRIPTION OF THE PRESENT
EMBODIMENTS

Referring now to FIG. 1, a representative device or
machine 100 that may be used to implement the teachings of
the instant disclosure 1s illustrated. The device 100, which
may be embodied by, for example, a desktop, laptop or
handheld computer, server computer or the like, may be used
to implement one or more company name recognition com-
ponents (CNRCs) and perform the processing described in
greater detail below. Regardless, the device 100 comprises at
least one processing device 102 coupled to a storage com-
ponent or memory 104. The storage component 104, in turn,
comprises stored executable 1nstructions 116 and data 118.
In an embodiment, the processor 102 may comprise one or
more of a microprocessor, microcontroller, digital signal
processor, co-processor or the like or combinations thereof
capable of executing the stored instructions 116 and oper-
ating upon the stored data 118. Likewise, the storage com-
ponent 104 may comprise one or more devices such as
volatile or nonvolatile memory 1ncluding but not limited to
random access memory (RAM) or read only memory
(ROM). Further still, the storage component 104 may be
embodied 1 a variety of forms, such as a hard drive, optical
disc drive, tloppy disc drive, network-based storage, etc.
Processor and storage arrangements of the types 1llustrated
in FI1G. 1 are well known to those having ordinary skill in the
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4

art. In one embodiment, the processing techniques described
herein are implemented as a combination of executable
instructions and data within the storage component 104. For
example, the stored data 118 may comprise, a company
identifier list, excluded company name list or other data
described below.

As shown, the device 100 may comprise one or more user
iput devices 106, a display 108, a peripheral interface 110,
other output devices 112 and a network interface 114 1n
communication with the at least one processing device 102.
The user mput device 106 may comprise any mechanism for
providing user input (such as mputs specilying a document
to be analyzed) to the processor 102. For example, the user
input device 106 may comprise a keyboard, a mouse, a touch
screen, microphone and suitable voice recognition applica-
tion or any other means whereby a user of the device 100
may provide input data to the at least one processing device
102. The display 108, may comprise any conventional
display mechanism such as a cathode ray tube (CRT), flat
panel display, or any other display mechanism known to
those having ordinary skill in the art. In an embodiment, the
display 108, 1n conjunction with suitable stored instructions
116, may be used to implement a graphical user interface.
Implementation of a graphical user interface in this manner
1s well known to those having ordinary skill in the art. The
peripheral interface 110 may include the hardware, firmware
and/or software necessary for communication with various
peripheral devices, such as media drives (e.g., magnetic disk
or optical disk drives), other processing devices or any other
input source used in connection with the mstant techniques.
Likewise, the other output device(s) 112 may optionally
comprise similar media drive mechanisms, other processing
devices or other output destinations capable of providing
information to a user of the device 100, such as speakers,
LEDs, tactile outputs, etc. Finally, the network interface 114
may comprise hardware, firmware and/or soitware that
allows the least one processing device 102 to communicate
with other devices via wired or wireless networks, whether
local or wide area, private or public, as known 1n the art. For
example, such networks may include the World Wide Web
or Internet, or private enterprise networks, as known 1in the
art.

While the device 100 has been described as one form for
implementing the techniques described herein, those having
ordinary skill 1n the art will appreciate that other, function-
ally equivalent techniques may be employed. For example,
as known 1n the art, some or all of the functionality 1mple-
mented via executable instructions may also be implemented
using firmware and/or hardware devices such as application
specific integrated circuits (ASICs), programmable logic
arrays, state machines, etc. Furthermore, other implementa-
tions of the device 100 may include a greater or lesser
number of components than those illustrated. Once again,
those of ordinary skill in the art will appreciate the wide
number ol variations that may be used 1s this manner.
Further still, although a device 100 1s illustrated 1n FIG. 1,
it 1s understood that a combination of such devices may be
configured to operate 1n conjunction (for example, using
known networking techniques) to implement the teachings
of the instant disclosure.

FIG. 2 1s a block diagram schematically illustrating a
system 200 for performing automated document analysis,
particularly name recognition analysis, 1n accordance with

the mstant disclosure. As shown, the system 200 comprise at
least two CNRCs 202-206; 1n the illustrated example, N
different CNRCs, where N>2, are shown. Fach of the

CNRCs 202-206 may operate upon a document 208 com-
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prising a body of text 209. Operation of the individual
CNRCs 202-206 may be based on a company 1dentifier list
210. In an embodiment, the company 1dentifier list 210 may
include various forms of known company names that may be
provided in the form of a predetermined and/or user-defined
list, e.g., the known names of all publicly traded U.S. and
foreign companies or other similar listings. The company
identifier l1st 210 may also 1include abbreviations, 1mitialisms
or other character strings often forming a part of a company
name, €.g., “Inc.,” Co.,” “GmbH,” etc. Further, the company
identifier list 210 may include words, phrases or other
character strings often forming the context of a company
name as set forth 1n a document, e.g., “d/b/a,” “hereafter
referred to,” etc. Further still, as illustrated by the dotted
lines 1n FIG. 2, occurrences of company names in a docu-
ment 208 may be used to update the company 1dentifier list,
at least as the company identifier list 210 1s applied to that
document 210.

As used herein, the document 208 may comprise any
clectronic document 1n which the individual elements form-
ing the body of text 209 may be accessed, and includes (but
1s not limited to) document created using any known word
processing program, €.g., the “MICROSOFT” Word pro-
cessing program. While the examples described herein are
set forth 1n the English language, 1t will be appreciated that
the devices and techniques described herein may be equally
applied to virtually any language. In fact, as will be appre-
ciated by those having skill 1n the art, known techniques may
be used to split the body of text 209, regardless of the
underlying language, into meamngtul elements thereof often
referred to tokens typically consisting of individual words,
but also possibly imncluding phrases (e.g., “et al””), numbers
(e.g., “60601”), symbols (e.g., “$”), punctuation (e.g., “,”),
individual characters or other groupings of characters of
such (e.g., “U.8.”).

Those having skill in the art will appreciate that various
types of “preprocessing” of the document 208 may be
performed in accordance with known techniques prior to
processing in accordance with the instant disclosure. For
example, a tokenizer may operate upon the text 209 1n order
to 1dentity individual tokens or groups thereot. Further still,
a part of speech label (e.g., noun, verb, adjective, etc.) may
be assigned to each word or token 1n the text 209. In an
embodiment particularly applicable to company names,
roman numerals and superscripted numbers are prepro-
cessed because roman numerals are often part of company
names (e.g., Freedom Solutions Holding II), whereas super-
scripted numbers are not (e.g., Apple Computer3). Further
still, 1n an embodiment, casing of words (1.e., upper case,

lower case, mixed cases, capitalized) may also be prepro-
cessed.

In an embodiment, each of the CNRCs 202-206 performs
company name recognition analysis base on the body text
209 separately from the other CNRCs. That 1s, when, for
example, the first CNRC 202 1s performing company name
recognition analysis on the text 209, none of the other
CNRCs 204, 206 are allowed to do likewise until the first
CNRC 202 has completed its analysis. In another embodi-
ment, operation of the CNRCs 202-206 1s ordered so that,
for example, the first CNRC 202 completes its processing,
tollowed by the second CNRC 204 and so on through the
Nth CNRC 206. Additionally, while each CNRC 202-206 1s
illustrated as a separate component, the CNRCs 202-206 can
incorporate their respective processing nto each other so
that, for example, the first CNRC 202, while performing its
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6

processing, may invoke the processing of the second CNRC
204 as a way to expand upon or improve the results provided
by the first CNRC 202.

In one aspect of the instant disclosure, the context of the
processing performed by the CNRCs 202-206 1s defined by
body of text 209. That 1s, when 1dentitying the occurrence of
company names 1 a document 208, the processing
described herein 1s repeatedly performed on the body of text
209 without further reference to anything learned in per-
forming similar processing in other documents (with the
possible exception of a company identifier list 210, as
described above). In an embodiment, the process of per-
forming company name recognition analysis by the CNRCs
202-206 and updating the company identifier list 201 1s
repeated for so long as additional occurrences of company
name are 1dentified 1n the body of text 209. It will be
appreciated that this multipass techmque for determining
that all possible company names 1n the document 208 have
been 1dentified assumes that the body of text 209 remains
unchanged throughout this processing. Should any changes
be made to the body of text 209, as 1n the case that edits are
made thereto, then one or more cycles of the CNRCs
202-206 would need to be repeated on the edited text until
the above-noted termination condition 1s reached 1n order to
be certain that all possible company names have been
identified, as the case may be.

Retferring now to FIG. 3, processing in accordance with
an embodiment of the instant disclosure 1s described. Thus,
beginning at block 302 (and presuming that a suitable
document 208 has been identified, loaded into memory,
preprocessed, etc.), at least two CNRCs perform company
name recognition processing on the body of text based at
least 1n part upon the company identifier list. As noted
above, each CNRC of the at least two CNRCs implements
a company name recognition technique that 1s different from
every other CNRC. Because the results of each CNRC are
used to develop additional knowledge concerning company
name occurrences in the text, which knowledge 1s “shared”
with the other CNRCs by virtue of updating the company
identifier list, having diverse techniques implemented by the
respective CNRCs improves the likelihood that all company
name occurrences 1n the document, with few i1f any false
positives or missed company names, will be identified.
Various examples of diverse company name recognition
techniques are described 1n greater detail below with refer-
ence to FIGS. 4-7. As further noted above, the at least two
CNRCs operating at block 302 may be implemented 1n a
desired order.

It 1s determined at block 304 whether any company names
occurrences have been identified as a result of the processing
performed at block 302. In an embodiment, the determina-
tion of block 304 1s performed after each of the at least two
CNRCs of block 302 have completed their analysis, though
it 1s possible and may be desirable to allow all of the at least
two CNRCs to complete their processing prior to the deter-
mination made at block 304. For ease of illustration, FIG. 3
assumes this latter scenario. Regardless, 1n practice, 1denti-
fication of an occurrence of a company name means that one
or more tokens i1n the text have been categorized as a
company name.

Assuming that one or more of the CNRCs executed at
block 302 are determined to have identified at least one
company name occurrence at block 304, processing may
optionally continue at block 306 where shortened forms of
cach of the at least one company name occurrence may be
determined based on well-known techniques. For example,
if the first pass by the at least two CNRCs 1dentified a
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company name occurrence “Brooks Brothers, Inc. Portiolio
II America,” then the shortened form of “Brooks Brothers”
can also be considered a company name for purposes of
turther processing of the document.

Regardless whether shortened forms are determined at
block 306, processing continues at block 308 where the
company identifier list most recently used to identily the
company name occurrences (as determined at block 304) are
used to update the company i1dentifier list to the extent
possible. Thus, for example, i a company name not previ-
ously found 1n the list 1s 1dentified, then that company name
1s added to the company 1dentifier list. Likewise, any short-
ened forms not previously found 1n the list may be also be
added to the company 1dentifier list.

Thereafter, processing continues at block 302 where the
now-updated company identifier list 1s employed by the
same at least two CNRCs. Again, this 1s done because a
company name occurrence identified by one of the CNRCs
may provide additional information that allows one or more
of the other CNRCs to identily additional occurrences of
company names in the body of text. The processing of
blocks 302-308 will continue so long as each repeated cycle
of analysis at block 302 results 1n additional company name
occurrences and, consequently, updates to the company
identifier list.

When a determination 1s made at block 304 that no further
company name occurrences have been i1dentified, processing
optionally continues at block 310 where a determination 1s
made 11 any of the company name occurrences thus identi-
fied are found 1n a list of excluded company names. For
example, phrase like “Parent Company,” “Child Company,”
“Acquiring Company,” etc. are often used for definitional
purposes 1n agreements and thus are not recognized as
company names. Additionally, organizations may define
exclusions to match their particular style or template. For
example, a law firm may always generically use the term
“First Party Company” and therefore would want 1t
excluded. If one or more of the identified company name
occurrences 15 excluded, all instances of that occurrence are
no longer categorized as a company name within the docu-
ment.

Regardless whether any occurrences were excluded at
block 310, processing continues at block 312 where a user
interface 1s generated, which user interface includes a rep-
resentation of the at least one company name occurrence
identified during the processing of blocks 302-308 and not
otherwise excluded during the optional processing of block
310. In an embodiment, the user mterface may include at
least a portion of the body of text, such as a number of
paragraphs or a section of the text that can be displayed on
a display. Within the displayed portion of the text, indicia
corresponding to any company name occurrences within that
portion of the text are also displayed. An example of a user
interface 802 in accordance with this embodiment 1s further
illustrated 1n FIG. 8. As shown, the user interface 802
comprises a portion of text 804 in which the various com-
pany name occurrences for that portion of the text are
highlighted through underlining provided 1n the text. As waill
be appreciated by those of skill i the art, various other
techniques to highlight or otherwise indicate the presence of
an 1dentified company name 1n the text may be employed,
¢.g., different text or background colors, font sizes, font
styles or combinations thereof.

Referring now to FIG. 4, processing 400 performed by a
first embodiment of a CNRC 1n accordance with the instant
disclosure 1s further described. In particular, the processing
400 illustrated 1n FIG. 4 15 based on matching portions (one
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or more tokens) of the body of text with any company names
set forth 1n the company identifier list. At the beginning of
the process 400, a first token 1n the sequence of tokens
constituting the body of text 1s accessed and compared with
company names 1n the company identifier list at block 402.
In a presently preferred embodiment, the company names 1n
the company 1dentifier list are stored within a tree structure
that supports multiple children and leaf indicators, as known
in the art. As additional sequentially ordered tokens are
considered, the tree structure 1s traversed by additional
matching tokens until a leaf of the tree structure 1s reached
(indicating a complete match of a company name) or a
non-matching token for the currently traversed branch of the
tree 1s found (indicating no match). Thus, 1f a given token at
block 402 starts or continues a match with a portion of the
tree structure, processing continues at block 404 where the
considered token 1s “accumulated” as a potential now match
or the continuation of previously started match. Thus, the
processing of blocks 402 and 404 is repeated so long as the
newly considered tokens continue to traverse the tree struc-
ture.

However, 11 a newly considered token at block 402 does
not start or continue a match, processing continues at block
406 where 1t 1s determined whether the considered token 1s
a possessive form that otherwise completes a match, 1.e., a
leat node 1s reached 11 one “forgives” the occurrence of the
possessive form. For example, 11 “Smith Law Oflice™ 1s the
tree structure being matched, occurrence of “Smith Law
Oflice’s practice” will still match the company name by
ignoring the *“’s.” If the inquiry of block 406 1s answered 1n
the atlirmative, processing continues at block 404 where the
complete match 1s noted (e.g., the matched company name
1s noted for the accumulated tokens, which are likewise
categorized an occurrence of a company name) and process-
ing continues with the next sequential token in the text.
Otherwise, processing continues at block 408 where 1t 1s
determined 1f the currently accumulated tokens are an
acceptable synonym or substitute of the company name
represented by the traversed portion of the tree structure. For
example, 11 “Saint”/*St.” and “Department™/“Dept” are con-
sidered acceptable synonyms/substitutes pairs, then the
phrase “Famous St. Louis Department Store” matches
“Famous Saint Louis Dept Store.” If the mquiry of block
408 1s answered 1n the aflirmative, processing once again
proceeds to block 404 where the complete match 1s noted. IT
not, processing continues at block 410 where 1t 1s deter-
mined whether the mismatched token 1s punctuation such as
a comma, ampersand, period, or hyphen. I1 so, block 412 1s
reached where a determination 1s made 11 the accumulated
tokens, without the presence of the punctuation, constitute a
complete or continuing match. If the answer at block 412 1s
yes, then processing once again proceeds to block 404 where
the complete match 1s noted. In this manner, the tendency to
leave out punctuation in company names 1n document text 1s
essentially forgiven. For example, “Apple Inc” in the target
content 1s allowed to match “Apple, Inc.” in the company
identifier list. However, the converse 1s not true: added
punctuation in the body of text not otherwise present 1n the
company idenftifier list 1s not forgiven. For example,
“Brooks, Brothers” in the body of text 1s not allowed to
match “Brooks Brothers” in the company 1dentifier list.

If not the iquinies of either block 410 or 412 are
answered 1n the negative, processing continues at block 414
to determine 11 a complete match had been previously noted
at block 404. It so, processing continues at blocks 418-422
where eflorts are made to determine 11 the completed match
1s part of a potential larger match or indicative of the
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presence of an additional company name occurrence nearby.
Thus, at block 418, extended matching processing, more
tully described with reference to FIG. 5 below, 1s performed
to see 1f the completed match can be otherwise extended. In
an embodiment, a longer successiul match has priority over
a shorter match.

Regardless whether the completed match 1s extended at
block 418, whatever tokens have been identified at block
420 as a company name (either by virtue of a match 1n the
company identifier list or extension of such a match) are
categorized as a company name occurrence. Thereaiter,
processing continues at block 422 where a determination 1s
made whether that company name occurrence also serves as
an “introduction” to an additional company name occur-
rence. Processing 1in accordance with block 422 1s more fully
described with reference to FIG. 7 below. Once again, it 1s
noted that the processing of block 422, though a constituent
of the processing of FIG. 4, may also be treated as a
standalone CNRC to be performed in parallel with the
processing of FIG. 4.

Upon completion of the additional processing of blocks
418-422, or upon a negative answer to the query of block
414 (1.e., a complete match has not yet been found), pro-
cessing continues at block 416 to see if the end of the text
has been reached. If so, the process terminates. Otherwise,
processing continues and once again inquires, at block 424,
whether a complete match has been previously indicated
(since 1t 1s unknown at block 424, given the convention of
FIG. 4, 1t the processing previously traversed the negative
branches of blocks 414 and 416 or the additional processing
of blocks 418-422). If complete match has not been previ-
ously 1ndicated, processing continues at block 428 where the
next sequential token (relative to the most recently consid-
ered token at block 402) 1s i1dentified and thereafter pro-
cessed beginning at block 402 as described above. Other-
wise, 1 a match has been indicated (extended or otherwise),
processing continues at block 426 where the next sequential
token immediately following the indicated match 1s 1denti-
fied and thereafter processed beginning at block 402 as
described above.

Referring now to FIG. 5, extended matching processing
418, 716 performed by either the first embodiment of a
CNRC (FIG. 4) or a third embodiment of CNRC (FIG. 7) 1n
accordance with the instant disclosure 1s further described.
That 1s, as indicated by the reference numerals 418 and 716,
the processing illustrated 1n FIG. 5 may be performed either
as part of the processing of FIG. 4 (block 418) or FIG. 7
(block 716) described in greater detail below. Regardless,
the processing 418, 716 illustrated 1n FIG. 5 1s based on
matching portions (one or more tokens) of the body of text
following and being indicative of a company name occur-
rence. At the beginning of the process 418, 716, a first token
in a sequence ol tokens constituting a portion of the body of
text following a previously 1dentified company name occur-
rence 1s accessed at block 502. As used 1n the processing of
FIG. S5, a token 1s considered to be either punctuation or a
character string. Thus, a determination 1s made, at block 504,
whether the accessed token 1s a comma, which may be the
case, for example, where the company name “Microsys-
tems” may be followed by a comma as 1n the occurrence of
“Microsystems, Inc.” If a comma 1s 1dentified at block 504,
it 1s eflectively 1gnored by proceeding to the next token at
block 506. Regardless, processing continues in either case at
block 508 where a determination 1s made whether the
current token matches any of a number of known location
endings that are indicative of a company name. Such loca-
tion endings may be stored 1n the company 1dentifier list and
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may include specific location identifiers often found follow-
Ing a company name such as, by way of non-limiting
example, “Asia,” “USA,” “Illinois,” etc. Thus, for example,
an occurrence of “USA” may signal a larger company name
such as “Microsystems USA.” If this 1s the first match of a
location ending (because it 1s unhkely that two different
location endings would be used 1n this case, e.g., “Micro-
systems USA Illinois™ 1s unlikely to occur) for this 1teration
of the processing of FIG. 5, then block 518 1s reached where
the matched location ending 1s added as an extension to the
previously 1dentified company name occurrence, after which
the next sequential token following the now-extended match
1s accessed. Note that previous 1dentification of an alterna-
tive ending (block 310), a roman numeral ending (block
512) or a company ending (block 516) does not prevent the
further extension of a previously identified or extended
match by the addition of the location ending.

If a location ending 1s not 1dentified at block 508, pro-
cessing continues at block 510 where a determination 1s
made whether the current token matches any of a number of
known alternative endings that are indicative of a company
name. Such alternative endings may be stored 1n the com-
pany 1dentifier list and may include specific alternative
identifiers often found following a company name such as,
by way of non-limiting example, “Partners,” “Portiolio,”
etc. Thus, for example, an occurrence of “Portiolio” may
signal a larger company name such as “Newco Portfolio I11.”
If this 1s the first match of an alternative ending for this
iteration of the processing of FIG. 5, then block 518 is
reached where the matched alternative ending 1s added as an
extension to the previously identified company name occur-
rence, alter which the next sequential token following the
now-extended match 1s accessed. Note that previous iden-
tification of a location ending (block 508), a roman numeral
ending (block 512) or a company ending (block 516) does
not prevent the further extension of a previously 1dentified or
extended match by the addition of the alternative ending.

If an alternative ending 1s not identified at block 310,
processing continues at block 512 where a determination 1s
made whether the current token matches any of a number of
known roman numeral endings that are indicative of a
company name. Such alternative endings may be stored 1n
the company 1dentifier list and may include specific roman
numerals often found following a company name such as, by
way ol non-limiting example, “I,” “XI1,” etc. Thus, for
example, an occurrence of “III” may signal a larger com-
pany name such as “Newco Portiolio III.” However, 1n an
embodiment, roman numerals that may otherwise be con-
tused with actual words or abbreviations, e.g., “1d” or “did,”
may be excluded for purposes of this analysis even though
they are technically valid roman numerals. Regardless, it
this 1s the first match of a roman numeral ending for this
iteration of the processing of FIG. 5, then block 518 1is
reached where the matched roman numeral ending 1s added
as an extension to the previously identified company name
occurrence, after which the next sequential token following
the now-extended match 1s accessed. Note that previous
identification of a location ending (block 508), an alternative
ending (block 510) or a company ending (block 516) does
not prevent the further extension of a previously 1dentified or
extended match by the addition of the roman numeral
ending.

Finally, 1f roman numeral ending is not 1dentified at block
512, processing continues at block 516 where a determina-
tion 1s made whether the current token matches any of a
number of known company endings that are indicative of a
company name. Such alternative endings may be stored 1n
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the company identifier list and may include specific char-
acter strings often found following a company name such as,
by way of non-limiting example, “Inc.,” “Co.,” “GmbH,”
etc. Thus, for example, an occurrence of “Inc.” may signal
a larger company name such as “Microsystems Inc.”
Regardless, 11 this 1s the first match of a company ending for
this 1teration of the processing of FIG. 5, then block 518 1s
reached where the matched company ending 1s added as an
extension to the previously identified company name occur-
rence, alter which the next sequential token following the
now-extended match 1s accessed. Note that previous 1den-
tification of a location ending (block 508), an alternative
ending (block 510) or a roman numeral ending (block 512)
does not prevent the further extension of a previously
identified or extended match by the addition of the company
ending.

If none of the conditions of blocks 508-516 are met, then
the process terminates. If any extended matches were estab-
lished, they are returned to the CNRC processing that
instantiated the processing of FIG. S.

Referring now to FIG. 6, processing 600 performed by a
second embodiment of a CNRC 1n accordance with the
instant disclosure 1s further described. In particular, the
processing 600 illustrated 1n FIG. 6 1s based on matching
portions (one or more tokens) of the body of text that
precede and are indicative of a company name. As indicated
by the reference numerals 422 and 720, the processing
illustrated 1n FIG. 6 may be performed either as standalone
process 600 or as part of the processing of FIG. 4 (block
422) or FIG. 7 (block 720) described 1n greater detail below.
When incorporated into the processing of claim FIGS. 4 and
7, the processing of FIG. 6 1s mvoked to determine 1f a
company name occurrence resulting from that processing
also serves as an “introduction” to an additional company
name occurrence. For example, “Zero Shoe Company (here-
alter “Zero”)” indicates that the word “Zero” 1s alternative
company name corresponding to the company name occur-
rence “Zero Shoe Company.”

Regardless, processing 600, 422, 720 begins at block 602
to determine 11 the end of the body of text has been reached.
If not, processing continues at block 604 where a first
sequential token 1n a body of text (or a first token following
a company name occurrence) 1s assessed to determine
whether 1t matches any of a number of alternative company
name introductions that may be stored, for example, 1n the
company identifier list. As used 1n the processing of FIG. 6,
a token or sequence i1s considered to be a character string
comprising one or more characters. For example, such
alternative company name introductions may comprise
phrases such as “hereafter”, “doing business as,” “dba,” etc.,
or a punctuation or symbols such as an opening bracket,
quote or parenthesis. If the sequence does not match any of
the alternative company name introductions, then processing,
continues at block 618 where a determination 1s made
whether the end of the text has been reached (in the case of
standalone processing 600) or 1f the current iteration of the
processing of FIG. 6 was instantiated by another CNRC
(e.g., F1G. 4 or FIG. 7). If so, then processing 1s terminated
since there 1s no further text to process in the former case or,
in the latter case, that no indication was found that the
company name occurrence was followed by any alternative
company name introduction.

If, however, the determination of block 604 i1s answered
in the athrmative, meaning that the sequence under consid-
cration matched an alternative company name introduction,
then processing continues at block 606 where the sequence
under consideration 1s deemed to be a potential introduction
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to an additional company name occurrence. At block 608,
certain non-informing tokens that often follow an introduc-
tion are 1dentified so that they may skipped for further
analysis purposes. For example, the word “hereafter” 1is
considered an introduction. However, 1n the case of “here-
after: the “Cook Co.” the occurrence of the colon, the word
“the” and the quotation marks may be 1gnored because of the
high probability that those characters/symbols will not form
a part of a company name. Regardless, processing thereafter
continues at block 610 where tokens sequentially following
the matched alternative company name introduction are
collected until a stop condition, such as an end bracket, an
end quote, an end parenthesis, a lowercase word, a tab
character, an end of line character or the like, 1s encountered.
Thereafter, at block 612, a determination 1s made if the
matched alternative company name introduction was punc-
tuation or a symbol as noted above. If not (meaning that one
of the introductory phrases was matched 1nstead) processing
continues at block 614 where the collected tokens (from
block 610) are deemed to be an alternative form of a
company name. That 1s, those tokens following an occur-
rence of a strong indicator such as “hereafter” or “doing
business as” have a high likelihood of being an alternative
form of a company name. For example, 1n the case of “This
company 1s doing business as Testco,” “lestco” would be
considered an alternative company name because the intro-
ductory phrase “doing business as™ 1s considered a strong
criterion. But, 1n the case of “Here 1s a word (‘Testco’),”
“Testco” would not be considered an alternative company
name because 1t does not immediately follow an already
matched name and parentheses-quotes 1s considered weak.
However, 1n the case of “lTest Co. (“Testco’),” “lestco”
would be considered an alternative company name because
it follows an already matched name, “Test Co.,” which
makes up for the weakness ol the parentheses quotes.
Regardless, following block 614, processing continues at
block 618 as described above.

On the other hand, 1f matched alternative company name
introduction did comprise punctuation or symbols at block
612, processing continues at block 616 where a determina-
tion 1s made whether the tokens collected at block 610
comprise an acronym, initialism or substring of the text that
proceeded the intro. As an example, for the name “Foobar
Bits & Bytes (name)”, the opening parenthesis serves as
only a weak potential introduction that the name in the
parentheses 1s an alternative company name and the check of
block 616 serves as a stronger check that the tokens follow-
ing the introduction are, in fact, an alternative company
name. Thus, 1 order for the name following the openming
parenthesis to be considered an alternative company name,
that name must either be an abbreviation (“Foo”), acronym/
mitialism (“FBB™), or match at least one word or substring
(“Bits Company”). Thus, the case of “Foobar Bits & Bytes
(Parent Company)” would result 1n a negative outcome at
block 616 because “Parent Company™ 1s seen to be a term
definition as opposed to an alternate name for the company.

As shown, if the determination at block 618 concludes
that the end of the text has not been reached or that the
current 1teration of the processing of FIG. 6 was not 1nstan-
tiated by another CNRC, then processing continues at block
620 where the next token 1n the sequence of body text tokens
1s accessed prior to proceeding back to step 602, as
described above.

Referring now to FIG. 7, processing 700 performed by a
third embodiment of a CNRC 1n accordance with the instant
disclosure 1s further described. In particular, the processing
700 1llustrated 1n FIG. 6 1s based on matching portions (one
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or more tokens) of the body of text that follow and are
indicative of a company name, 1.e., company endings as
discussed above relative to block 516 in FIG. 5. To avoid
talse positives, the strings used for this purpose each have a
strength threshold to indicate whether a company ending
may be used to algorithmically discover company name
occurrences not otherwise found by the other CNRCs. For
example, “Inc” 1s a strong indicator that the preceding text
1s a company name, but “Company” 1s not because “Com-
pany’” 1s oiten used 1n a general sense, such as 1n the case of
“the Acquiring Company.”

Regardless, processing 700 begins at block 702 to deter-
mine 1f the end of the body of text has been reached. If not,
processing continues at block 704 where a first sequential
token 1n the body of text matches with a company ending
(which may be stored in the company 1dentifier list). If not,
processing continues at block 704 where the next sequential
token 1s accessed, and the processing of blocks 702 and 704
1s repeated until such time that a token matching a company
ending 1s 1dentified or the end of the body of text 1s reached.,
thus terminating the process.

When the token at hand matches a company ending,
processing continues at block 708 where tokens prior to the
matched company ending are collected one at time. At block
710, the most recently collected token 1s assessed to see 1f
it matches anything 1 a stop list, which may include
transition or introductory words such as “if” “when,”
“lastly,” etc. If not, processing continues at block 712 to see
if the most recently collected token triggers a stop condition,
such as encountering a lowercase word (unless the lower-
case word 1s a permitted exception), another company
ending in the company 1dentifier listing, or certain permitted
punctuation. For example, exclamation points, question
marks, colons and semi-colons are stop conditions, whereas
hyphens and the “&” symbol are conditionally acceptable as
in the case of “David & Rachel Inc.” If such a stop trigger
1s not encountered, processing continues one again at block
708 where additional tokens are collected as described
above. IT a stop trigger 1s encountered, processing continues
at block 714 where 1t 1s determined 11 the collected tokens
establish a match to a company name. If no match 1s
identified at block 714, processing continues at block 722 to
see 1f the end of the body of text has been reached. For
example, backwards traverse of the phrase “Specifically,
Company will start with collection of the tokens for “Com-
pany”’ followed by conditional collection of the comma.
Because the collected tokens ““, Company™ assessed at block
714 will not establish a match, processing of the remain text
ensues.

However, 1f a match 1s indicated at block 714, then
extended matching processing (in accordance with FIG. 5)
1s performed and any match, extended or otherwise, are
thereafter 1dentified as a company name occurrence. Fur-
thermore, processmg continues at block 720 where the
turther processing of FIG. 6 1s performed to see if the
company name occurrence serves as an mtroduction to yet
another company name occurrence.

If a collected token from block 708 1s found 1n a stop list
at block 710, or 11 the end of the body of text has not yet been
reached at block 722, processing continues at block 724
where 1t 1s determined 1f any of the previous processing
resulted 1n a match. If not, the previous starting token at
block 704 1s once again accessed such that the subsequent
processing at block 706 results 1n the next sequential token
being considered. Alternatively, 1 a match was 1dentified,
then the last token 1n the match 1s accessed at block 728 such
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that subsequent processing at block 706 results 1n the next
sequential token following the match being considered.
While particular preferred embodiments have been shown
and described, those skilled 1n the art will appreciate that
changes and modifications may be made without departing
from the instant teachings. It 1s therefore contemplated that
any and all modifications, vaniations or equivalents of the
above-described teachings fall within the scope of the basic
underlying principles disclosed above and claimed herein.
What 1s claimed 1s:
1. A method for performing, by at least one processing
device, automated document analysis of a document com-
prising a body of text, the method comprising;
identifying at least one company name occurrence in the
body of text based on matching portions of the body of
text with company names in a company identifier list;

updating, by the at least one processing device, the
company identifier list, wherein updating the company
identifier list comprises adding the at least one com-
pany name occurrence to the company i1dentifier list;

subsequent to updating the company 1dentifier list, iden-
tifying, at least one additional company name occur-
rence 1n the body of text;
comparing the at least one additional company name
occurrence against an excluded company name list; and

subsequent to the comparison, omitting the at least one
additional company name occurrence from the com-
pany 1dentifier list.

2. The method of claim 1, further comprising identifying
a company name based on 1dentifying a portion of the body
of text indicative of a company name and based on a portion
of surrounding text.

3. The method of claim 1, further comprising 1dentiiying
a company name based on identifying a portion of surround-
ing text and based on a portion of the body of text preceding
text indicative of a company name.

4. The method of claim 1, further comprising 1dentiiying
a company name based on identifying a portion of surround-
ing text that follows a company name.

5. The method of claim 1, wherein updating the company
identifier list further comprises:

determiming shortened forms of the at least one company

name occurrence to provide at least one shortened
company name; and

adding the at least one shortened company name to the

company 1dentifier list.

6. The method of claim 1, further comprising;:

generating, by the at least one processing device, a user

interface including a representation of the at least one
company name occurrence or the at least one additional
company name occurrence.

7. The method of claim 6, wherein generating the user
interface turther comprises displaying at least a portion of
the body of text and providing indicia indicating instances of
the at least one company name occurrence or the at least one
additional company name occurrence within the portion of
the body of the text.

8. The method of claim 1, further comprising repeating,
the method of claim 1 on the body of text until no additional
company name occurrences are identified in the body of text.

9. A system comprising

at least one processing device; and

memory operatively connected to the at least one pro-

cessing device, the memory comprising executable
instructions that when executed by the at least one
processing device cause the at least one processing
device to:
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identify at least one company name occurrence in a
body of text based on matching portions of the body
of text with company names in a company identifier
list;

update the company identifier list, wherein updating the
company identifier list comprises adding the at least
one company name occurrence to the company 1den-
tifier list;

subsequent to updating the company i1dentifier list,
1dentily at least one additional company name occur-
rence 1n the body of text;

compare the at least one additional company name
occurrence against an excluded company name list;
and

subsequent to the comparison, omit the at least one
additional company name occurrence from the com-
pany identifier list.

10. The system of claim 9, wherein those executable
istructions are further operative to identily a company
name based on identifying a portion of the body of text
indicative of a company name and based on a portion of
surrounding text.

11. The system of claim 9, wherein those executable
istructions are further operative to identily a company
name based on 1dentifying a portion of surrounding text and
based on a portion of the body of text preceding text
indicative of a company name.

12. The system of claim 9, wherein those executable
instructions are further operative to identify a portion of
surrounding text that follows a company name.

13. The system of claim 9, wherein those executable
istructions operative to update the company 1dentifier list
turther comprise executable instructions that, when executed
by the at least one processing device, cause the at least one
processing device to:

determine shortened forms of the at least one company

name occurrence to provide at least one shortened

company name; and

add the at least one shortened company name to the

company 1dentifier list.

14. The system of claim 9, further comprising executable
instructions that, when executed by the at least one process-
ing device, cause the at least one processing device to:

generate a user interface including a representation of the

at least one company name occurrence or the at least
one additional company name occurrence.

15. The system of claim 14, wherein those executable
instructions operative to generate the user interface further
comprise executable instructions that, when executed by the
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at least one processing device, cause the at least one pro-
cessing device to display at least a portion of the body of text
and provide 1ndicia indicating instances of the at least one
company name occurrence or the at least one additional
company name occurrence within the portion of the body of
the text.
16. The system of claim 9, further comprising executable
instructions that, when executed by the at least one process-
ing device, cause the at least one processing device to repeat
the processing of claam 9 on the body of text until no
additional company name occurrences are i1dentified in the
body of text.
17. A non-transitory computer readable medium compris-
ing executable mstructions that when executed by at least
one processing device cause the at least one processing
device to perform automated document analysis of a docu-
ment comprising a body of text in which the at least one
processing device 1s caused to:
identily at least one company name occurrence in the
body of text based on matching portions of the body of
text with company names 1n a company identifier list;

update the company 1dentifier list, wherein updating the
company identifier list comprises adding the at least
one company name occurrence to the company 1denti-
fier list;

subsequent to updating the company 1dentifier list, iden-

tify at least one additional company name occurrence in
the body of text;
compare the at least one additional company name occur-
rence against an excluded company name list; and

subsequent to the comparison, omit the at least one
additional company name occurrence from the com-
pany 1dentifier list.

18. The non-transitory computer readable medium of
claim 17, wherein those executable instructions are further
operative to 1dentily a company name based on 1dentifying
a portion of the body of text indicative of a company name
and based on a portion of surrounding text.

19. The non-transitory computer readable medium of
claim 17, wherein those executable instructions are further
operative to 1dentily a company name based on 1dentifying
a portion of surrounding text and based on a portion of the
body of text preceding text indicative of a company name.

20. The non-transitory computer readable medium of
claim 17, wherein those executable 1nstructions are further
operative to i1dentily a portion of surrounding text that
follows a company name.
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