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configurable write operation protocol to operate with the
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MEMORY SYSTEM AND METHOD OF
CONTROLLING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This utility patent application claims priority to and the
benefit of U.S. Provisional Patent Application Ser. No.
62/303,343, filed Mar. 3, 2016, enftitled “A Configurable
Write Operation Protocol with Immediate Write Confirma-
tion and No Wrnte Confirmation Operations,” the entire
content of which 1s incorporated herein by reference.

BACKGROUND

One or more aspects of example embodiments of the
present invention relate to a memory system and a method
of controlling the same.

In recent years, next-generation main memory interfaces
are trending toward being transaction based, with variable
read and write timing, and may utilize either volatile or
nonvolatile memory (NVM) technologies. Various nonvola-
tile memories that may be utilized on such transactional
memory channels, however, may have different feedback
information requirements from a dual 1in-line memory mod-
ule (DIMM), and may have different write-commait mecha-
nisms (or protocols or policies). Such write commit mecha-
nisms may include confirming a write operation after
directly writing to memory cells, confirming a write opera-
tion when data 1s written to a bufler (before other hardware
writes the data back to memory cells), and 1n some instances
no write confirmation may be provided after a page 1s
opened. Without a mechanism for handling the different
write commit mechanisms according to the different types of
NVM technologies, a memory module having diflerent
NVM technologies incorporated into the same memory
module may not function.

The above miformation disclosed i1n this Background
section 1s provided for enhancement of understanding of the
background of the invention, and therefore, 1t may contain
information that does not constitute prior art.

SUMMARY

This summary 1s provided to introduce a selection of
features and concepts ol embodiments of the present dis-
closure that are further described below in the detailed
description. This summary 1s not intended to identify key or
essential features of the claimed subject matter, nor 1s 1t
intended to be used in limiting the scope of the claimed
subject matter. One or more of the described features may be
combined with one or more other described features to
provide a workable device.

Aspects of example embodiments of the present disclo-
sure relate to a memory system and a method of controlling
the same.

According to some example embodiments according to
the present disclosure, an asynchronized write operation
protocol with both immediate write confirmation and no
write confirmation operations may be utilized to control a
memory device.

According to some example embodiments, a memory
system 1ncludes one or more memory modules, each com-
prising a plurality of memory devices having corresponding,
write commit policies; and one or more memory controllers
coupled to the one or more memory modules, the one or
more memory controllers having a configurable write opera-
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2

tion protocol to operate with the memory devices according
to the corresponding write commit policies.

According to some embodiments, a first memory device
from among the memory devices has a write commit policy
in which a write 1s confirmed after directly writing to
memory cells of the first memory device.

According to some embodiments, a second memory
device from among the memory devices has a write commiut
policy in which a write 1s confirmed after writing to a
volatile data bufler.

According to some embodiments, a third memory device
from among the memory devices does not use write confir-
mation after page open.

According to some embodiments, the one or more
memory controllers are configured to receive serial presence
detect (SPD) information for the memory devices at power
up of the memory system.

According to some embodiments, the one or more
memory controllers are configured to reuse a double data
rate generation 4 (DDR4) command that 1s not utilized for
nonvolatile memory devices as a write operation command.

According to some embodiments, the one or more
memory controllers are configured to utilize a command
from among a set of commands reserved for future use
(RFU) as a write operation command.

According to some embodiments, the configurable write
operation protocol 1s compatible with a double data rate
generation 4 (DDR4).

According to some embodiments, the configurable write
operation protocol 1s compatible with a double data rate
generation 4 (DDR4).

According to some example embodiments, in a method of
controlling a memory system including one or more memory
modules, each including a plurality of memory devices
having corresponding write commit policies, the method
includes: 1dentiiying a write commuit policy utilized by each
of the memory devices; recerving a write command from a
processor; identifying a first memory device from among the
plurality of memory devices that corresponds to the write
command; and executing the write command according to
the write commit policy of the memory device.

According to some embodiments, the first memory device
from among the memory devices has a write commit policy
in which a write 1s confirmed after directly writing to
memory cells of the first memory device.

According to some embodiments, a second memory
device from among the memory devices has a write commiut

policy i which a write 1s confirmed after writing to a
volatile data bufler.

According to some embodiments, a third memory device
from among the memory devices does not use write confir-
mation aiter page open.

According to some embodiments, the method further
includes 1dentitying the write commit policy utilized by each
of the memory devices based on a readout of serial presence
detect (SPD) information from an SPD area of each of the
memory devices.

According to some embodiments, the memory system
further comprises a memory controller coupled to the
memory devices and having a configurable write operation
protocol to operate with the memory devices according to
their respective write commit policies.

According to some embodiments, the memory system
includes a plurality of memory modules, wherein each of the
memory devices 1n a same memory module have a same
write commit policy that 1s different from a write commait

policy of the memory devices 1n a different memory module.
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According to some example embodiments, a memory
system includes: one or more memory modules, each com-
prising a plurality of memory devices having corresponding,
write commit policies; and one or more memory controllers
coupled to the one or more memory modules, wherein the
one or more memory controllers are configured to: 1dentily
a write commit policy utilized by each of the memory
devices; recelve a write command from a processor; identily
a first memory device from among the plurality of memory
devices that corresponds to the write command; and execute
the write command according to the write commit policy of
the first memory device.

According to some embodiments, the first memory device
from among the memory devices has a write commit policy
in which a write 1s confirmed after directly writing to
memory cells of the first memory device.

According to some embodiments, a second memory
device from among the memory devices has a write commiut
policy in which a write 1s confirmed after writing to a
volatile data bufler.

According to some embodiments, a third memory device
from among the memory devices does not use write confir-
mation after page open.

This Summary 1s provided to mtroduce a selection of
some features and concepts of example embodiments of the
present disclosure that are further described below in the
detailed description. This Summary 1s not intended to 1den-
tify key or essential features of the claimed subject matter
nor 1s 1t mntended to be used 1n limiting the scope of the
claimed subject matter. One or more of the described fea-
tures according to one or more example embodiments may
be combined with one or more other described features

according to one or more example embodiments to provide
a workable device.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete appreciation of the present disclosure,
and many of the attendant features and aspects thereof, will
become more readily apparent as the disclosure becomes
better understood by reference to the following detailed
description when considered in conjunction with the accom-
panying drawings in which like reference symbols indicate
like components, wherein:

FIG. 1 1s a schematic block diagram of a computing
system according to one or more example embodiments of
the present invention;

FIGS. 2A and 2B are a schematic block diagrams of a
memory system according to one or more example embodi-
ments of the present invention;

FIG. 3 1s a iming diagram 1llustrating a write operation
without write confirmation according to one or more
example embodiments of the present mnvention;

FIG. 4 1s a timing diagram 1llustrating a write operation
with write confirmation according to one or more example
embodiments of the present invention;

FIG. 5 1s a timing diagram illustrating a compound write
operation without write confirmation according to one or
more example embodiments of the present invention;

FIG. 6 1s a timing diagram illustrating a compound write
operation with write confirmation according to one or more
example embodiments of the present imnvention;

FIG. 7 1s a iming diagram 1llustrating a write operation
without write confirmation command with an open page
policy according to one or more example embodiments of
the present invention;
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FIG. 8 1s a timing diagram illustrating a write operation
with immediate write confirmation command with an open
page policy according to one or more example embodiments
of the present 1nvention;

FIG. 9 1s a timing diagram illustrating a write operation
without write confirmation command with a close page
policy according to one or more example embodiments of
the present mnvention;

FIG. 10 1s a ttiming diagram illustrating a write operation
with 1mmediate write confirmation command with a close
page policy according to one or more example embodiments
of the present 1nvention;

FIG. 11 1s a timing diagram 1illustrating a single write
operation without a write confirmation according to one or
more example embodiments of the present invention;

FIG. 12 1s a timing diagram 1llustrating a compound write
operation with confirmation according to one or more
example embodiments of the present invention;

FIG. 13 1s a timing diagram 1illustrating consecutive write
operations by utilizing a write credit counter according to
one or more example embodiments of the present invention;

FIG. 14 1s a timing diagram illustrating a mechamsm for
teedback control in which a host may read a memory module
status according to one or more example embodiments of the
present 1nvention;

FIG. 15 1s an example of a new command set that reuses
a current command set that 1s not used for nonvolatile
(NVM) memory according to one or more example embodi-
ments of the present mvention;

FIG. 16 1s another example of a new command set that 1s
not used in current DDR protocol according to one or more
example embodiments of the present invention; and

FIG. 17 1s a flow diagram illustrating a process of
controlling a memory system having a plurality of nonvola-
tile memory devices with different write commit policies
according to some example embodiments of the present
invention.

DETAILED DESCRIPTION

Hereinatter, example embodiments of the present disclo-
sure will be described 1n more detail with reference to the
accompanying drawings, in which like reference numbers
refer to like elements throughout. The present invention,
however, may be embodied 1n various different forms, and
should not be construed as being limited to only the 1llus-
trated embodiments herein. Rather, these embodiments are
provided as examples so that this disclosure will be thorough
and complete, and will fully convey the aspects and features
of the present invention to those skilled in the art. Accord-
ingly, processes, elements, and techniques that are not
necessary to those having ordinary skill in the art for a
complete understanding of the aspects and features of the
present invention may not be described. Unless otherwise
noted, like reference numerals denote like elements through-
out the attached drawings and the written description, and
thus, descriptions thereof may not be repeated.

Aspects of embodiments of the present disclosure relate to
a memory device and a method of controlling the same.

According to trends for next-generation memory inter-
faces, transaction based interfaces for nonvolatile memory
(NVM) may be utilized with a main memory module.
Different NVM technologies utilize different write commiut
mechanisms, however. For example, in some NVM devices,
writes are confirmed after directly writing to memory cells.
In other words, when an I/O write 1nstruction 1s provided to
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an NVM device by or through an NVM controller or a
register clock driver (RCD) chip, the NVM device sends an
acknowledgement.

In other NVM devices, writes are confirmed after writing,
to a volatile data bufler, and additional hardware 1s respon-
sible for bufler write back, such as 1n a manner similar to
flash memory. In other words, when an I/O write instruction
1s provided to an NVM device by or through an NVM
controller or an RCD chip, the volatile data bufler (e.g., a
volatile memory) forwards the I/O write instruction to the
NVM device, and sends an acknowledgement. In yet other
NVM devices, write confirmations are not needed after a
page open, but hardware 1s responsible for page write back,
in a manner similar to DRAM.

Therelore, a single write operation protocol cannot etlec-
tively be utilized with all of the various NVM technologies
that utilize different write mechanisms. For example, using
DRAM-like devices with a communication protocol that
requires 1mmediate write confirmation wastes memory
bandwidth. On the other hand, flash memory-like devices
cannot be directly used with the standard double data rate
generation 4 (DDR4) protocol because of the lack of feed-
back (e.g., confirmation or acknowledgement).

Thus, according to one or more embodiments of the
present invention, an asynchronized write operation protocol
may be utilized with both immediate write confirmation and
no write confirmation operations.

According to one or more example embodiments, the
protocol may have one or more of, but 1s not limited to, the
following features: 1) a configurable write confirmation
policy; 2) compatibility with DDR protocols; 3) the write
confirmation policies utilized by different NVM devices
(e.g., write with confirmation and write without confirma-
tion) 1s read out by the memory controller through serial
presence detect (SPD) during boot up of the memory mod-
ule; 4) the memory controller policy 1s decoupled from the
communication protocol and supports both open and close
page policies; 5) a device write back mechanisms policy 1s
decoupled from the communication protocol and supports
devices with write back buflers or write through buflers; 6)
an extended write (EWR) command with confirmation may
be utilized according to the NVM technology; 7) the EWR
command can either use the RFU command set 1n the DDR4
protocol (e.g., the current DDR4 protocol), or reuse com-
mands from the DDR4 commend set; and 8) the memory
device may be utilized without changes to timing param-
eters.

FIG. 1 1s a schematic block diagram of a computing
system according to one or more example embodiments of
the present invention. FIGS. 2A and 2B are schematic block
diagrams of a memory system according to one or more
example embodiments of the present invention.

Referring to FIG. 1, a computing system 10 according to
one or more example embodiments of the present invention
includes a memory system 100, a storage device 200, a
processor 300, and a system bus 400. The storage device 200
may store any data required/used for the operation of the
computing system 10. For example, the storage device 200
may be used to store system soltware, application software,
user data and/or any other suitable data required/used for the
operation of the computing system 10. In one or more
example embodiments according to the present invention,
the storage device 200 may include a hard disk drive (HDD),
solid state drive (SSD), a nonvolatile memory such as a flash
memory, a phase change RAM (PRAM), a magnetic RAM
(MRAM), a resistive RAM (RRAM), a ferroelectric RAM
(FRAM), and/or the like.
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The memory system 100 may be utilized as a working
memory or main memory of the computing system 10. Thus,
according to some embodiments, the components of the
memory system 100 may be integrated into a single com-
ponent. The memory system 100 may be configured to store
data processed by and/or data to be processed by the
processor 300.

According to some embodiments, the memory system 100
may include an NVM module 110 and a memory module
controller 120. The memory module controller 120 1s con-
figured to control the NVM module 110 according to control
signals from the processor 300. For example, the memory
module controller 120 may receive a write command and
write data from the processor 300, and may control the
NVM module 110 to store the write data. Additionally, the
memory module controller 120 may receive a read com-
mand from the processor 300 and may control the NVM
module 110 to perform a read operation, corresponding to
requested data, from among data that 1s stored at the NVM
module 110.

As will be shown and described in more detail below, the
NVM module 110 may include a plurality of NVM devices,
utilizing different NVM technologies. As shown in FIG. 1,
the NVM module 110 may include a serial presence detect
(SPD) area 130, in which SPD information 1s stored.
According to some embodiments, the SPD area 130 may
also be stored 1n a dedicated chip 1n the memory system 100
with a dedicated communication path. During boot (e.g.,
power up) of the computing system 10 and/or the memory
system 100, the SPD information 1s read by the memory
controller 120 and/or the processor 300, so as to detect the
types of NVM devices that are imncluded within the NVM
module 110.

The memory controller 120 according to one or more
example embodiments of the present invention has a con-
figurable write operation protocol with at least immediate
write confirmation and no write confirmation operations. For
example, the memory controller 120 may utilize SPD read-
out information from different NVM devices of the NVM
module 110 to determine how to handle the different read/

write requirements of different NVM devices.
Referring to FIG. 2A, the NVM module 110 includes a

plurality of NVM devices 111, 112, 113 through 11(»-1) and
117. The number of NVM devices included as part of the
NVM module 110 may vary according to the design and
function of the NVM module 110. Each of the NVM devices
111 to 112 may exchange data 130 with the memory module
controller 120 in response to a command CA from the
memory module controller 120. Each of the NVM devices
111 to 117 may perform a read or write operation in response
to the command CA from the memory module controller
120.

For example, the nonvolatile memory devices 111 to 11#
may perform a read or write operation in parallel. That 1s, the
nonvolatile memory devices 111 to 1172 may perform a read
or write operation independently and/or concurrently. In
other example embodiments, read or write operations of the
NVM devices 111 to 11z may be performed sequentially.

In example embodiments, SPD information may be stored
at each of the nonvolatile memory devices 111 to 11#. For
example, the SPD area 130 in FIG. 1 may include a plurality
of SPD areas 130_1, 130_2, 130_3 through 130_(»-1) and
130 _n, such that each of the NVM devices 111 to 11#
includes a respective SPD area (or SPD sub-area). Accord-
ingly, separate and distinct SPD information may be stored
in each of the NVM devices 111 to 11z, such that, for

example, the memory module controller 120 may obtain
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SPD information stored in the respective SPD areas that 1s
specific to the corresponding NVM devices 111 to 11x.
According to some embodiments, the SPD iformation for
cach of the NVM devices 111 to 112 may be stored in one
or more SPD chips corresponding to the memory module
110 that are separate from the NVM devices 111 to 11x.
According to some embodiments, such SPD information
may be obtained by the memory module controller 120 upon
startup or boot up of the computer system 10 or the memory
system 100. Thus, the memory module controller 120 may
perform a setting operation for and control the NVM devices
111 to 11» such that specific write and/or read operations
may be performed according to the NVM technology of
cach corresponding NVM device and the SPD information
stored at each of the NVM devices 111 to 11#», or the SPD
information stored 1n one or more SPD chips corresponding
to the memory module.

By setting the memory module controller 120 with the
SPD 1nformation 1n each of the NVM devices, different
write and/or read operations may be performed for the
different NVM devices 111 to 11z depending on the NVM
technology. For example, according to one or more example
embodiments, the way or method in which a write mstruc-
tion 1s confirmed by different NVM devices may be set
differently. The memory controller 120 may schedule a
“write with confirmation™ or “write without confirmation™
command according to, for example, dual m-line memory
module (DIMM) information obtained through the SPD
readout.

According to some embodiments, a memory system 210
(e.g., included as part of the memory system 100 in FIG. 1)
may include a plurality of memory modules 211, 212, 213
through 21z-1 and 21n, as illustrated in FIG. 2B. The
number ol memory modules 1included as part of the memory
system 210 may vary according to the design and function
of the memory system 210. Each of the memory modules
211 through 217 may include a plurality of memory devices
(e.g., a plurality of memory modules that are the same as or
similar to the memory module 110 shown in FIG. 2A, each
having a plurality of the NVM devices 111 through 112), and
may exchange data 230 with a memory system controller
220 1n response to a command CA from the memory system
controller 220. According to some embodiments, the
memory system controller 220 may be 1ncluded as part of
the host (e.g., the processor 300 1mn FIG. 1). According to
embodiments 1n which the memory system includes a plu-
rality of memory modules, different memory modules may
have diflerent write confirmation policies, but NVM devices
in the same module may all have the same write confirma-
tion policy.

According to one or more example embodiments, the
memory controller policy may be decoupled page open
policy such that the system will decide the open/close page
policy. That 1s, according to some embodiments, the
memory controller may choose either an open page or close
page policy, regardless of which write confirmation policy 1s
utilized 1n the memory device. In addition, according to one
or more example embodiments, the command set changes
may be kept to a minimum, such that current commands may
be reused or a single command may be added. There may be
no timing parameter changes, and compatibility with current
DDR protocol may be maintained.

Hereinafter, configuration of write confirmation accord-
ing to one or more example embodiments of the present
invention 1s described in further detail. The memory module
controller 120 may read the write confirmation requirement

from a dual in-line memory module (DIMM) through SPD
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during booting. Here, the DIMM may specily the required
write confirmation policy. For example, if the hardware can
ensure reliable bufler write back, no confirmation may be
required after activation. If, however, the hardware does not
provide support for buller write back, every write transac-
tion may need a write confirmation.

According to one or more example embodiments of the
present invention, a memory controller scheduler (e.g., in
the memory controller 120) may be utilized for scheduling
“write with confirmation” or “write without confirmation™
commands according to the SPD readout. Because different
(or different types of) NVM devices may be associated with
different channels, different channels may have different
write confirmation policies. Further, different rank or ranks
in the same channel or in different channels may have

different write confirmation policies. In addition, different
bank or banks in the same rank or in different ranks may
have different write confirmation policies.

FIG. 3 1s a timing diagram illustrating a write operation
for utilizing with an NVM device without write confirmation
according to one or more example embodiments of the
present 1nvention.

For example, the memory module controller 120 may
1ssue write operation command without write confirmation
to one or more of the NVM devices having corresponding
write commit mechanisms according to example embodi-
ments of the present invention. As can be seen 1n FIG. 3, the
memory controller 1ssues an activation operation (ACT)
command to a particular memory address (e.g., to a specific
bank of an NVM device or NVM devices) and requires a
status feedback (e.g., Status) from the DIMM 1indicating that
the activation operation was successiul. After receiving the
successiul activation status, data may be held 1n a data builer
and may be operated with the same timing as DRAM. Then
the memory module controller 120 1ssues a regular write
operation (WR) command to write data to the NVM device,
and after a fixed latency, the data 1s transmitted to the data
bus of the memory system 100 and written the correspond-
ing cells of the corresponding NVM device. Because the
NVM devices used with this protocol technology does not
require a write confirmation, the write operation 1s then
completed.

FIG. 4 1s a timing diagram 1illustrating a write operation
for utilizing with an NVM device with write confirmation
according to one or more example embodiments of the
present 1nvention.

For example, the memory module controller 120 may
issue an extended write operation (EWR) command with
write confirmation to one or more of the NVM devices
having corresponding write commit mechanisms. As can be
seen 1 FIG. 4, activation 1s substantially the same as the
case of FIG. 3, in which the activation requires a status
teedback for activation (e.g., Status(A)). The memory mod-
ule controller 120 then 1ssues (e.g., sends a command for) an
EWR command to write data to a particular memory address
(e.g., to a specific bank of an NVM device or NVM devices).
After a vanable latency, the DIMM sends a write confirma-
tion back to the memory module controller 120. Thus,
according to the protocol illustrated i FIG. 4, the memory
module controller 120 awaits a successiul write confirma-
tion (e.g., Status(W)) prior to 1ssuing any other operation (or
command) to the same bank or DIMM.

FIGS. 5 and 6 respectively illustrate compound write
operations without write confirmation and with write con-
firmation according to one or more example embodiments of
the present invention.
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The commands 1ssued by the memory module controller
120 in FIGS. 5 and 6 are substantially similar to those 1ssued
in FIGS. 3 and 4, respectively, except that the commands 1n
FIGS. 5 and 6 are for respective compound write operations
in which the respective write operation commands (WR) are
compounded with an activation operation command (ACT)
according to their respective write commit mechanisms.

As shown 1n FIG. 5, a compound command of activation
and write operations are 1ssued to a particular memory
address (e.g., to a specific bank of an NVM device or NVM
devices), and a data write 1s mitiated after a fixed latency.
Then, the memory controller awaits a successtul activation
confirmation (e.g., Status(A)). The command 1ssued by the
memory controller in FIG. 6 1s substantially the same as the
one 1ssued 1 FIG. §, except that the memory controller 1n
FIG. 6 awaits a compound status feedback of successiul
activation plus write confirmation (e.g., Status(AW)) prior to
1ssuing any other operation (or command) to the same bank.

FIG. 7 1s an example timing diagram illustrating a
sequence of operations for writing and reading data with an
NVM device having an open page policy without utilizing a
write confirmation according to some embodiments of the
present mvention.

The timing diagram and the write commit mechanism of
FIG. 7 1s substantially similar to the one illustrated 1n FIG.
5, except that additional write (WR) and read (RD) opera-
tions are commanded to the same bank under an open page
policy. Because sense amplifiers are always open under the
open page policy, no additional activation operation (ACT)
commands are required to the same bank under the open
page policy. Therefore, only the write (WR) and read (RD)
commands are 1ssued after the 1mitial activation status feed-
back (e.g. Status(A)) has been received. Additionally, write
operations and read operation commands can be 1ssued
consecutively without confirmation.

FIG. 8 1s an example timing diagram illustrating a
sequence of operations for writing and reading data with an
NVM device having an open page policy with a write
confirmation according to some embodiments of the present
invention.

The timing diagram and the write commit mechanism of
FIG. 8 are substantially similar to the one 1llustrated in FIG.
6, except that additional extended write (EWR) and read
(RD) operations are commanded to the same bank under an
open page policy. Because sense amplifiers are always open
under the open page policy, no additional activation com-
mands are required to the same bank under the open page
policy. Therefore, only the extended write (EWR) and read
(RD) commands are 1ssued after the initial activation+write
status feedback (e.g. Status(AW)) has been received. It
should be noted that unlike the no write confirmation
operation depicted in FIG. 7, the memory controller awaits
a status feedback (e.g., Status(W)) after 1ssuing each
extended write (EWR) command prior to issuing any other
operation (or command) to the same bank.

FIG. 9 1s an example timing diagram illustrating a
sequence of operations for writing and reading data for an
NVM device having a close page policy without utilizing a
write confirmation according to some embodiments of the
present invention. As shown in FIG. 9, the memory module
controller 120 issues a compound activation and write
operation command, and after a fixed latency, the data is
provided to the data bus of the NVM device. Then, a
successiul activation status confirmation (e.g., Status(A)) 1s
provided by the DIMM to the memory module controller
120, without providing a write confirmation. To perform
another write operation, another activation command 1s
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1ssued, followed by a corresponding activation status con-
firmation. As can be seen in FIG. 9, the memory module
controller 120 1ssues an activation operation command to the
same bank and awaits an activation status feedback (e.g.,
Status(A)) prior to 1ssuing a read operation (RD) command
because of the close page policy, under which sense ampli-
fiers are not always open.

FIG. 10 1s an example timing diagram illustrating a
sequence of operations for writing and reading data for an
NVM device having a close page policy with a write
confirmation according to some embodiments of the present
ivention.

The timing diagram and the write commit mechanism of
FIG. 10 1s similar to the one 1llustrated 1n FIG. 8, except that
the memory controller 1ssues an activation operation (ACT)
command aiter the EWR operation prior to 1ssuing a read
(RD) operation command under a close page policy. As can
be seen 1n FI1G. 10, the memory module controller 120 1ssues
another activation operation (ACT) command to the same
bank after the receipt of the activation plus write status
teedback (e.g., Status(AW)), and awaits an activation status
teedback (e.g., Status(A)) prior to 1ssuing a read operation
(RD) command because of the close page policy, under
which sense amplifiers are not always open.

FIG. 11 1s a timing diagram 1illustrating a single write
operation without a write confirmation according to one or
more example embodiments of the present invention. For
embodiments 1n which a memory device 1s a tlash memory
or non-volatile memory express (NVMe) like NVM device,
a write bufler may handle incoming write operations, and a
page open may not be required before a write operation 1s
performed. Accordingly, there may be no need to obtain
confirmation of an activation command, as 1illustrated in
FIG. 11. Additionally, the host or memory controller (or
memory system controller) may track the available entries in
the module write buller and ensure all write operations can
be buflered in the corresponding memory module. In such
configurations, as illustrated in FIG. 11, a compound com-
mand of activation and write operations 1s 1ssued to a
particular memory address (e.g., to a specific bank of a
memory device or memory devices), and a data write
command 1s mitiated after a fixed latency, similar to the
sequence 1llustrated 1n FIG. 5. Because confirmation of the
activation command 1s not needed, however, 1n contrast to
FIG. §, no activation confirmation may be 1ssued.

FIG. 12 1s a timing diagram 1llustrating a compound write
operation with confirmation according to one or more
example embodiments of the present invention. The timing
diagram of FIG. 12 i1s substantially similar to the one
illustrated 1n FIG. 11, except the write command 1s an
extended write (EWR) with confirmation command. Again,
for flash or NVMe like NVM devices, a page open command
may not be required before a write operation 1s performed.
Accordingly, an activation confirmation may not be pro-
vided. In such configurations, as illustrated 1n FIG. 12, a
compound activation and EWR command may be 1ssued,
and after a fixed latency, the write operation may be per-
formed. Because the EWR command utilizes a write con-
firmation, after a variable latency, the status of the write
confirmation maybe 1ssued, without an activation confirma-
tion.

FIG. 13 1s a timing diagram illustrating consecutive write
operations by utilizing a write credit counter according to
one or more example embodiments of the present invention.
According to some embodiments, the host or memory mod-
ule controller (or memory system controller) may utilize a
write credit counter. After 1ssuing a write operation, the
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write credit counter 1s decreased by one credit, and as long
as the write credit counter 1s greater than zero, the hose may
continue 1ssuing write commands. According to some
embodiments, the host may pull the write credit from a
memory module using a special command. For example, as
illustrated 1n FIG. 13, prior to 1ssuing a write command, the
write credit counter may be set to an integer greater than
zero (e.g., 2). Accordingly, the host may 1ssue compound
activation and write commands, subtracting one credit from
the write credit counter atter each write command, until the
write credit counter 1s no longer greater than zero.

FIG. 14 1s a timing diagram 1llustrating a mechanism for
teedback control in which a host may read a memory module
status according to one or more example embodiments of the
present imvention. According to some embodiments of the
present invention, the memory modules or memory devices
may not automatically provide feedback to the host or
memory controller (or memory system controller) following,
execution of a command. Instead, the memory modules or
memory devices may 1ssue a ready notification or signal to
the host, and the host 1s responsible for pulling the status
from the corresponding memory module or memory device.
As shown 1n FIG. 14, a compound command of activation
and EWR may be 1ssued to a memory address, and a data
write 1s 1nitiated after a fixed latency. Then, after a variable
latency following the EWR operation, a ready notification
may be transmitted to the host or memory module controller
(or memory system controller), indicating the memory
device or memory module 1s ready to provide status infor-
mation, such as write confirmation information, write credit
updates, and the like. Accordingly, after a variable amount
of time, the host may then 1ssue a status read (SR) command,
requesting the status information from the corresponding
memory device or memory module, and after a fixed latency,
the status information may be provided from the memory
module or memory device to the host.

Although certain commands and operations described
above may be described with respect to FIG. 2A and the
memory module 110, a person having ordinary skill in the
art will appreciate that embodiments of the present invention
may be applied to a memory system 210, as illustrated in
FIG. 2B, 1n which the memory system controller 220 may
exchange data and commands with the various memory
modules 211 through 217. As discussed above, according to
some embodiments, each of the memory modules 211
through 21», may each include a plurality of memory
devices (e.g., NVM devices), each having the same write
confirmation policies within the same memory module.

In some example embodiments according to the present
invention, a new command may be 1ssued by the memory
controller to the NVM devices. For example, the new
command may be the extended write (EWR) command with
confirmation, illustrated in the various timing diagrams
above. According to some example embodiments, the EWR
command may include information including one or more
of, but may not be limited to, the following: 1) Chip ID (C,,
C,, C,, etc.); 2) Bank and Bank group ID (BA[1:0], BGJ1:
0]); and 3) Column address (A13-11%, A9-0). For example,
the column address may be programmable to support dif-
ferent row buller size (e.g., device page size).

FIG. 15 1s an example of a new command set that reuses
a current command set that 1s not used for NVM devices
according to one or more example embodiments of the
present mvention. The commands that may be reused may
include for example, but may not be limited to, a write with
auto precharge (WRA) command, a write with burst chop

(WRS4) command, and/or the like. As can be seen 1n FIG.

10

15

20

25

30

35

40

45

50

55

60

65

12

15, for example, a write with auto precharge (Fixed BLS or
BC4) (WRA) command may be reused as an extended write
(EWR) command.

FIG. 16 1s another example of a new command set that 1s
not used in current DDR protocol according to one or more
example embodiments of the present invention. For
example, current reserve for future use (RFU) sets may be
used as the new command for EWR as shown 1n FIG. 16.

FIG. 17 1s a flow diagram illustrating a process of
controlling a memory system having a plurality of NVM
devices with different write commit policies according to
some example embodiments of the present invention.
According to some embodiments, the number of operations
and the order of operations for controlling the memory
system may vary. That 1s, according to some embodiments,
the process may include additional operations or the order of
the operations may vary.

As shown 1n FIG. 17, the process starts and at 1702, the
memory system i1dentifies the write commuit policies utilized
by each of the diflerent memory devices (e.g., the NVM
devices) included 1n the memory system. That 1s, according
to embodiments of the present invention, as discussed
above, the memory system may include a plurality of
different memory devices (e.g., NVM devices) implemented
according to different memory (e.g., NVM) technologies
and having different write commit policies discussed above.
The memory system and/or a memory controller included
within the memory system may identily the write commait
policies of the various memory devices (e.g., NVM devices)
by way of a readout from the SPD area of each of the
respective memory devices (e.g., NVM devices) or from one
or more SPD chips of the memory module(s). According to
some embodiments, such write commit policies may be
identified at startup or booting of the computer system
and/or the memory system.

At 1704, the memory system receives a read or write
command, for example, from an external processor or con-
troller. Then, at 1706, the memory system identifies a
memory device or memory devices (e.g., an NVM device or
NVM devices) corresponding to the read or write command
and, at 1708, the memory system executes the read or write
command according to the write commit policy of the
corresponding memory device (e.g., NVM device(s)).

Thus, according to embodiments of the present invention,
a memory system may include a plurality of different
memory devices (e€.g., NVM devices) having different write
commit policies incorporated 1nto the same memory system
or component, and the memory system may perform read
and write operations according to the write commuit policies
of each memory device (e.g., NVM device) 1n the system.

In the drawings, the relative sizes of elements, layers, and
regions may be exaggerated and/or simplified for clarnty. It
will be understood that, although the terms *“first,” “second,”
“third,” etc., may be used herein to describe various ele-
ments, components, regions, layers and/or sections, these
clements, components, regions, layers and/or sections
should not be limited by these terms. These terms are used
to distinguish one element, component, region, layer or
section from another element, component, region, layer or
section. Thus, a first element, component, region, layer or
section described below could be termed a second element,
component, region, layer or section, without departing from
the spirit and scope of the present mnvention.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments and 1s not intended to be limut-
ing of the present invention. As used herein, the singular
forms ““a” and “an” are mtended to include the plural forms
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as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises,” “compris-
ing,” “includes,” and “including,” when used 1n this speci-
fication, specily the presence of the stated features, integers,
steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other
features, 1ntegers, steps, operations, elements, components,
and/or groups thereof. As used herein, the term “and/or”
includes any and all combinations of one or more of the
associated listed 1tems. Expressions such as “at least one of,”
when preceding a list of elements, modily the entire list of
clements and do not modily the individual elements of the
list.

As used herein, the term “substantially,” “about,” and
similar terms are used as terms of approximation and not as
terms of degree, and are intended to account for the inherent
variations 1n measured or calculated values that would be
recognized by those of ordinary skill in the art. Further, the
use of “may” when describing embodiments of the present
invention refers to “one or more embodiments of the present
invention.” As used herein, the terms “use,” “using,” and
“used” may be considered synonymous with the terms
“utilize,” “utilizing,” and “utilized,” respectively. Also, the
term “exemplary” 1s intended to refer to an example or
illustration.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which the present invention belongs. It will be further
understood that terms, such as those defined 1n commonly
used dictionaries, should be interpreted as having a meaning,
that 1s consistent with theirr meaning 1n the context of the
relevant art and/or the present specification, and should not
be interpreted in an 1dealized or overly formal sense, unless
expressly so defined herein.

The electronic or electric devices and/or any other rel-
evant devices or components according to embodiments of
the present invention described herein may be implemented
utilizing any suitable hardware, firmware (e.g. an applica-
tion-specific integrated circuit), software, or a combination
of software, firmware, and hardware. Further, the various
operations may be a process or thread, running on a pro-
cessor or controller executing computer program instruc-
tions and interacting with other system components for
performing the various functionalities described herein. The
computer program instructions may be stored 1n a memory
or non-transitory computer readable medium coupled to a
processor or controller that, when executed by the processor
or controller, cause the processor or controller to perform the
operations or functionality described herein. According to
some embodiments of the present invention, the various
components of the memory system may be integrated or
combined as part of a single component, chip, or device.

Although the present invention has been described with
reference to the example embodiments, those skilled 1n the
art will recognize that various changes and modifications to
the described embodiments may be performed, all without
departing from the spirit and scope of the present invention.
Furthermore, those skilled in the various arts will recognize
that the present mvention described herein will suggest
solutions to other tasks and adaptations for other applica-
tions. It 1s the applicant’s intention to cover by the claims
herein, all such uses of the present mvention, and those
changes and modifications which could be made to the
example embodiments of the present invention herein cho-
sen for the purpose of disclosure, all without departing from
the spirit and scope of the present invention. Thus, the
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example embodiments of the present imnvention should be
considered 1n all respects as illustrative and not restrictive,
with the spirit and scope of the present invention being
indicated by the appended claims, and their equivalents.

What 1s claimed 1s:

1. A memory system comprising:

one or more memory modules, each comprising a plural-

ity of memory devices having corresponding write
commit policies, wherein a first memory device from
among the memory devices has a first write commut
policy defining when a first write 1s confirmed after a
first type of operation, and a second memory device
from among the memory devices has a second write
commit policy defining when a second write 1s con-
firmed after the first type of operation, the second write
commit policy being different from the first write
commit policy, wherein the first write commit policy
comprising a write operation without write confirma-
tion 1s 1dentified based on a first write commit data
stored as part of serial presence detect (SPD) informa-
tion of the first memory device and the second write
commit policy comprising another write operation with
write confirmation 1s 1identified based on a second write
commit data stored as part of SPD information of the
second memory device; and

one or more memory controllers coupled to the one or

more memory modules, the one or more memory
controllers having a configurable write operation pro-
tocol to operate with the memory devices according to
corresponding write commit policies.

2. The memory system of claim 1, wherein the first
memory device from among the memory devices has the
first write commuit policy 1n which the first write 1s confirmed
alter directly writing to memory cells of the first memory
device.

3. The memory system of claim 2, wherein the second
memory device from among the memory devices has the
second write commit policy 1 which the second write 1s
confirmed after writing to a volatile data butler.

4. The memory system of claim 3, wheremn a third
memory device from among the memory devices does not
use write confirmation after page open.

5. The memory system of claim 1, wherein the one or
more memory controllers are configured to receive SPD
information for the memory devices at power up of the
memory system.

6. The memory system of claim 1, wherein the one or
more memory controllers are configured to reuse a double
data rate generation 4 (DDR4) command that 1s not utilized
for nonvolatile memory devices as a write operation com-
mand.

7. The memory system of claim 1, wherein the one or
more memory controllers are configured to utilize a com-
mand from among a set of commands reserved for future use
(RFU) as a write operation command.

8. The memory system of claim 1, wherein the memory
system comprises a plurality of memory modules, wherein
cach of the memory devices 1n a same memory module have
a same write commit policy that 1s different from a write
commit policy of the memory devices 1n a diflerent memory
module.

9. The memory system of claim 1, wherein the one or
more memory controllers are configured to support both
open page and close page policies.

10. A method of controlling a memory system comprising
one or more memory modules, each comprising a plurality
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of memory devices having corresponding write commit
policies, the method comprising:

identifying a write commit policy utilized by each of the

memory devices based on a readout of a write commut

data stored as part of serial presence detect (SPD)

information of each of the memory devices, wherein a

first memory device from among the memory devices

has a first write commit policy comprising a write

operation without write confirmation defining when a

first write 1s confirmed aiter a first type ol operation,

and a second memory device from among the memory

devices has a second write commit policy comprising

another write operation with write confirmation defin-

ing when a second write 1s confirmed after the first type

of operation, the second write commit policy being
different from the first write commit policy;

receiving a write command from a processor;

identifying the first memory device from among the

plurality of memory devices that corresponds to the
write command; and

executing the write command according to the first write

commit policy of the first memory device.

11. The method of claim 10, wherein the first memory
device from among the memory devices has the first write
commit policy i which the first write 1s confirmed after
directly writing to memory cells of the first memory device.

12. The method of claim 11, wherein the second memory
device from among the memory devices has the second
write commit policy 1n which the second write 1s confirmed
alter writing to a volatile data bufler.

13. The method of claim 12, wheremn a third memory
device from among the memory devices does not use write
confirmation after page open.

14. The method of claim 10, wherein the memory system
turther comprises a memory controller coupled to the
memory devices and having a configurable write operation
protocol to operate with the memory devices according to
their respective write commit policies.

15. The method of claim 14, wherein the memory system
comprises a plurality of memory modules, wherein each of
the memory devices 1n a same memory module have a same
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write commit policy that 1s different from a write commait
policy of the memory devices 1n a different memory module.

16. A memory system comprising:

one or more memory modules, each comprising a plural-

ity of memory devices having corresponding write
commit policies; and

one or more memory controllers coupled to the one or

more memory modules, wherein the one or more
memory controllers are configured to:

identify a write commit policy utilized by each of the

memory devices based on a readout of a write commut
data stored as part of serial presence detect (SPD)
information of each of the memory devices, wherein a
first memory device from among the memory devices
has a first write commit policy comprising a write
operation without write confirmation defining when a
first write 1s confirmed after a first type of operation,
and a second memory device from among the memory
devices has a second write commit policy comprising
another write operation with write confirmation defin-
ing when a second write 1s confirmed aiter the first type
of operation, the second write commit policy being
different from the first write commit policy;

receive a write command from a processor;

identily the first memory device from among the plurality

of memory devices that corresponds to the write com-
mand; and

execute the write command according to the first write

commit policy of the first memory device.

17. The memory system of claim 16, wherein the first
memory device from among the memory devices has the
first write commuit policy 1n which the first write 1s confirmed
alter directly writing to memory cells of the first memory
device.

18. The memory system of claim 17, wherein a second
memory device from among the memory devices has the
second write commit policy 1 which the second write 1s
confirmed after writing to a volatile data builer.

19. The memory system of claim 18, wherein a third
memory device from among the memory devices does not
use write confirmation after page open.

¥ ¥ # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

