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Initialization:

. N := Number of skills in training domain % KSA (represented as n
in equation 1b)

. dimax} = Highest possible level of difficulty %predetined
parameter value

° Scores := All item scores for correctness %performance data

. For each training item 1 %item

o Fork=1toN
= al =0 %initial value
Rand]l := random number between 1 and N
a}'( =1
rand2 :=random number between 1 and d,q4)
d':= rand2
for before skill =1to N
" for after skill=1to N
o 1f after skill == before skill
o trans_1init(before skill, after skill) =
95
o ¢lse if after skill == before skill + 1
o trans_1init(before skill, after skill) =
05
e Endif
"  End for
o End for
° End for
° For each student s
o For each time-step t 1n the student training sequence
= 0.(s):=1 for all k %initialize the interpretation that

the student was a novice at all times (skill levels)
o End for

o End for

o O O O 0O
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Sampling:

. NUM_ITERATIONS := number of iterations to run the algorithm
o BURN_IN := NUM_ITERATIONS/2; %first several 1terations are just
to stabilize the algorithm
. for iter := 1 to NUM_ITERATIONS %the steps are performed
sequentially where values from one step feeds a later step
o d:=sample_difficulty(scores, a, theta); %solved for using
Equation 1 and Equation 3 above
a .= sample_a(scores, theta, d);
theta = sample_theta(scores, a, d, trans);
trans = sample_trans(theta);
if iter > BURN_IN %counting to help determine average
" d sum +=d;
" a_sum += a;
" theta_sum += theta:
" frans_Ssum 4= trans;

o Endif
num_samples = NUM_ITERATIONS — BURN_IN %a threshold
d_avg := d_sum/num_samples %learned training measure
a_avg = a_sum/num_samples %learned KSA
theta_avg := theta/num_samples; %learned student skill level

trans_avg = trans/num_samples; %learned item effectiveness
End for

o O O O

Copyright Aptima, Inc. 2016, All Rights Reserved.

1016

FIG. 10



US 10,552,764 Bl

1

MACHINE LEARNING SYSTEM FOR A
TRAINING MODEL OF AN ADAPTIVE
TRAINER

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Pat. App. No.

62/2773,339 filed on Dec. 30, 2013, entitled “SYSTEMS
AND METHODS FOR AUTOMATED LEARNIING™; this
application 1s a continuation in part of U.S. patent applica-
tion Ser. No. 13/872,519, filed on Apr. 29, 2013, entitled
“SYSTEMS AND METHODS TO CUSTOMIZE STU-
DENT INSTRUCTION”; U.S. patent application Ser. No.
13/8°72,519 claims beneﬁt of U.S. Pat. App. No. 61/639,565,
filed on Apr. 27, 2012, enfitled “SYSTEM, METHOD AND
PROCESS FOR AUTOMATICALLY CREATING A
MODEL OF LEARNING A DOMAIN”; and the enftire

contents of which are imcorporated herein by reference.

STAITEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

This imnvention was made with Government support under
Contract # N00014-12-G-0545 0011 awarded by the U.S.
Navy. The U.S. Government has certain rights in the inven-
tion.

REFERENCE TO SEQUENCE LISTING, A
TABLE, OR A COMPUTER PROGRAM LISTING
COMPACT DISC APPENDIX

Not Applicable

BACKGROUND OF THE INVENTION

1. Field of the Invention

This mvention relates to data processing and artificial
intelligence, 1n particular this imnvention relates to utilizing
machine learning to define variable values of a traiming
model 1n a computer based adaptive training system.

2. Description of the Prior Art

In the field of Artificial Intelligence, 1t 1s diflicult for
automated systems to assess student competency in the
context of an environment 1n which the student competency
may be changing. Furthermore, education systems that rely
on educational data mining models are not tightly related to
soltware that optimizes training.

Development of training and training tools typically starts
with manual task analysis or knowledge elicitation sessions,
and these require a fair amount of time from both training
proiessionals and subject matter experts (SMEs). The mate-
rials developed from those sessions 1s then manually trans-
formed 1nto a set of knowledge, skills, and abilities (KSAs)
and traiming objectives (10s), and instructional content,
lectures, scenarios, items, actions, simulations, etc., are
subsequently developed for each. In the best of cases, one or
more performance metrics are manually developed for each
TO, and an interpretation for those metrics and assessments
1s also manually developed. Even though the training con-
tent, metrics, and assessments difler between didactic and
experiential training environments, the development process
1S qulte similar and equally labor intensive. This approach

requires extensive time and effort, and, even with this efort,
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2

it rarely produces training content that “fits” student needs
well, training plans that adapt easily to individual students,
or performance metrics that assess student state with preci-
$101.

Item Response Theory (IRT) 1s a framework for assessing,
student performance, but it does not address the fact that the
performance may change. Hidden Markov Models (HMMs)
(used 1n approaches such as Bayesian Knowledge Tracing
(BKT)) are a framework for tracking the changes in student
performance over time, but it does not have the fidelity of an
IRT model, nor does 1t handle multiple complex measures
well, nor does 1t handle multiple skills.

BRIEF SUMMARY OF TH.

(L]

INVENTION

The following summary 1s included only to introduce
some concepts discussed 1n the Detailed Description below.
This summary 1s not comprehensive and 1s not itended to
delineate the scope of protectable subject matter.

In some embodiments, the systems and methods for
automated learning provides a tool that learns a training
model from historical performance data, and may also
optimize training based on this model. These systems and
methods streamline preparation of training, which to date
has been a manual, labor-intense process.

In one embodiment of the invention, a training model 1s
a set of selected parameters and variables that have a
relationship between them. The training model parameters
and variables are selected such that the model (1) represents
how underlying student skills change over time and (2)
represents how performance data 1s related to the underlying
student skill levels, the 1tem difficulties and the item appli-
cabilities. Because the training model represents how stu-
dent skills are related to performance data, we typically use
it by mputting performance data, and using the model to
infer underlying student skill levels throughout the training
sequence. This 1s a novel model of Educational Data Mining
(EDM).

The training model may capture both transient measures
and information about student progression, and combine the
two. It may combine information that comes from (multiple)
student measures as they are acquired over time (not just one
measure as in typical IRT), about student progression under
multiple different possible items (not just one item as in

typical HMMs), and can handle training domains with
multiple skills, not just one skill as with typical IRT and
HMM approaches.

Furthermore, the learned training model may be used to
inform a training optimization model, or a learning model,
in the form of a Partially Observable Markov Decision
Process (POMDP). In other words, in some embodiments of
the training model can be used to receive training data, or
performance measures from a student, and output a training
model suitable for use with learning model such as may be
part of a POMDP adaptive training system. The learning
model may provide a diagnostic tool for learning manage-
ment systems that models the learming of and a student’s
progression within a learming domain. This model goes
beyond identifying the primary constructs of the learming
domain and may represent the different states of learning and
mastery that users will undergo in their pursuit of the
learning the domain curricula.

In some embodiments that include both the training model
and the learning model, systems and methods for automated
learning may receive training data ifrom one or more stu-
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dents and, through the use of the training model and the
learning model, output training recommendations for the
one or more students.

There are several difliculties in the development of train-
ing and tramning tools that the disclosed solution may
address. First, 1t has been dith

icult to address how to handle
a training domain with multiple skills. Second, it has been
dificult to address how to assess student performance when
that performance changes over time, and involves multiple
skills, without knowing the training that the student waill
encounter, because most students do not encounter the same
sequence of training.

The advances provided by these methods and systems in
turn should benefit students, instructors, and institutions.
Trainees will learn faster and retain the knowledge longer
because their training events are selected using accurate
models of what each has learned, has not yet learned, can
learn, and must learn (1.e., their current, future, and goal
knowledge states). Trainees will also advance more rapidly
because traiming material 1s more accessible and complete.
Instructors will make better feedback and remediation deci-
sions because they receive automated estimates of the cur-
rent and future states of students. Instructors will also
improve their feedback and remediation decisions because
they can calibrate their assessment skills against automated
estimates. Institutions will reduce the costs of implementing
the standard design and evaluation process because aspects
of the process are automated. Particularly strong effects will
occur in continuous quality improvement (evaluation and
redesign of training) as training data accumulate over time
and analysis of those data because a standard procedure.

In some embodiments, components of the systems and
methods of automated learning may further comprise sys-
tems and methods of automatically measuring the perfor-
mance of students to provide training data.

In some embodiments, the systems and methods of auto-
mated learning may be integrated into computer based
systems, such as computer based training simulators or other
computer based training systems.

Example embodiments of the systems and methods dis-
closed may provide a convenient approach to tailoring
computer-delivered instruction to individual students. This
may be done without the need for a human instructor to be
involved 1n the instruction, assessments or training itemy/
scenar1o selection. Some embodiments allow instructional
designers to use existing data based on student performance
to automatically build a training model of the state of a
students” knowledge during the course, and to use the
training model to automatically select the best instructional
material to present to each student, given their current state
of knowledge. This results 1n computer-based instruction
that provides, tailored to each individual student, the best
instructional path through the lesson and the course. In some
embodiments, the disclosed systems and methods may be
utilized to tailor computer-delivered instruction to students
in Massively Open Online Courses (MOOCs).

In some embodiments, a computer implemented method
of automated learming 1s provided, the method generally
comprising receiving a performance data and learming a
training model from the performance data. The performance
data may be of a student, past students or estimated values
to 1nitialize the model. In some embodiments, the training
model comprises a plurality of model parameters and vari-
ables and each of them having one or more traiming module
parameter values or variable values. The training model
parameters generally define the relationships between model
components such as between parameters, between variables
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and between parameters and variables. The parameters may
be predefined but the parameters may have values or may
have parameter variables with values that change as the
model 1s used and adapts. In some embodiments, the plu-
rality of model parameters comprises a skill, a skill level, a
training 1tem, a training measure, a transition function and
an observation function. In some embodiments, the training
model parameters values or parameter variable values may
be automatically learned by a machine learning. The training,
model variables are more dependent upon the user or student
in that the variable values retlect traits of the user. In some
embodiments, the training model variables comprise a skill
level of the user and a training measure of the user. The
model variables may be predefined as a training model
parameter but the values of the vanables change as the
student uses the adaptive trainer.

In some embodiments, the systems and methods may
further comprise providing the resulting parameter and
variable values from the training model to a learning model.
The learning model may determine an 1nstructional model
and provide training recommendations to the user based
upon the instructional model. In some embodiments, the
learning model comprises a POMDP model.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

In order that the manner in which the above-recited and
other advantages and features of the mnvention are obtained,
a more particular description of the invention briefly
described above will be rendered by reference to specific
embodiments thereof which are 1llustrated 1n the appended
drawings. Understanding that these drawings depict only
typical embodiments of the invention and are not therefore
to be considered to be limiting of 1ts scope, the invention will
be described and explained with additional specificity and
detail through the use of the accompanying drawings in
which:

FIG. 1A shows a shows a process diagram 1illustrating the
general concepts of one embodiment of the automated
learning systems and methods disclosed;

FIG. 1B 1illustrates one embodiment of a runtime of an
example POMDP model;

FIG. 2A shows an example embodiment of an automated
learning model 1n context;

FIG. 2B shows an example of the structure of the DRI
training data;

FIG. 2C shows an example of the structure of the peri-
scope training data;

FIG. 2D shows an example of a scoring rubric illustration
(score 1s 1ncorrect 1f error 1s greater than both thresholds,
correct if error 1s less than both thresholds, and partially
correct 1f the error 1s greater than one threshold but less than
the other);

FIG. 2E shows an example training model input ontology;

FIG. 3 shows an example embodiment of an automated
learning model;

FIG. 4 provides an example 1illustration of the training
items that are most likely to enhance adaptive expertise of
the given student mastery of an item (S1) are those that lie
within the Zone of Proximal Development (ZPD) of the
student;

FIG. 5 1llustrates one example embodiment of a computer
system suitable for an automated learning system:;

FIG. 6 1llustrates one example embodiment of a POMDP
instructional policy 1n action;
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FIG. 7 1s a functional diagram 1llustrating the relationship
of some of the variables and the parameter variables as used

by an example embodiment of the machine learning func-
tions;

FIG. 8 1illustrates a process diagram of an example
embodiment of methods for automated learning of a training
model of an adaptive trainer;

FIG. 9 illustrates an example embodiment of a method of
determining an 1nitial set of values for variables and param-
cter vanables without knowing actual values; and

FIG. 10 1llustrates an example embodiment of sampling
code showing how values for variables and parameter vari-
ables are learned.

DETAILED DESCRIPTION OF TH.
INVENTION

(L]

Systems and methods to automate learning will now be
described 1n detail with reference to the accompanying
drawings. It will be appreciated that, while the following
description focuses on a system that automates learning and
builds a traiming model with machine learning, the systems
and methods disclosed herein have wide applicability. Not-
withstanding the specific example embodiments set forth
below, all such variations and modifications that would be
envisioned by one of ordinary skill 1n the art are intended to
fall within the scope of this disclosure.

The methods for automated learning generally comprise
performing machine learning with a Machine Learning
(ML) component that generates a populated training model
and training model parameters and the methods then map
some ol those parameters to an Artificial Intelligence (Al)
component to produce an Instructional Policy. The ML
component generally includes parameters and methods that
are used to determine information from a user/student in a
trainer such as the student’s performance and skill levels.
The Al component generally defines an mstructional policy
that selects a next tramning item/scenario to present to a
user/student. When used together, and when properly
“trained”, the ML and Al components may be able to
autonomously provide training to user/students that most
cliciently recognize the skill level of the user/student and
most efliciently present the next training item/scenario to
meet their training needs. Allowing the ML component to
learn component parameters provides a trainer that is able to
adapt over time and use so that the trainer more accurately
reflects the user/student and the actions/scenarios used by
the trainer.

When used with a computer based adaptive trainer, such
as a computer based training simulator, the methods for
automated learning provide an unconventional and specific
software based method of learming parameters of a training
model. These embodiments address the technical 1ssue spe-
cific to computer based training simulators of how to build
training models 1n computer based simulators so that they
can change as the simulator and the training model 1s used
by users/students. These automated learning methods are an
unconventional method of providing a computer based
simulator that can adapt and become more accurate as it 1s
used more by users/students. These features are important in
situations such as, but not limited to having a poor initial
source of traimning model parameters 1n the training model,
having a user/student population that changes over a period
of time and having a training model that incorporates a broad
user/student population or a large pool of actions/classes.
Additionally, when the training model 1s used with an Al
based instructional policy, the learning of the training model
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and the use of the mstruction policy can provide an autono-
mous tramning simulator with little 11 any need of input
outside of the input/observations of the user/student.

As described 1n more detail below, embodiments of these
methods for automated learning of traiming models with
adaptive tramners improve the functionality of computer
based trainers by providing methods whereby the trainer can
adapt and become more accurate as 1t 1s used more by
users/students.

The application of these methods to computer based
trainers 1s an unconventional solution. To date, the applica-
tion for machine learning methods such as of Item Response
Theory (IRT) has been focused on computer adaptive testing
(CAT), particularly in high-stakes testing applications, such
as the SAT standardized test used for college admissions.
CAT testing assumes that student ability 1s unchanging and
(1n the case of IRT) 1s dependent on only one skill. In testing,
a common adaptive approach is to select a next item that the
student has a 50 percent likelihood of answering success-
tully, based on known i1tem difficulty and the current esti-
mate of the test-taker’s proficiency. In this testing environ-
ment, the adaptation 1s not directed to more eflicient training
but to customize a selection of the next question based on the
student’s previous performance. The goal 1n testing 1s to
determine an optimal assessment of the maximum level of
item dithiculty that the test-taker can answer correctly as an
assessment for that student on that skill. In contrast, the
adaptive training environment has a diflerent objective than
that of testing. The goal of an adaptive trainer 1s to optimize
learning by presenting training content that 1s most likely to
increase the learner’s current level of expertise. The adaptive
training environment recognizes that the student’s ability
can change and recognizes that change can be impacted by
the traiming content that i1s selected. For example, 1n one
embodiment, an optimal strategy for an adaptive trainer
would be to choose upcoming 1tems that are 1in the Zone of
Proximal Development (ZPD) for the current estimated
proficiency of the trainee. Slightly more diflicult items may
be 1dentified as those that the student 1s expected to have a
70 percent chance of successiully responding to correctly. It
would also be effective for training to have sets of 1items that
have diflerences but are also similar 1n ways relevant to the
training as well as relatively equivalent in difficulty, and to
randomly choose from among this set of 1tems.

Another difference 1n extending the use of IRT methods to
adaptive training 1s 1n the amount of data needed for 1tem

calibration. Studies examining the interactive influences of
test length and sample size, have considered sample sizes of
200, 500, and 1,000, and found that samples of 200 produced
unacceptable results. The larger sizes are consistent with
typical recommendations for IRT calibration that are helptul
to provide suflicient accuracy for testing and the decisions
that are based on testing outcomes. However, 1n adaptive
training applications, the stakes 1n establishing item difli-
culty are considerably lower, and thus, the potential benefits
to be gained 1n applying this adaptive approach will out-
weigh the risks that trainees may be presented with items
(that 1s, training content) that may not be as precisely
matched to the trainee’s level of expertise as might be
possible with more accurate calibration.

Scientists have been trying to automatically create models
used by Intelligent Tutoring Systems for decades, with little
success. However, combining 1) a PCA and HMM-based
method to define a knowledge ontology that integrates as
learned domain knowledge with 2) an IRT-based method for
estimating and scoring item difliculty uniquely combines
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mathematical approaches typically used in very different
domains, namely knowledge elicitation and high-stakes per-
sonnel selection.

The improvements provided by the adaptive trainer train-
ing models disclosed herein use specific mathematical mod-
cls to implement a specific ordered combination of steps to
provide specific and unconventional results and overrides
the routine and conventional events triggered by normal use
of computer based trainers.

One Embodiment of Methods for Automated Learning of a
Training Model of an Adaptive Trainer:

For illustration purposes and not for limitation, one
example embodiment of methods for automated learning of
a training model of an adaptive trainer 1s shown 1n FIG. 1A.
As shown 1A, the method for automated learning generally
comprises performing machine learning with a Machine
Learning (ML) component 101 that generates a traimning
model populated with values for variables and parameters
variables, and the methods then map some of those values to
an Artificial intelligence (Al) component 102 to produce an
Instructional Policy 112C. The ML component 100 param-
cters include parameters such as performance data or train-
ing measures, skills 114 A, skill levels, training items 1148
(also called 1tems, scenarios and action), transition functions
114D (also called the “scenario eflectiveness measures™, the

“training 1tem eilectiveness measures” and the “transitional
probabilities™), scenario description data. (also called the
training 1tem description data and including the difficulty
and applicability of each training time or scenario to each
skill), observation functions 114C, etc. The ML component
101 variables comprise performance data or training mea-
sures for a user and the skill level of the user. The Al
component 102 may comprise a Partially Observable
Markov Decision Process (POMP). With the translation of
the tramning model values into a POMDP model, the
POMDP may be translated into an instructional Policy 112C
to 1ssue training recommendations.

For illustration only and not for limitation, FIG. 2A
illustrates a functional overview of one example embodi-
ment of an adaptive trainer, the Higher Automated Learning,
(HAL) approach or the HAL methods and systems. The
HAL methods and systems operate on training measures that
can be provided as 1nitial values or they may be collected as
used perform to training items. Throughout this disclosure,
we refer to a tramning “‘scenario” or “item” or “‘action” to
represent any type of training event or sequence ol events.
For example, and not for limitation, a tramning “scenario”
may be an exercise or a module 1 computer-based training,
etc.

The HAL methods generally comprise two functional
components shown i FIG. 2A: a Machine Learning (ML)
component 201 and an Artificial Intelligence (Al) planning
component 202. The ML component includes traiming model
variables 215 and training model parameter varniables 211
and sometimes generates the values for each of these vari-
ables. That 1s, the ML component information about student
skills 214 A, training 1tems 214B, measures 218, etc. Some
of these parameters are then used by the Al component 202
to populate the learning model also called an Instructional
Policy 212C. The resulting Instructional Policy 212C may
be used to interact with the student in a repeated sequence.
The interaction may be in near-real time. Within the
sequence, the Instructional Policy 212C selects a training
item 214A which 1s given to the user/student. The user
performs on the exercise and as they do so, performance
measures values are captured. The performance measure
values are conveyed back to the Instructional Policy 212C,
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which uses them to (1) update 1ts assessment of the student,
(2) determine a traiming recommendation for the student and
(3) convey a tramning recommendation back to the student.

In some embodiments, the machine learning system 1s
also able to generate 1ts own set of values for training model
parameter variables or update these parameter variable val-
ues from performance data values of the user(s). This can be
helpiul to capture an 1nitial set of parameter variable values
or to capture changes in the values over a period of time
making the training model and the adaptive trainer more
cllective.

The resulting systems and methods provide an intelligent
diagnostic tool for adaptive learning management systems
that represent a student’s progression within the learning
domain. The methods leverage automated model learning of
the domain and the method’s representation of a student’s
progress goes beyond identifying the primary constructs
(e.g., skills, training objectives, etc.) of the domain and more
actually represents the learning path that students follow 1n
their pursuit of the domain curricula. This deeper under-
standing of learming within the domain supports training and
development through the automatic generation of individu-
ally meaningful metrics and assessments. Benefits of this
approach include the following: the mmput requirement is
data 1n a mimimal ontology; the core knowledge components
(parameter variable values) of the domain can be automati-
cally learned, they do not have to be specified by Subject
Matter Experts (SMEs); the approach 1s flexible enough to
utilize limited mformation provided by SMEs, and to learn
the remaining aspects ol the domain; the approach uses
sequential optimization approaches (POMDP and HMMs) to
develop a model of trainee learning paths; and the approach
combines its model of trainee learning paths with IRT, a
method that yields a direct assessment of student capabilities
and 1tem difliculties, given performance scores.

Other examples of systems and methods of customizing

student instruction with Al and Instructional Policies include
those disclosed 1 U.S. Pat. No. 8,655,822 to Georgly

Levchuk entitled “PROBABILISTIC DECISION MAKING
SYSTEM AND METHODS OF USE” 1ssued on Feb. 18,
2014 and pending U.S. patent application Ser. No. 14/143,
410 to Georgiy Levchuk et al. entitled “PROBABILISTIC
DECISION MAKING SYSTEM AND METHODS OF
USE” filed on Dec. 30, 2013. Both the patent and the
application are 1nc0rp0rated herein by reference in their
entirety.

In FIG. 2A, we show an optional Trainer/Instructor in the
loop. In this configuration, the Instructional Policy 212C
conveys the training recommendation to the trainer, who
then uses this recommendation to select training for the user.
It 1s possible to perform traiming without the explicit pres-
ence ol a tramer/instructor, by removing this component
from the diagram and having the instructional policy 212C
directly connect to the user, by automated the implementa-
tion of instructional selection.

One Example Embodiment of an Adaptive Trainer:
Machine Learning (ML) System:

The function of the machine learning system for a training,
model of an adaptive trainer 1s generally configured to learn
and apply a training model with recerved performance data.
The training model comprises mnformation about a training
domain and includes parameters and variables such as
student skills, training 1tem (e.g. training scenarios), mea-
sures, etc. The tramning model receiving the performance or
training data as an input to a set of traiming model variables
and parameters to output values of the training model. In one
embodiment, as shown in FIG. 2A, the training model of the
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adaptive trainer may generally comprise the parameters such
as skills (with predefined skill levels), training items (with
item applicability and item difliculty vaniables), observa-
tions functions and transition functions. The traiming model
may also comprise variables such as skill levels and traiming
measures for the trainer user.

The training item parameter represents the item, scenario
or action to be provide to a user of the adaptive trainer. The
training 1tems comprises parameter variables (meta-data)
such as the item applicability and the item difficulty of each
training 1tem to each skill. The more applicable a training,
item 1s to a skill, the more the student’s skill level on that
skill influences whether a student will get the 1tem right or
wrong. The more difficult a training 1tem 1s to a skill, the
lower the chance that the student will be scored positively on
the 1tem. These parameter variables are given values within
the training model to reflect the applicability and the dithcult
of the traiming item.

The skill parameter with respect to skills from the skall
list, represents the range of skills for each training item
within the training model. Values of the skill parameter may
be an identification of each skill from the list of skalls.

The transition function parameter 1s a probabilistic rep-
resentation of the relationship between the delivery of the
training 1tem to the user and the likelihood that the user waill
change skill levels. The transition function includes infor-
mation regarding the likelihood that presentation of the
training 1tem will advance student skill level with respect to
cach skill. In one embodiment, each pair of skill levels
before and after the student takes the training item, 1s
assigned a probability from zero to one hundred percent. A
transitional probability 1s defined as the probability that a
student at a pre-exercise level on a certain skill will transi-
tion to a post-exercise level on the same skill, as a result of
the training exercise. In some embodiments, a rubric auto-
matically constructs a transitional probability on each skill,
based on the item difliculty and applicability. In this rubric,
the more applicable a training item 1s to a skill, and the more
closely the difficulty level of a training i1tem matches the
student’s skill level on that skill, the higher the transitional
probability for increases 1n skall level.

The observation function defines the relationship between
the performance data and the student’s skill levels for a skall.
For example, the observation function defines the relation-
ship between a performance measure on item t (0”) and the
skill level of that item of skill k (6,° (for all k)).

The skill level variable, with respect to skills from the
skill list, represents the underlying range of skill levels that
cach user can have with respect to each skill from the
predefined skill levels at the time of each training exercise.
The value of this variable represents the skill level of a user
for that skill. The training model 1s configured to find the
most likely possible assignment of skill level values. In one
embodiment, the training model assumes a default of Nov-
ice/Intermediate/Expert as the three possible skill level
values.

The training measure variable represents the measure of a
user’s performance on a training item. The value of this
variable represents the specific measure of that user’s per-
formance. For example, the training measure value may be
a pass/Tail value or 1t may be a 0-100% score of correct
answers to a set of questions.

One example embodiment of the training model for an
adaptive trainer, the HAL training model, comprises the
tollowing parameters and variables, including some details
of the parameters, the parameter variables, the variables and
their corresponding values, listed below.
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Skills are represented as the list of Knowledges, Skills,

and Abilities (KSA’s) relevant to the training domain.
Throughout this document, we will interchangeably refer to
KSA’s as skills. The parameter value for this parameter 1s
any type of identifier to represent the KSA such as an
alphanumeric value.
Training items represent a set of possible traiming sce-
narios/actions/lessons, which we will refer to as traiming
items. Items have two goals: the first 1s to train the student
on the skills that are addressed by the item and the second
1s to measure the student’s proficiency on each skill. Each
item 1s associated with two parameter variables comprising
an 1tem difliculty and an item applicability for each of the
skills. The values for these two parameter variables are any
type of 1dentifier to represent the 1tem such as an alphanu-
meric value. For example, in one embodiment of the item
difficulty, let IPI be the number of competencies or prin-
ciples which influence training, the item i1s described as a
tuple in R”", and the i”” component of the item tuple belongs
to a range of 1 . .. P/, where P/ is the number of levels
associated with the i”” competency. An example of an item
tuple 1s <1, 3, —1> representing a difliculty of 1 on the first
competency, 3 on the second competency, and the third
competency 1s not addressed 1n the item.

The transition function reflects the probability that the
student will “transition” to a higher level of skill after taking,
the traiming 1tem. For each item, for each KSA, and for each
level that the KSA at, we define a transitional probability
variable.

Skill levels represent the set of possible student levels for
cach skill. The variable values may be any type of alpha-
numeric value representing any level of granularity of skall
level. In some embodiments, for simplicity, we assume
parameter values such that KSA’s have 3 levels, which we
label “Novice”, “Intermediate”, and “Expert”. For simplic-
ity, 1n some embodiments, we map these parameter values to
numbers, and have a default mapping such as: Novice=1;
Intermediate=2; and Expert=3.

Training measures retlect a measurement of a student’s
performance at the item. The HAL model includes one or
more traiming measures associated with each item. The value
for this parameter variable i1s any type of identifier to
represent the training measure such as an alphanumeric
value. In some embodiments, measures may be 1n the form
of a parameter value representing full credit or Partial Credit
Model (PCM). That i1s, each item 1s associated with one or
more measure values of 0, 1, 2, . . . n, where n 1s full credit.
For cases where the measures aren’t in this format (see
periscope example below), a pre-processing module may
translate the raw measures nto this format.

In some embodiments of the HAL training model, some
of the parameter variables may be translated to integer
values similar to the method described for skill levels above,
and that integer value may serve as the parameter variable
value.

FIG. 2E 1illustrates parameters 211E of one example
embodiment of a traimning model having training model
parameters (row 1 ftitles) with training model parameter
values (populated values 1 rows 2-5). This training model’s
iput data has some required fields, in this embodiment,
Student ID and Item ID. The sequence number variable 1s
filled 1 1f the same student encounters multiple items.
Sequence number can be either explicitly stated, or filled 1n
by HAL. The next several columns reflect the fact that the
training model can use several values for training model
parameter values. For example, performance measurement
values can be any Pass/Fail, an observation, or numerical.
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Typically, performance measurement values are already 1n
training data of they may be obtained as a student performs
in a physical or virtual training event. FIG. 2E also shows
columns reflecting training model parameter values for
student skill levels associated with each training time. These
skill level parameters represent training model parameter
variables that may be inferred by the machine learming
component, rather than being required to be present in
training data.

The parameters of the traiming model may be related
mathematically to use these parameters to indirectly deter-
mine a characteristic of a student and some of the parameters
may be able to be determined through characteristics, such
as performance, of the student. As more student character-
1stics, or performance data are available, probabilistic deter-
mination of the parameters and characteristics can be more
accurate.

One method of relating the parameters of the training
model 1s through the use of Item Response Theory (IRT). In
using IRT, the tramming model 1s able to support training
measures at the item, or item level. This will allow deter-
mination of parameters and their parameter variables down
to a much more detailed level.

FIG. 3 shows an example embodiment of the HAL
training model 340. For simplicity purposes, this example
generally illustrates a portion of the training model and
therefore does not show parameters such as the training
objective. As shown, this HAL training model 340 includes
measures, applicability of each item to each score (“a”),
difficulty of each item (*d”), student skill levels (*0” or
theta), and transitional probabilities (arrows between 0O
between time steps). In the rightmost part of the figure, time
1s referred to as the variable t, and t=1, represents the
moment 1n time before the student took the first traiming
item, t=2 represents the moment 1n time after the student
took the first 1tem but after the second, etc. Moving left-
wards, the variable representing student skill level on KSA
k at time t is denoted 0,”. Each 0,’ is determined by 0, ", as
well as the probability distribution Pr(6,716,”", s), where s
represents the item 1d. (This probability distribution 1s not
shown 1n the figure.) Moving further to the left, each training
item has an 1tem difliculty, the difliculty of training item 1 1s
denoted d'. Each training item also has an item applicability
to each KSA, the item applicability of traiming 1tem 1 to KSA
k is denoted a,’. We normalize this variable for each training
item, so X,a,'=1.

Finally, on the left hand side of FIG. 3 we see training
measures. In this embodiment, the training model uses any
type of hem Response Theory model and 1n the embodiment
described below, the traiming model uses Partial Credit
Model (PCM) and a measure can represent correct, 1ncor-
rect, or partially correct responses. Gradations of partial
correctness are also acceptable, that, 1s, items can be scored
on a scale of 0 to m. Not shown 1n FIG. 3 1s the equation
governing the PCM model 1tself. We use a PCM Item
Response model:

Equation 1

In this Equation 1, ¢ represents the performance data (to
an 1tem), m represents the number of possible performance
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data types, J 1s an ndex, and d; represents the dithculty of
achieving that performance data (item difliculty).

To understand this equation, first note, by 1spection of
the denominator’s inner summation (1t matches the form of
the numerator), that the denominator 1s just a normalization
term for the numerator. 0 represents the student’s skill level,
and d; represents the difliculty of achieving response j. Thus
note that 1t 6>> d, the numerator 1s very large and the
response 1s very likely. Conversely, 1f 6<<d,, the numerator
1s very small, representing a very dificult item for the
student, and the response 1s very unlikely to be achieved.
When the difliculties are ordered so that d;=d, ,, then each
d,,, 1s less likely to be achieved than d;, and the equation can
be viewed as the probability of achieving gradations of
correctness such as incorrect, partially correct, almost cor-

rect, and fully correct.

%5%+1

The notation of the difliculty variable can be augmented
to include the 1tem being trained. That 1s, denote with d; the
1th difliculty of training 1tem 1. With the augmented notation,
Equation 1 becomes:

Equation la

In the HAL tramming model, we furthermore augment
Equation 1a to imnclude multiple skills and an 1tem applica-
bility for each skall.

ZEZD(ZE: (B a _dff)) Equation 1b

As a techmical note, 1n the HAL training model, student
skill levels are vectors, 0., one for each KSA k. This
variable is denoted by 0,°, which represents the student’s
skill level on skill k after the t” lesson. So for example 0.,
represents the student’s skill level on “Skill #4” after the 37
lesson. But for ease of explanation, Equation 1 assumes a
single skill. To obtain a single scalar and {it Equation 1, we
multiply student skill level by item applicability, that 1s
assuming n different skills:

Equation 2

0= 0iq
k=1

Equation 1 specifies a probability on the left side and a
mathematical expression on the right side. The value of the
expression equals the probability. However, for use in HAL,
it 1s oiten more illustrative to portray Equation 1 in terms of
sampling. Rather than expressing that the left side 1s a
probability over the distribution over response types denoted
by ¢, Equation 4 below represents that a value 1s sampled
from that distribution. The equation operator, “=", 1is

replaced with the sampling operator, “~”

il
L ]
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Equation 4

responsc ~

Equation 4 says that the response type 1s sampled by the
probability distribution defined 1n the right side.

The example of FIG. 3 shows some of the parameter
variables of the training model. The values for these param-
cter variables are generally provided by the training data as
input to the training model. When the training data may not
include all the values, or the training data may not include
accurate values, estimates are made of the parameter vari-
able values for an 1nitial run of the model and these values
are refined, or learned, as the training model 1s iterated with
additional training data.

With the training measure value from the student’s per-
formance on the tramning item, typical parameter variable
values that may be learned in this training model include (1)
the tramming item difhculty value, (2) the tramming item
applicability value, (3) the transitional probability 1n the
transition function that the student will “transition” to a
higher level of skill after taking the traiming 1tem and (4) the
observational probability in the observation function of
receiving an observation after “transitioning” to a higher
skill level. These values are learned generally by taking the
users training measure values over multiple times, solving,
for parameter variable values based on the mathematical
relationships between the parameters and statistically updat-
ing the parameter variable values to learned values based on
the multiple values calculated over the multiple times. For
example, using Equation 1b, we can learn the 1tem difficul-
ties and 1tem applicabilities, thus we fill 1n all the variables
on the right side of the equation so we can calculate a learned
observational probability values and a learned observation
function.

Training Data:

As one example of training data for use as mput 1nto the
HAL training model, DRI data 216B had the structure shown
in FIG. 2B. The DRI data 216B represented the response of
military personnel to a series of questions about how they’d
handle given situations. The DRI data consists of pre and
post-test data for various students given one of two sets of
items/scenarios, called “Red” and “Blue”. This data in FIG.
2B only represents a small subset of 1items and therefore
some of the item data 1s not listed. The DRI data comprises
a pre-test, a post-test, for two possible sets of items, for ~100
students. The Red set of 1tems had 139 items and the Blue
set of 1tems had 155 items. Because there were two sets of
items but a large number of measures/items, we slightly
abused the notation above and assume each in-i1tem t uestion
is its own item with its own item difficulty d’ (e.g., for Item
1A1 in FIG. 2B, d**") and its own item applicability vector
a, rather than just having one global difficulty and one
applicability for the whole set of items. There were 8 KSA’s
(called KPA’s 1n the DRI data) specified, so we set the
number of KPA’s, k=8. Each item then had an item appli-
cability attached to it, so for mstance, suppose let’s look at
Item 1A1 above. We thus have item applicability variables:

7 141 , 141 ,, 141 , 141 ,, 141

Epi=1 UYgpi=> HUEgp4=3 SUEP4=q HEP4=5
141 141 141

rpi—6 Urxpe4=7 Arps=g -
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Similarly, each student has a skill level for each KPA.
Since the table shows this student identification number 1s
242, we have variables for student 242:

GKFA=1r?6KPA=EI?GKPA=3r?GKPA=4I?eKPA=5I?6KFA=GI?
O xpi—7 Oxpa—v

Since there are only two points 1n time, pre-test and
post-test, 1n the above variables t=0 for pre-test and t=1 for
post-test.

Turning to the training measures, “Possible score” can be
as high as 3, so the Partial Credit Model can have responses
of 0, 1, 2, or 3. There 1s a separate measure for each item,
or 139 measures 1n Red and 155 in Blue.

Thus, for each item, and for each student, we can use the
model to find the probability of the student score on that item
(transitional probablity). The probability of achieving that
outcome 1s governed by Equation 1 and Equation 3.

Finally, as an added feature to the model, we have the
transitional probabilities of the transition function (trans).
These are:

PF(BKFA=II+1|6KPA=1r:R€d)aPF
(Oxpsn""10gps_o"Red), . . .
Pr (GKPA=SH1 10 xpy—g’ Red),

and

Pr(Ogpy ;" 10xpy ", BlUe),Pr(Oxpy > 0xp, 5,

Blue), . . . Pr0gpso™'10xp,s",Blue),

Note: as a minor notational issue, there 1s actually one of
these probabilities for each skill level (num_skill), so i a
soltware embodiment we specily variables such as:

Pr(0gp,_ " '=expertlO zp,_ ,'=novice,scenario=Blue)

As another example of training data for use 1n the HAL
training model, Periscope training data 216C had the struc-
ture as shown 1n 2C. In reality, there were 91 rows for each
student, but we use the example data below for simplicity.

Because all rows have the same student, each row 1s
associated with a time step. Since the data above 1s 1n rows
2-4, we can assign:

rI=row-1

So, for example, 1n the data 1n row 2, we assign t=1. (The
above data 1s a sanitized example, 1n the real data, there are
91 rows per student.)

Scores (training measures) are determined by computing
the difference between Called AOB and Actual AOB (col-
umns D and E of FIG. 2C), so the errors 1n the depicted data
are the errors depicted in the Error column in FIG. 2D.
Assuming that an error less than 15 yields tull credit, and an
error less than 30 yields part credit, the scores (training
measures) are as depicted in the table shown i FIG. 2D.
Data for errors, credit and scores are shown 1n data 228D of
FIG. 2D.

Reterring to FIG. 2C, each item 1n the Item Name column,
has a item difliculty attached to it, we capture that 1n a
variable for each item, that 1s we have variables:

ddSQ? d2342 dQlS?

The superscripts were obtained by the Item Name col-
umn. More typically, in the HAL training model soitware we
may arbitrarily assign each variable an i1d, so these same
variables are more simply 1dentified as:

dt & d

With the understanding that the variable d*, for example,
represents the difficulty of the item named “23427.
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In some embodiments, we assumed a 3 or a S skill level
model. Assuming a 3-skill level model, then we have
variables whose superscripts correspond to Column C of the
data:

4897 4897 4897

drpi—1 A Egpa=> A Ep4=3

2342 2342 2342
drpi=1 A Egpa=> A Epa=3

0187 0187 0187
drpi=1 A Eppa=> TAEpa=3 ’

Likewise, the superscripts are renumbered so we have:

|

2
Agpi—1 Axpa—1 L.

Similarly, we have variables representing student skall
level at the time the student took each 1tem:

=3 =23 =3
6KPA=1 :GKPA=2 :GKPA=3

=7 =2 =7
GKPA=1 :GKPA=2 :GKPA=3

=1 =2 =3
6KPA=1 :GKPA=2 :GKPA=3 "

We also have the transition function component of the
model, that 1s, the transitional probability that student com-
petence will change as a result of the training item. These
variables are:

Pr(0gpi—1™ 10 gps=14897),Pr(0Ogps ™ 10xps— i,
2342),Pr(0gpey ™" 0xpa=0187),

Note: as a minor notational 1ssue, there 1s actually one of
these probabilities for each level, so in the software 1t would
be more accurate to specily the full variable to be of the
form:

Pr(0gp,_ " =intermediate |0 »,_ ,’"=novice,sce-
nario=4897)

with one of these variables for each of the possible student
levels.

We are now ready to compute the probability of a student
getting a score correctly. For simplicity of the following
computation, let us assume we know these variables:

=2 =2 =2
GKPA=1 :GKPA=2 :BKPA=3 "

And that we would like to know the probability of this
student scoring correctly/incorrectly/partially correct on the
item named “2342”.

The assumption that we know student state will allow us
to 1gnore transitional probabilities 1n the following compu-
tation, since the role of the transitional probabilities 1 our
model 1s to help us compute the student state values. Making
this assumption, we can now find an overall student capa-

bility:

3
K=1

0= gty

To find the probability of an incorrect response (cat-
cgory=0), we can plug into Equation 1:

0 2
Zj:{)(g_dj)
Ploye) = —

_n .
Z 20" )
=0
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Similarly, the probability of a fully correct response 1s:

2 2
EZ _;zﬂ(g_dj)
Paie = —
h
E EZ j:.[](g_dj)
h=0

Given the HAL training model above, below 1s a proce-
dure for learning the parameter values of the varniables from
data with machine learning. For simplicity, we show initial-
ization and sampling of just the basic variables of a (item
applicability), d (item difliculty), theta (0, skall level), and
trans (transitional probability). For the imitialization, the
training model 1s provided N (predefined value of number of
KS As), dy,,.1 (predefined diflicult parameter value) and
Scores (performance data). The machine learming 1s used for
cach 1 (item). We have also experimented with sampling
other variables as well, such as (for the periscope data)
probability of an 1tem training a given skill, given meta-data
on the 1tem such as Time of Day for the periscope domain.

Generally, the training model follows IRT models which
statistically relates values of variables. This statistical rela-
tionship can be used to simultaneously estimate student skall
levels, item dificulty levels, how applicable each 1tem 1s to
cach skill, and “transitional probabilities”, which 1s the
probability that each item will advance each KSA of the
student. And as more data 1s gathered, such as through
capturing performance data, the statistical relationship can
be strengthened. And, as data changes, the statistical rela-
tionship can also be changed. For example, if the student
skill level 1s assigned for each time step within the data, then
a transition function can be determined by counting how
many times the student transitions from one level of skill to
another when a training item 1s given to the student (a
Dirichlet distribution can be used to refine this counting
process). As another example, say we have a student, with
some unknown ability, who takes a test with questions
(action/item). With information regarding the difficult of
cach question, 1t 1s expected that the student will get easy
questions correct and difficult questions wrong. If you plot
each answer from the student, where the X coordinate 1s the
question dithculty and the v coordinate 1s 1 (correct) or 0
(1incorrect). Fitting a logistic curve to this data, we’ll find a
point on the curve where, as a function of question difliculty,
the student goes from usually getting questions right to
usually getting questions wrong. The location of this point 1s
an estimate of student’s skill level. For students with a
higher skill level, this point will be far toward the “diflicult™
end of the spectrum, indicating that a high-skill level student
mostly gets questions right, even the hard ones. Likewise,
tor low-skill level students; they will miss a lot of questions,
gven easier ones.

The mitialization methods 916 shown 1n FIG. 9 1llustrate
one method of determining an 1nitial set of parameter values
without knowing actual parameter values.

The sampling code below shows how parameter values
are learned. Generally, these values may be learned using
Markov Chain Monte Carlo (MCMC) and Gibbs sampling.
These algorithms are used for learning multiple unknown
variables. In this case, unknown variables are all d’ variables
(item difficulties), all a,’ variables (item applicabilities), all
0.’ variables (student skill levels at all times for all skills),
and all transitional probabilities Pr(0,”*'1f.”*".,1). The only
known variables are the response type (correct/incorrect) by
the student on each item at each time. Gibbs sampling
assigns temporary values to all of the unknown variables,
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except for one unknown variable, which 1s withheld. The
unknown variable 1s then sampled from the distribution
shown 1n Equation 4 (Equation 4 will need to be re-oriented
so that the withheld unknown varnable in question 1s on the
left and the known vaniables are on the right). The withheld
variable 1s then assigned the sample value, and a new
variable withheld.

As shown 1n FIG. 10, methods such as MCMC and Gibbs
sampling can be used to learn an average value assignment
for each variable, for each item, across many samples.

As shown 1n FIG. 10, sampling methods 1016 such as
MCMC and Gibbs sampling can be used to learn an average
value assignment for each variable, for each item, across
many samples.

Sample_difhiculty re-onients Equation 1b (using the sam-
pling operator instead of the equality operator “=", as
discussed 1 Equation 4) so that the difliculty varnable d 1S
on the left, and all other variables and values are on the rlght
It finds the probability distribution for d;, and then samples
from this probabaility distribution.

Sample_a re-orients Equation 1b (using the sampling
operator “~” istead of the equality operator “=", as dis-
cussed in Equation 4) so that the difficulty variable a,’ is on
the left, and all other variables and values are on the right.
It finds the probability distribution for a,’, and then samples
from this probability distribution.

Sample_theta re-orients Equation 1b (using the sampling
operator “~” instead of the equality operator “=", as dis-
cussed in Equation 4) so that the difficulty variable 0, is on
the left, and all other variables and values are on the right.
It finds the probability distribution for 6., and then samples
from this probabaility distribution.

The sample_trans 1s a slightly different procedure, in that
transitional probabilities can be determined by counting the
number of times the student transitions irom one state to
another. However, the procedure could fail or the overall
algorithm can converge to extreme solutions 1f there are no
samples of a given type. Therefore, we use a Dirichlet
hyper-prior which acts as a pre-count. In our experiments,
we assumed that one transition from each state, and to each
state, was always counted, and we added that prior to the rest
of the count. One example embodiment of sample_trans
comprises the calculation below:

4 3‘3‘

Pr071107,)~Dir(0) V0’

where item 1 was applied to the student and where Dir
represents a Dirichlet distribution, and 6’ is defined as
student state as i Equation 1 (adding a superscript t to
denote the timestep, and 0’ representing estimates across all
students).

With the training model and 1ts variables defined, MCMC
and Gibbs sampling are statistical methods that may be used
to 1terate over the variables one at a time to find the best
parameter assignment for that vanable.

The functional diagram FIG. 7 illustrates the relationship
ol some of the variables and the parameter variables as used
by the machine learning functions. As shown, each 1tem (1;
shown as Item A, Item B . . . Item N) has one or more
predefined skills (KSA 1, KSA 2 ... KSA N) each having
one or more skill levels (skill_num; shown as Skill Level 1,
Skill Level 2 . . . Skill Level N) and each skill level being
related to a transmon function (not shown) comprising an
item applicability (a; shown as Item Effectiveness) an 1tem
(:Jflculty (d; shown as Item Dathiculty). For each skill level
there 1s also an observation function (not shown) defiming,
the relationship between the traiming measure (o; shown as
Training Measure) and the skill level. As described above,
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alter a training measure (0; shown as Training Measure) 1s
received from a student’s performance on a training item,
that training measure may be mput mnto the IRT algorithms
to determine the student skill level as well as the values for
the other parameter variables based on the parameter’s
mathematical relationships. As described above, new per-
formance data 728 representing a training measure may be
used to learn the transitional probability of that item to that

skill level and that skill. Over time and a larger sample size
for the training measure, for example as students and per-
formance changes, the training measure may change. Using
the IRT algorithms, 1f this mput data changes, the other
variable changes will also be able to change. And through
probabilistic methods, such as averaging the values of
variable, these changes can be used to update, or automati-
cally learn, those updated variable values as a result of the
performance data changes. This automated learning may
reflect a more refined definition of the value for the traiming
parameters or it may reflect the changing of the performance
for other reasons.

Artificial Intelligence (Al) System:

Referring back to FIGS. 1 and 2A, the data and ML output
can be used to provide mnput mto the AI functionality.
Generally, the Al system takes the training model from the
ML output as an input and generates the Instructional Policy
as an output. In some embodiments, the Al functionality 1s
provided by a POMDP which can be translated to an
Instructional Policy to 1ssue training recommendations. With
this approach, we leverage the theory of deliberate practice
which posits that expertise grows best when the student
focuses study and practice on spemﬁc deficient competen-
cies, and receives feedback concerning the effects of this
experience. The automated learning systems represent this
theory formally as a generalizable, adaptive path planming
POMDP model. The automated learning methods construct
the representation 1n two steps: First with a POMDP model,
then with an augmented model that uses incoming data to
fine-tune 1ts parameters for After Action Reporting (AAR).

The mitial POMDP model may be a Bayesian framework,
with the following implementation 1inputs (some from ML
outputs) prior to training:

TABLE 1

POMDP inputs

Al Input 1 KSAs: The predefined set of Knowledges,
Skills, and Abilities (KSA’s) being trained.

Al Input 2 Skill Level: The student’s current skill From ML
level from the list of predefined skill Training
levels. Model

(0 values)

Al Input 3 Items: The predefined set of training items
available.

Al Input 4  Item Effectiveness: The transitional proba- From ML
bility that each training item advances each Training Model
KSA, given the student’s current skill (transitional
levels. probabilities)

Al Input 3 Tramning Measure: The measure of the
student’s performance on the training item.

Al Input 6 Observational Probability: A set of proba- From ML
bilities corresponding to measurement Training Model
error; the chance that a student 1s at a (observational
given competency level given the probabilities)
measurements taken during training.

Al Input 7 Priority: Optionally, a prioritization of

training objectives.

The POMDP learning model probabilistically represents
the relationship between measures (observations) and stu-
dent competency, as well as the eflects of feedback on
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competency. Generally, this can be used to perform Bayes-
1an inference, thus 1t will assess where the student lies on the
training path. Outputs are as detailed below.

Al Output 1: An assessment of student progress, including
assessed student skill level on skills 1n the training domain. 5
Al Output 2: A prediction of the effect of displaying each

type of feedback to the student.

Al Output 3: An optimal tramming plan (Instructional
Policy) to achueve expertise, beginning with a suggestion to
the mstructor for the training 1tem that will most likely move 10
the student towards mastery of the skaills.

These outputs from the learning model may also be used
to select the 1tems, consistent with the Instruction Policy, so
that the data regarding the item and the student’s perior-
mance can be used to update the training model and again 15
feed the learning model to provide further items to guide
student learming.

Al Input 1: KSAs (AI—Competencies).

KSAs, also known as competencies, are domain-specific
areas ol competence. Diflerent applications of this work 20
have required slightly different terminologies, sometimes we
alternatively refer to these as principles or competencies. In
the HAL framework, each principle becomes a training
objective, thus a typical intelligent tutoring application
instructs the student 1n several competencies corresponding 25
to several training objectives. For a marksmanship domain,
KSAs could be the ability to perform well while standing,
sitting, kneeling or prone. Or they could be more funda-
mental, such as the ability to pull a tngger. For some
embodlments the methods discover the competencies 1n the 30
ML component that informs this Al component.

Al Input 2: Skill Levels.

Skill levels of the learning model provide similar func-
tions as do the skill levels of the training model.

Al Input 3: Items (Al—Actions) and Item (Action) Dif- 35
ficulties.

We seek to model decision-making on the part of an
instructor. A decision 1s what i1tem, or action, to take. The
word “Action” has a specific meaning 1n a POMDP model,
the set of actions/items 1s the set ol action/item options 40
available. For a robot using a POMDP model, this set of
options 1s whether to go forward, back, turn left, or turn
right; for an automated instructor using a POMDP model,
the options are any set of 1tem options made available to the
trainer. Options include what type of instruction to dispense, 45
we shorten this by calling this selection of a “Item” which
1s written, video, or other instructional material used {for
training. Each 1tem 1s associated with a level of dithiculty on
cach KSA.

For example, let IPI be the number of competencies or 50
skills which influence training. A item may be described as
a tuple 1n RIPI. The 1th component of the item tuple be-longs
to a range ol 1 . . . PiL, where PiL 1s the number of levels
associated with the 1th competency. An example of a item
tuple 1s <1, 3, —1> representing a dificulty of 1 on the first 55
competency, 3 on the second competency, and the third
competency 1s not addressed 1n the item.

Items have two eflects. The first 1s to train the student on
the principles that are addressed by the item. The second 1s
to measure the student’s proficiency on each skill. 60

Al Input 4: Item Eflectiveness and Zone of Proximal
Development (ZPD).

The transitional probabilities of the learning model are
similar to the 1item eflectiveness of the training model.

In some embodiments, the process recognizes that 1n any 65
grven state of expertise, the student can be expected to solve
a subset of the available i1tems 1 given some help. This

20

subset 1s called the student’s Zone of Proximal Development
(ZPD). Items 1n the ZPD are neither trivially easy nor
impossible to solve, but are conquerable with some support
from the tutoring system. When a item involves multiple
principles, then 1t should be optimally efl

ective 11 some or all
of its principles are within the student’s ZPD and the rest
have already been mastered by the student. None of the
principles should be beyond the student’s ZPD.

The ZPD 1s defined by specifying the minimum and
maximum threshold of every principle 1n order to support
training. Thus, each principle and level has a ZPD attached
to 1t, which defines a point 1n R 2IPl, 1n turn representing a
region in RIPl. An example of a ZPD can be seen 1n FIG. 4.
Regions within the ZPD support learning of the principle.
Regions to the left of the zone are too easy with respect to
Competency C2, while regions to the right are too diflicult.
The training items that are most likely to enhance adaptive
expertise of the given student mastery of a training item (S1)
are those that lie within the ZPD of the student. They are
neither too easy, too hard, nor near-duplicates of S1.

Al Input 5: Training Measures.

Training 1tems also result in a set of measurements. Each
item and competency results 1n a measurement that esti-
mates the student state (level) on the principles (skills)
exercised by the 1tem. For example, IRT says that i1 a student
competency level 1s equal to the difliculty of the training
item, the student has a 50% chance of answering correctly.
If the student expertise exceeds the dithculty of the item by
a couple of levels, that chance increases to 90+%. IRT 1s not
the only measurement model, for pure vocabulary recall
tasks the accuracy of the measurement may be very high, for
multiple choice identification tasks the probability that a
single 1tem correctly measures acquisition of the word may
be somewhat lower.

Al Input 5: Observational Probability.

The observational probability 1s defined as the probability
that the student’s performance produces a measure value,
given that the student’s true skill level. Using the laws of
probability, this can be reverse engineered to determine the
probability of a student level, given the student measures.
An example of an observational probability 1s the probabil-
ity that a student who 1s a novice at Skill A will pass a
training exercise.

The observational probability 1s shown 1n Equation 1, 1a,
and 1b, and Equation 4. It’s the probability of observing
correctness on an item (left side) given the student skill
level, item difliculty level, 1item applicabilities (on the right
side).

In a POMDP, the observational probability 1s the prob-
ability of an observation given the state and action. The state
1s the student skill level, and the action 1s represented by the
profile of the training item (1tem difhiculty level and item
applicability).

Al Input 6: Prioritization of Training Goals.

This optional 1nput assigns a reward or value to acquisi-
tion of each competency at each level.

With the above 1nput, the learning model can perform the
Al functions. In some embodiments, the learning model 1s a

POMDP generally defined with the tuple:

M=<§,4,FPr,R,Q, 0N,b5

with the variables being defined below.

S 1s a set of states.

A 1s the set of actions/items available to the adaptive
training system.
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Pr 1s the state transitional probabilities: Pr (s'ls, acA), the
probability of transitioning to state s' given the previous state
was s and action/item a was taken.

R 1s the reward function: R(s, a) 1s the immediate reward
for being 1n state s and taking action/item a.

(2 1s the set of observations.

O 1s the observational probability function: O(ols',a,s'),
with o €€2 1s the probability of receiving observation o after
being 1n state s and taking action/item a and transitioning to
state s'. This observation function 1s learned via Equation 1b.
We learn the 1item difliculties and item applicabilities, thus
we 1ill 1 all the variables on the right side of Equation 1b
so we have this probability function.

v 1s a discount factor between 0 and 1.

b, 1s an 1nitial distribution over states.

In one embodiment, data and ML component outputs can

be translated into the POMDP model as described below.

States (ML—Skill Level for KSA): The set of state S 1s
the set contaiming all possible student skill levels for the
KSA’s. That 1s, each s &S can be expressed as <0,,
0, ...>where 0, 1s the student’s level at KSA #k.

Actions (ML—Item): There 1s an action/item for each
available training item. We order the set and identify the j*
action in the set with a difficulty d, to be used in the
observation function.

State transitional probabilities (ML—Item Effectiveness):
Pr(s'ls, a)=Pr(0_10_, a) where 0_ and 0O_, are correspond to
student state vectors described above.

Reward: For any state <0,, 0, . . . >, described above, we
assign reward.:

R=0+0-+...0

M

Other rewards schemes are possible, such as:

R:mﬁx 615625611

Observation set €2 (Training Measure): In some embodi-
ments, the methods support training measures from 1 to m
where 1 represents incorrect, 2 represents partially correct
and m represents correct.

Observation Function O (Observational Probability):
First, in some embodiments, we simplily the observation
function so that Pr(ols, a, s')=Pr(ola, s'), that 1s, we do not
care about the “old” state before the training. Second, we use
Equation 1b, where d, 1s determined by the action/item as
mentioned above, and 0 corresponds to s'.

v: Is set to 0.99.

b,: Is computed by the machine learning algorithms, 1t 1s
assigned as 0 ° from the result of the machine learning
algorithms.

FI1G. 1B illustrates a runtime of the above POMDP model.
At 161, the system receives and mitially believes the student
1s 1n the state distribution defined by b, at 161. This belief
may be determined randomly, made by making some
assumptions based on the skill level of the user or 1t may be
provided as an output of the training model. The system then
selects a traiming item (action, scenario, learning activity) at
164. This selection may be made randomly, made by making
some assumptions based on the skill level of the user or 1t
may be made by the use of the instructional policy. The
student receives a reward according to the reward function
at 166. The student transitions to a new state (skill level
value), unknown to the system but modeled by the transition
function at 168. The system recerves a reward for the student
being in the new state (although 1t does not observe or know
its reward) at 172. The system receives an observation of
student performance on the item at 174. At 176, the system
computes a new belief state (probability distribution over
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student states (skill level)) about the student derived from
the previous beliel state (previous skill level), the transition
function, and the observation function. This new belief state,
or updated user state 1s derived by a probability distribution
(observation function) such as a probability table. The
observation function, defines the probabilistic relationship
between achieving a training measure and a student state
(skill level value) for a training 1tem. For example, a student
in an advanced state on a training item 1s likely to achieve
a high score on a corresponding training item. At 178, a
determination 1s made whether the process 1s done. If it 1s
not complete, the process repeats starting at 164.

The above sequence can continue indefimitely, but at each
successive step the reward 1s multiplied by v, forcing the
sequence to converge.

Important to this sequence 1s the selection of the action/
item at 164. We refer to the mapping from beliet state (skall
level) to a system action/item as the system Instructional
Policy.

FIG. 6 illustrates an example of a POMDP 1nstructional
policy in action on a Language Learning domain at 612C. As
shown, this illustration shows the application of the instruc-
tion policy using multiple exercise sets (Exercise Set 1,
Exercise Set 2 and Exercise Set 3) and multiple lessons
(Lesson numbers 1-6 and Lesson Numbers 7-13). As dis-
cussed above, at each time step, the system selects an
action/item (shown as “Next content”), and then perfor-
mance 1s observed (shown as “Performance”). Not shown 1n
FIG. 6 1s state itself. State can be thought of as a “report
card” on the state of each student KSA. For example, a state
can be <(Counting 1-6=mastered, Days of Week=Novice,
Months of Year=Intermediate, . . . >. That 1s, state consists
ol a number of factors. Each state has a reward attached to
it. However, state 1s not fully known, all that 1s known 1s
observations or evidence. At runtime, this 1s used to con-
struct a “beliet state” (skill level) or a distribution over states
((KSAs) for example a student who passes a small quiz may
be 50% likely to be proficient at counting and 50% likely to
be intermediate). The beliet state (skill level) 1s updated in
real-time as observations are gathered. The goal of POMDP
planning 1s to map each belief state (skill level) to the
optimal action/item for that belietf state (skill level). This
computation 1s trivial for the “myopic” or 1-step horizon
case: iterate over available/feasible 1items, and select the item
that moves to a new state (skill level) with the highest
reward. However, an advantage to the POMDP model i1s that
it plans ahead many steps. The resulting plan 1s called a
policy and examples of policies are illustrated below.
Although planming far ahead into the future optimally 1s
NP-complete, 1t has been shown that finding a policy that 1s
within epsilon of being correct, for small epsilon, 1s linear
with respect to number of actions/items and observations.

In some embodiments, components of the automated
learning system may further comprise systems and methods
ol automatically measuring the performance of students to
provide training data. Examples of some systems and meth-
ods of measuring the performance of students to provide

training data include those described 1n co-pending U.S. Pat.
App. No. 62/146,446 to Aptima, Inc., entitled “SYSTEMS

AND METHODS TO MEASURE PERFORMANCE” filed
on Apr. 13, 2015 which 1s herein incorporated by reference
in its entirety.

FIG. 8 illustrates the general method automated learning,
of a training model of an adaptive trainer 800. As shown, the
methods generally comprise defining the learning model at
810, applying the learning model at 820, using the learning
model and output from the model to learn values within the
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training model at 840 and updating the values of the training,
model at 850 to be stored at 852 or used by subsequent
applications of the learning model at 820. Within the defin-
ing of the learning model at 810, the learning model vari-
ables are defined at 812, the learning model parameters and
theirr parameter variables are defined at 814 and initial
training model values are defined at 816. From this model,
the values are used when the learning model 1s applied to a
user. The application of the learning model at 820 generally
comprises recerving the training model values at 822 to
determine a training item to be presented to a user at 824. At
826 the user executes the training item and an updated
training measure 1s determined at 828. With the updated
training measure, an updated user skill level can be deter-
mined at 832.

Given the updated values from the application of the
training model, learming of learning model values can also
be done at 840. Generally, this learning 1s done utilizing the
methods described herein and result 1n updated values for
parameter variables such as item applicability (842), item
dificulty (844), transitional probabilities (846) and obser-
vational probabilities (848). Having learned update values
for the learning model parameter variables, these updated
values can be used to update the training model at 850 so that
the updated values can be used by the learning model when
it 1s applied again. The updated values of the learning model
may be stored 1n a database at 833 to be used for the learning
model later. As shown at 840, the process may be exited and
finished.

One Embodiment of the Automated Learning System for a
Training Model of an Adaptive Trainer:

One embodiment of the automated learning system for a
training model generally comprises the functional elements
of the embodiment discussed above 1n a software program
product to be executed by a computer implemented system.

As will be readily apparent to those skilled in the art,
automated learning systems and methods can be embodied
in hardware, software, or a combination of hardware and
software. For example, a computer system or server system,
or other computer implemented apparatus combining hard-
ware and soltware adapted for carrying out the methods
described herein, may be suitable. One embodiment of a
combination of hardware and software could be a general
purpose computer system with a computer program that,
when loaded and executed, carries out the respective meth-
ods described herein. In some embodiments, a specific use
computer, containing specialized hardware for carrying out
one or more of the mstructions of the computer program,
may be utilized. In some embodiments, the computer system
may comprise a device such as, but not limited to a digital
phone, cellular phone, laptop computer, desktop computer,
digital assistant, server or server/client system.

Computer program, software program, program, software
or program code 1n the present context mean any expression,
in any language, code or notation, of a set of instructions
readable by a processor or computer system, intended to
cause a system having an information processing capability
to perform a particular function or bring about a certain
result either directly or after either or both of the following;:
(a) conversion to another language, code or notation; and (b)
reproduction 1n a different material form. A computer pro-
gram can be written in any form of programming language,
including compiled or interpreted languages, and 1t can be
deployed 1n any form, including as a stand-alone program or
as a module, component, subroutine, or other unit suitable
for use 1n a computing environment.
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FIG. § 1s a schematic diagram of one embodiment of a
computer system 500 by which the automated learning
methods may be carried out. The computer system 500 can
be used for the operations described 1n association with any
of the computer implemented methods described herein. The
computer system 500 includes at least one processor 510, a
memory 520 and an input/output device 540. Each of the
components 510, 520, and 540 are operably coupled or
interconnected using a system bus 550. The computer sys-
tem 500 may further comprise a storage device 530 operably
coupled or interconnected with the system bus 550.

The processor 510 1s capable of receiving the instructions
and/or data and processing the instructions of a computer
program for execution within the computer system 500. In
some embodiments, the processor 510 1s a single-threaded
processor. In some embodiments, the processor 310 1s a
multi-threaded processor. The processor 510 1s capable of
processing instructions of a computer stored in the memory
520 or on the storage device 530 to communicate informa-
tion to the mput/output device 540. Suitable processors for
the execution of the computer program 1instruction include,
by way ol example, both general and special purpose
microprocessors, and a sole processor or one ol multiple
processors of any kind of computer.

The memory 520 stores mformation within the computer
system 500. Memory 3520 may comprise a magnetic disk
such as an internal hard disk or removable disk; a magneto-
optical disk; an optical disk; or a semiconductor memory
device such as PROM, EPROM, FEPROM or a flash
memory device. In some embodiments, the memory 520
comprises a transitory or non-transitory computer readable
medium. In some embodiments, the memory 3520 1s a
volatile memory unit. In another embodiments, the memory
520 1s a non-volatile memory unit.

The processor 510 and the memory 520 can be supple-
mented by, or mcorporated 1n, ASICs (application-specific
integrated circuits).

The storage device 330 may be capable of providing mass
storage for the system 3500. In various embodiments, the
storage device 530 may be, for example only and not for

limitation, a computer readable medium such as a floppy
disk, a hard disk, an optical disk, a tape device, CD-ROM

and DVD-ROM disks, alone or with a device to read the
computer readable medium, or any other means known to
the skilled artisan for providing the computer program to the
computer system for execution thereby. In some embodi-
ments, the storage device 530 comprises a transitory or
non-transitory computer readable medium.

In some embodiments, the memory 520 and/or the storage
device 330 may be located on a remote system such as a
server system, coupled to the processor 510 via a network
interface, such as an Fthernet interface.

The mput/output device 540 provides iput/output opera-
tions for the system 300 and may be in communication with
a user interface 540A as shown. In one embodiment, the
input/output device 540 includes a keyboard and/or pointing
device. In some embodiments, the input/output device 540
includes a display unit for displaying graphical user inter-
faces or the mput/output device 540 may comprise a touch-
screen. In some embodiments, the user interface 540A
comprises devices such as, but not limited to a keyboard,
pointing device, display device or a touchscreen that pro-
vides a user with the ability to communicate with the
input/output device 540.

The computer system 500 can be mmplemented 1 a
computer system that includes a back-end component, such
as a data server, or that includes a middleware component,
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such as an application server or an Internet server, or that
includes a front-end component, such as a client computer
having a graphical user interface or an Internet browser, or
any combination of them. The components of the system can
be connected by any form or medium of digital data com-
munication such as a communication network. Examples of
communication networks include, e.g., a LAN, a WAN,
wireless phone networks and the computers and networks
forming the Internet.

One example embodiment of the automated learming
system may be embodied in a computer program product,
the computer program product comprising a computer read-
able medium having a computer readable program code
tangibly embodied therewith, the computer program code
configured to implement the methods described herein, and
which, when loaded 1n a computer system comprising a
processor, 1s able to carry out these methods.

In some embodiments, the automated learning system
may be integrated mmto computer based systems, such as
computer based training simulators or other computer based
training systems. In some embodiments, the computer based
systems are specially designed computer systems specifi-
cally designed to function only as a computer based simu-
lator or computer based training system. In such simulators
and systems may be in communication with one or more
input sources which can include various instruments and/or
user interfaces to simulate the domain to be trained and
transform and communicate a physical mput to be used as
input to the methods and systems disclosed. For example,
and not for limitation, such input sources for an aircraft
simulator may comprise one or more actual or simulated
device such as an altimeter, GPS, pitot tube, gyroscope,
accelerometer, magnetometer, flight data computer or other
avionic devices. In some embodiments, the simulators are
networked across a distributed digital communications net-
work. In some embodiments, the computer based simulator
or computer based training systems that train students using
virtual environments. In some embodiments, the computer
based simulator or computer based training systems may be
combined with “live” live participants beyond the student or
instructor. Live participants may be a physical source of data
for providing training data. Live participants may have
sensors that capture actual data, for example, broadcast their
GPS position or broadcast their communications, both of
which could be used as tramning data for the disclosed
automated learning systems and methods. These participants
may not use computers.

In some embodiment, the disclosed systems and methods
for automated learning utilize multiple KS As, multiple TOs,
and multiple measures per student, across multiple items.

Although this mvention has been described 1n the above
forms with a certain degree of particularity, it 1s understood
that the foregoing i1s considered as illustrative only of the
principles of the mvention. Further, since numerous modi-
fications and changes will readily occur to those skilled 1n
the art, 1t 1s not desired to limit the invention to the exact
construction and operation shown and described, and
accordingly, all suitable modifications and equivalents may
be resorted to, falling within the scope of the mvention
which 1s defined 1n the claims and their equivalents.

I claim:
1. A computer implemented machine learning system for
a traiming model of a processor based adaptive trainer, the
system comprising:
a training model comprising a set of model parameters
comprising;
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a skill having one or more skill levels,

a traiming 1tem having a first model parameter variable
of a tramning item dithculty for the skill and a second
model parameter variable of a training 1tem applica-

bility for the skill,
a transition function, and
an observation function;

the training model further comprising a set of model

variables:

a skill level variable representing a skill level value of
a student at a time;

a training measure variable representing a performance
data value of the student on a training item;

the tramning model further comprising a computer pro-

gram code configured to implement the method of:
determining a set of initial values for the set of model
variables comprising:
an 1mtial performance data value of the student for
the training 1tem, and
an initial skill level value of the student for the
training item;
determining a set of 1mitial values for the model param-
cter variables comprising:
an 1itial training 1tem difhiculty value for the train-
ing item, and
an 1nitial tramning item applicability value for the
training item;
receiving an updated performance data value of the
student for the training item;
determining an updated skill level value of the student
for the training item;
determining a set of updated values for the model
parameter variable values comprising:
an updated tramning item difliculty value for the
training item, and
an updated training item applicability value for the
training item;
iterating the method to determine a learned training
item difficulty value for the training item and a
learned training 1tem applicability value for the train-
ing item; and
storing the learned training item difficulty value for the
training item and a learned training 1tem applicability
value for the training 1tem 1n a database.

2. The computer implemented machine learning system of
claim 1 wherein the transition function represents a proba-
bilistic relationship between a first skill level value of the
student before a student performs a training item and a
second skill level of the student after the student performs
the training 1tem.

3. The computer implemented machine learning system of
claim 1 wherein the observation function represents a proba-
bilistic relationship between the performance data value
after the student performs the training i1tem and a second
skill level value of the student after the student performs the
training item.

4. The computer implemented machine learning system of
claam 1 wherein the updated performance data value 1s a
student performance data value 1n an adaptive trainer.

5. The computer implemented machine learning system of
claim 1 wherein the computer program code method step of
iterating the method to determine a learned training item
difficulty value for the training i1tem and a learned training
item applicability value for the traiming item comprises
iterating the method according to an Item Response Theory
(IRT) algorithm to determine a learned traiming 1tem difli-
culty value for the traiming 1tem and a learned traiming 1tem
applicability value for the training item.
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6. The computer implemented machine learning system of
claim 1 wherein the computer program code method further
comprising;

providing a subset of the model parameters to a learning

model;

determining an 1instructional model from the learning

model; and

providing one or more training recommendations based

upon the mnstructional model.

7. The computer implemented machine learning system of
claim 6 wherein the learning model comprises a Partially
Observable Markov Decision Process (POMDP) model.

8. A computer implemented machine learning system for
a training model of an adaptive trainer, the system compris-
ng:

a training model comprising a set of model parameters

comprising;

a skill having one or more skill levels,

a training 1tem having a first model parameter variable
of a training item dithculty for the skill and a second
model parameter variable of a training 1tem applica-
bility for the skill,

a transition function, and

an observation function;

the training model further comprising a set of model

variables:

a skill level varniable representing a skill level value of
a student at a time;

a training measure variable representing a performance
data value of the student on a training item:;

the training model further comprising a computer pro-

gram code configured to implement the method of:

determining a set of mnitial values for the set of model
variables comprising:
an 1nitial performance data value of the student for
the training 1tem, and
an 1itial skill level value of the student for the
training 1tem;

determining an initial value for the transition function
comprising an initial training item transitional prob-
ability value for the skill level for the training item:;

receiving an updated performance data value of the
student for the training item;

determining an updated skill level value of the student
for the training item;

determining an updated value for the transition function
comprising an updated training 1tem transitional
probability value for the skill level for the training
item;

iterating the method to determine a learned training
item transitional probability value for the skill level
for the training item; and

storing the learned training 1tem transitional probability
value for the skill level for the training item 1n a
database.

9. The computer implemented machine learning system of
claim 8 wherein the transition function represents a proba-
bilistic relationship between a first skill level value of the
student before a student performs a training item and a
second skill level of the student after the student performs
the training 1tem.

10. The computer implemented machine learning system
of claim 8 wherein the observation function represents a
probabilistic relationship between the performance data
value after the student performs the training item and a
second skill level value of the student after the student
performs the traiming item.
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11. The computer implemented machine learning system
of claim 8 wherein the updated performance data value 1s a
student performance data value in an adaptive trainer.

12. The computer implemented machine learning system
of claim 8 wherein the computer program code 1s configured
to implement the method further comprising:

providing the learned training 1tem transitional probabil-

ity value to a learning model;

determining an instructional model from the learning

model; and

providing one or more training recommendations based

upon the instructional model.
13. A computer implemented method of automatically
defining an updated traiming variable parameter for a train-
ing model of an adaptive trainer, the method comprising:
determining a set of initial values for a set of training
model variables comprising:
an 1nitial performance data value of the student for a
training 1tem, and
an 1mitial skill level value of the student for the training
item;
determining an imitial value for a transition function
comprising an initial training item transitional prob-
ability value for a skill level for the training item:;

recerving an updated performance data value of the stu-
dent for the training item;

determiming an updated skill level value of the student for

the training 1tem;
determining an updated training item transitional prob-
ability value for the skill level for the training item;

iterating the method to determine a learned training item
transitional probability value for the skill level for the
training 1tem; and

storing the learned training item transitional probability

value for the skill level for the training item 1n a
database.

14. The computer implemented method of claim 13
wherein the transition function represents a probabilistic
relationship between a first skill level value of the student
betfore a student performs a training item and a second skall
level of the student after the student performs the training
item.

15. The computer implemented method of claim 13
wherein the updated performance data value 1s a student
performance data value 1n an adaptive trainer.

16. The computer implemented method of claim 13
wherein the step of iterating the method to determine a
learned traiming item transitional probability value for the
skill level for the training item comprises iterating the
method according to an Item Response Theory (IRT) algo-
rithm to determine a learned training 1tem transitional prob-
ability value for the skill level for the training item.

17. The computer implemented method claim 13 further
comprising:

providing the learned training i1tem transitional probabil-

ity value to a learning model;

determinming an 1nstructional model from the learning

model; and

providing one or more training recommendations based

upon the mstructional model.

18. The computer implemented method of claim 17

wherein the learning model comprises a Partially Observ-
able Markov Decision Process (POMDP) model.
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