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CAMERA DEPTH PREDICTION USING
GENERATIVE ADVERSARIAL NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

Not Applicable

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not Applicable

NOTICE OF MATERIAL SUBIJECT TO
COPYRIGHT PROTECTION

A portion of the matenal 1n this patent document may be
subject to copyright protection under the copyright laws of
the United States and of other countries. The owner of the
copyright rights has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as 1t appears in the United States Patent and Trademark
Oflice publicly available file or records, but otherwise
reserves all copyright rights whatsoever. The copyright
owner does not hereby waive any of 1ts rights to have this

patent document maintained in secrecy, mncluding without
limitation its rights pursuant to 37 C.F.R. § 1.14.

BACKGROUND
1. Technical Field

This disclosure pertains generally to estimating focal
distance, and more particularly to estimating focal distance
in response to depth mapping between a current frame and
tuture frames estimated by a generative adversarial network.

2. Background Discussion

Numerous techniques are currently being utilized for
estimating 1mage depth, such as 1n camera focus control.
Techniques currently 1n use include both active and passive
techniques. Active techmques rely on utilizing one or more
sensors for estimating distance, while passive techmiques
rely on mnformation extracted from captured images, such as
blur matching processes. The industry 1s primarily moving,
toward enhancing passive depth estimation techniques for
both cost and performance reasons.

However, predicting depth information m passive depth
estimation 1s diflicult, in view of the movement of the target
object and the time required to adjust focus on the camera
lens.

Accordingly, a need exists for an enhanced passive depth
estimation apparatus and process. The present disclosure
tulfills that need and provides additional benefits over pre-
vious technologies.

BRIEF SUMMARY

An apparatus and method for predicting depth informa-
tion 1n the future based on the current frame and the future
frame(s) generated by a generative adversarial network
(GAN) toward optimizing focus on an object 1n the field of
view ol a camera system.

Further aspects of the technology described herein will be
brought out 1n the following portions of the specification,
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2

wherein the detailed description 1s for the purpose of tully
disclosing preferred embodiments of the technology without
placing limitations thereon.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING(S)

The technology described herein will be more fully under-
stood by reference to the following drawings which are for
illustrative purposes only:

FIG. 1 1s an 1image rendition of persons in motion with an
individual shown outlined selected 1in response to facial
features and showing direction of motion, according to an
embodiment of the present disclosure.

FIG. 2 1s a plot of target depth (focus position) showing
typical camera autofocusing toward matching the actual
object position.

FIG. 3 1s a plot of target depth (focus position) showing
camera autolocusing toward matching the actual object
position, according to an embodiment of the present disclo-
sure.

FIG. 4 1s a block diagram of a camera system configured
for utilizing a generative adversarial network, according to
an embodiment of the present disclosure.

FIG. § 1s a flow diagram of predicting camera object depth
according to an embodiment of the present disclosure.

DETAILED DESCRIPTION

1. Introduction

The present disclosure 1s configured for more readily and
accurately predicting depth information for future frames
estimated utilizing a generative adversarial network (GAN).
A depth map for future frames 1s predicted from using the
picture at current frame and the picture from GAN predicted
future frame(s) to determine how to move the camera lens to
be focused correctly for the target object. Thus, target object
depth can be predicted for the future, allowing decisions to
be made on which direction a focus lens 1s to be moved
toward achieving fast and accurate focusing.

2. Problem Statement

FIG. 1 1illustrates an example embodiment 10 of the
difficulties in predicting depth information, in particular 1n
regard to a moving focus target. The focus target 12 1s an
individual tracked by a recognition process, herein depicted
as facial recognition 14, and for determining a direction of
motion 16.

The camera system obtains data from the frame of FIG. 1,
however, 1t has been diflicult to predict the auto-focus (AF)
depth position of the focus target (subject) based on this
depth information as the camera and focus target 1s moving.
The focus lens needs to be moved to keep up with the
subject, but 1t requires time to move the focus position and
the new position cannot be accurately predicted utilizing
linear extrapolation.

FIG. 2 1llustrates an example 30 of camera focus adjust-
ments 36, and process timing 34 between focus positions, 1n
relation to actual object position 32. The resultant focusing
error 38 can be significant with subject being seen as out of
focus.

3. Embodiments

The present disclosure 1s configured to overcome the
errors seen 1n FIG. 2, by predicting target depth while taking
into account the period of time required for moving the focus
lens to the target. If the future conditions are not properly
determined, then the resultant subject image will be out of
focus.
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FIG. 3 illustrates an example focus position plot 40
according to the present disclosure, in which future focus
positions 46 are more accurately determined at processing
timing 44 for the actual object position 42. The amount of
error 48 1s seen as being less than 1 FIG. 2.

FI1G. 4 1llustrates an example embodiment 50 of an 1image
capture device (e.g., camera system, camera-enable cell
phone, or other device capable of capturing a sequence of
images/irame.) which can be configured for performing
depth estimation utilizing the GAN based technique as
described in this present disclosure. The elements depicted
(60, 62, 64, 66) with an asterisk indicate camera elements
which are optional 1n an 1mage capture device utilizing the
present technology. A focus/zoom control 54 1s shown
coupled to 1maging optics 52 as controlled by a computer
processor (e.g., one or more CPUs, microcontrollers, and/or
DSPs) 56.

Computer processor 56 performs the depth estimation
based on utilizing generative adversarial network (GAN) in
response to instructions executed from memory 58 and/or
optional auxiliary memory 60. Shown by way of example
are an optional image display 62 and optional touch screen
64, as well as optional non-touch screen interface 66. The
present disclosure 1s non-limiting with regard to memory
and computer-readable media, insofar as these are non-
transitory, and thus not constituting a transitory electronic
signal.

FIG. 5 illustrates an example embodiment 90 of depth
estimation performed by programming executing Ifrom
memory 38, 60 on processor 56 as was seen in FIG. 4.
Execution starts 92 and selects 94 a target region in the
current frame. Then future frames are generated 96 using
GAN. Based on the current frame and the GAN predicted
future frames, a depth map 1s determined 98, and a deter-
mination made 100 on which direction and distance the lens
tocusing should be adjusted to auto focus on the selected
target. The camera then moves 102 the focus lens 1n the
predicted direction for the determined distance. For the sake
of simplicity of illustration, the process 1s shown ending
104, however, typically it would continue iterating so that
tocal positions of the selected target are updated so long as
the camera 1s capturing frames.

4. General Scope of Embodiments

The enhancements described in the presented technology
can be readily implemented within various cameras and
other portable electronic devices configured for capturing
image sequences (videos). It should also be appreciated that
cameras, camera-equipped mobile phone, and similar
devices are preferably implemented to include one or more
computer processor devices (e.g., CPU, microprocessor,
microcontroller, computer enabled ASIC, etc.) and associ-
ated memory storing instructions (e.g., RAM, DRAM,
NVRAM, FLASH, computer readable media, etc.) whereby
programming (instructions) stored in the memory are
executed on the processor to perform the steps of the various
process methods described herein.

It will also be appreciated that the computer readable
media (memory storing instructions) in these computations
systems 1s “‘non-transitory”, which comprises any and all
forms of computer-readable media, with the sole exception
being a transitory, propagating signal. Accordingly, the
disclosed technology may comprise any form of computer-
readable media, including those which are random access
(e.g., RAM), require periodic refreshing (e.g., DRAM),
those that degrade over time (e.g., EEPROMS, disk media),
or that store data for only short periods of time and/or only
in the presence of power, with the only limitation being that

5

10

15

20

25

30

35

40

45

50

55

60

65

4

the term “computer readable media™ 1s not applicable to an
clectronic signal which 1s transitory.

Embodiments of the present technology may be described
herein with reference to flowchart illustrations of methods
and systems according to embodiments of the technology,
and/or procedures, algorithms, steps, operations, formulae,
or other computational depictions, which may also be imple-
mented as computer program products. In this regard, each
block or step of a flowchart, and combinations of blocks
(and/or steps) in a flowchart, as well as any procedure,
algorithm, step, operation, formula, or computational depic-
tion can be implemented by various means, such as hard-
ware, firmware, and/or software including one or more
computer program instructions embodied 1n computer-read-
able program code. As will be appreciated, any such com-
puter program instructions may be executed by one or more
computer processors, including without limitation a general
purpose computer or special purpose computer, or other
programmable processing apparatus to produce a machine,
such that the computer program 1nstructions which execute
on the computer processor(s) or other programmable pro-
cessing apparatus create means for implementing the func-
tion(s) specified.

Accordingly, blocks of the flowcharts, and procedures,
algorithms, steps, operations, formulae, or computational
depictions described herein support combinations of means
for performing the specified function(s), combinations of
steps for performing the specified function(s), and computer
program 1nstructions, such as embodied 1n computer-read-
able program code logic means, for performing the specified
function(s). It will also be understood that each block of the
flowchart 1llustrations, as well as any procedures, algo-
rithms, steps, operations, formulae, or computational depic-
tions and combinations thereol described herein, can be
implemented by special purpose hardware-based computer
systems which perform the specified function(s) or step(s),
or combinations of special purpose hardware and computer-
readable program code.

Furthermore, these computer program instructions, such
as embodied 1n computer-readable program code, may also
be stored in one or more computer-readable memory or
memory devices that can direct a computer processor or
other programmable processing apparatus to function 1n a
particular manner, such that the instructions stored in the
computer-readable memory or memory devices produce an
article of manufacture including instruction means which
implement the function specified imn the block(s) of the
flowchart(s). The computer program instructions may also
be executed by a computer processor or other programmable
processing apparatus to cause a series of operational steps to
be performed on the computer processor or other program-
mable processing apparatus to produce a computer-imple-
mented process such that the instructions which execute on
the computer processor or other programmable processing
apparatus provide steps for implementing the functions
specified 1n the block(s) of the flowchart(s), procedure (s)
algorithm(s), step(s), operation(s), formula (e), or computa-
tional depiction(s).

It will further be appreciated that the terms “program-
ming” or “program executable” as used herein refer to one
or more nstructions that can be executed by one or more
computer processors to perform one or more functions as
described herein. The instructions can be embodied 1n
software, 1n firmware, or 1n a combination of software and
firmware.

It will further be appreciated that as used herein, that the
terms processor, hardware processor, computer processor,



US 10,536,622 B2

S

central processing unit (CPU), and computer are used syn-
onymously to denote devices capable of executing the
instructions and communicating with input/output interfaces
and/or peripheral devices, and that the terms processor,
hardware processor, computer processor, CPU, and com-
puter are intended to encompass single or multiple devices,
single core and multicore devices, and variations thereof.

From the description herein, it will be appreciated that the
present disclosure encompasses multiple embodiments
which include, but are not limited to, the following:

1. An apparatus for adjusting depth of focus 1n response
to predicting future frames, comprising: (a) an 1mage sensor
configured for capturing digital images; (b) a focusing
device coupled to said image sensor for controlling focal
length of a digital image being captured; (c) a processor
configured for performing image processing on 1mages
captured by said image sensor, and for outputting a signal for
controlling focal length set by said focusing device; and (d)
a memory storing programming executable by said proces-
sor for estimating depth of focus based on blur differences
between 1mages; (e) wherein said programming when
executed by said processor performs steps comprising: (€)(1)
selecting a target region at the current frame captured by said
image sensor; (e)(11) generating estimations of at least one
future frame utilizing a generative adversarial network
(GAN); (e)(111) generating a depth map between said current
frame and said at least one future frame; (e¢)(1v) determining
direction and distance for adjusting said focusing device
coupled to said 1mage sensor; and (e)(v) moving said
focusing device toward achieving a proper focus at said at
least one future frame.

2. An apparatus for adjusting depth of focus 1n response
to predicting future frames, comprising: (a) an 1mage sensor
of an 1mage capture device, said image sensor configured for
capturing digital images; (b) wherein said 1mage capture
device 1s selected from a group of image capture devices
consisting of camera systems, camera-enabled cell phones,
and other 1mage-capture enabled electronic devices; (b) a
focusing device coupled to said image sensor for controlling
tocal length of a digital image being captured; (c) a proces-
sor configured for performing image processing on 1mages
captured by said 1image sensor, and for outputting a signal for
controlling focal length set by said focusing device; and (d)
a memory storing programming executable by said proces-
sor for estimating depth of focus based on blur diflerences
between 1mages; (e¢) wherein said programming when
executed by said processor performs steps comprising: (€)(1)
selecting a target region at the current frame captured by said
image sensor; (€)(11) generating estimations of at least one
future frame utilizing a generative adversarial network
(GAN); (e)(a11) generating a depth map between said current
frame and said at least one future frame; (e)(1v) determining
direction and distance for adjusting said focusing device
coupled to said image sensor; and (e)(v) moving said
focusing device toward achieving a proper focus at said at
least one future frame.

3. A method for adjusting depth of focus 1n response to
predicting future frames, comprising: (a) selecting a target
region at the current frame captured by an image sensor
within a device configured for capturing digital 1mages
utilizing an autofocus process; (b) generating estimations of
at least one future frame utilizing a generative adversarial
network (GAN) executing on a processor which 1s executing,
programming irom a memory; (¢) generating a depth map
between said current frame and said at least one future
frame; (d) determining direction and distance for adjusting
a focusing device coupled to the image sensor; and (e)
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6

moving said focusing device toward achieving a proper
focus at said at least one future frame.

4. The apparatus or method of any preceding embodi-
ment, wherein said apparatus comprises an image capture
device selected from a group of image capture devices
consisting of camera systems, camera-enabled cell phones,
and other 1image-capture enabled electronic devices.

5. The apparatus or method of any preceding embodi-
ment, wherein said programming executable on said pro-
cessor 1s configured for performing auto focusing in which
said focus device coupled to said 1image sensor i1s adjusted
based on estimated focus distance, and another image 1s
captured, after which focus distance estimation 1s again
performed with the new depth, and repeating this process to
maintain a proper focus on the selected target region.

6. The apparatus or method of any preceding embodi-
ment, wherein method 1s configured for performing auto
focusing in which the focus device coupled to the image
sensor 1s adjusted based on estimated focus distance, and
another 1mage 1s captured, after which focus distance esti-
mation 1s again performed with the new depth, and repeating
this process to maintain a proper focus on the selected target
region.

As used herein, the singular terms “a,” “an,” and “the”
may include plural referents unless the context clearly
dictates otherwise. Reference to an object in the singular 1s
not intended to mean “one and only one™ unless explicitly so
stated, but rather “one or more.”

As used herein, the term “set” refers to a collection of one
or more objects. Thus, for example, a set of objects can
include a single object or multiple objects.

As used herein, the terms “substantially” and “about™ are
used to describe and account for small variations. When
used 1n conjunction with an event or circumstance, the terms
can refer to instances in which the event or circumstance
occurs precisely as well as mstances in which the event or
circumstance occurs to a close approximation. When used 1n
conjunction with a numerical value, the terms can refer to a
range of variation of less than or equal to £10% of that
numerical value, such as less than or equal to £5%, less than
or equal to £4%, less than or equal to £3%, less than or equal
to 2%, less than or equal to £1%, less than or equal to
+(0.5%, less than or equal to £0.1%, or less than or equal to
+0.05%. For example, “substantially” aligned can refer to a
range of angular variation of less than or equal to £10°, such
as less than or equal to +£5°, less than or equal to +4°, less
than or equal to +£3°, less than or equal to £2°, less than or
equal to =£1°, less than or equal to £0.5°, less than or equal
to £0.1°, or less than or equal to +£0.05°.

Additionally, amounts, ratios, and other numerical values
may sometimes be presented herein 1n a range format. It 1s
to be understood that such range format 1s used for conve-
nience and brevity and should be understood flexibly to
include numerical values explicitly specified as limits of a
range, but also to include all individual numerical values or
sub-ranges encompassed within that range as 11 each numeri-
cal value and sub-range 1s explicitly specified. For example,
a ratio 1n the range of about 1 to about 200 should be
understood to 1include the explicitly recited limits of about 1
and about 200, but also to include individual ratios such as
about 2, about 3, and about 4, and sub-ranges such as about
10 to about 50, about 20 to about 100, and so forth.

Although the description herein contains many details,
these should not be construed as limiting the scope of the
disclosure but as merely providing illustrations of some of
the presently preferred embodiments. Therefore, 1t will be
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appreciated that the scope of the disclosure fully encom-
passes other embodiments which may become obvious to
those skilled 1n the art.

All structural and functional equivalents to the elements
of the disclosed embodiments that are known to those of
ordinary skill in the art are expressly incorporated herein by
reference and are mtended to be encompassed by the present
claims. Furthermore, no element, component, or method
step 1n the present disclosure 1s intended to be dedicated to
the public regardless of whether the element, component, or
method step 1s explicitly recited in the claims. No claim
clement herein 1s to be construed as a “means plus function™
clement unless the element 1s expressly recited using the
phrase “means for”. No claim element herein 1s to be
construed as a “step plus function” eclement unless the
clement 1s expressly recited using the phrase “step for”.

What 1s claimed 1s:

1. An apparatus for adjusting depth of focus 1n response
to predicting future frames, comprising;:

(a) an 1mage sensor configured for capturing digital

1mages;

(b) a focusing device coupled to said 1mage sensor for
controlling focal length of a digital image being cap-
tured;

(c) a processor configured for performing 1image process-
ing on 1mages captured by said image sensor, and for
outputting a signal for controlling focal length set by
said focusing device; and

(d) a memory storing programming executable by said
processor for estimating depth of focus based on blur
differences between 1images 1n a blur matching process;

(¢) wherein said programming when executed by said
processor performs enhanced passive depth estimation
by steps comprising:

(1) selecting a moving focus target region, which 1s
being tracked by a recognition process, at the current
frame captured by said image sensor;

(1) generating estimations of at least one future frame
utilizing a generative adversarial network (GAN);

(111) generating a depth map between said current frame
and said at least one future frame 1n predicting future
depth information while taking into account the
period of time required for moving the focusing
device to the moving focus target;

(1v) determiming direction and distance for adjusting
said focusing device coupled to said image sensor to
auto focus on the moving focus target region; and

(v) moving said focusing device toward achieving a
proper focus at said at least one future frame to
update focus position of the selected moving focus
target region.

2. The apparatus of claim 1, wherein said apparatus
comprises an 1image capture device selected from a group of
image capture devices consisting of camera systems, cam-
era-enabled cell phones, and other 1image-capture enabled
clectronic devices.

3. The apparatus of claim 1, wherein said programming
executable on said processor 1s configured for performing
auto focusing 1 which said focus device coupled to said
image sensor 1s adjusted based on estimated focus distance,
and another 1image 1s captured, aiter which focus distance
estimation 1s again performed with the new depth, and
repeating this process to maintain a proper focus on the
selected target region.
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4. The apparatus as recited in claim 1, wherein said
programming executable on said processor 1s configured for
performing said recognition process by utilizing facial rec-
ognition.

5. An apparatus for adjusting depth of focus 1n response
to predicting future frames, comprising;

(a) an 1mage sensor ol an 1mage capture device, said

image sensor configured for capturing digital 1images;

(b) wherein said image capture device 1s selected from a
group ol 1mage capture devices consisting of camera
systems, camera-enabled cell phones, and other image-
capture enabled electronic devices;

(b) a focusing device coupled to said 1mage sensor for
controlling focal length of a digital image being cap-
tured;

(¢) a processor configured for performing 1image process-
ing on 1mages captured by said image sensor, and for
outputting a signal for controlling focal length set by
said focusing device; and

(d) a memory storing programming executable by said
processor for estimating depth of focus based on blur
differences between 1images in a blur matching process;

(¢) wherein said programming when executed by said
processor performs enhanced passive depth estimation
by steps comprising:

(1) selecting a moving focus target region at the current
frame captured by said image sensor which 1s being
tracked by a recognition process;

(1) generating estimations of at least one future frame
utilizing a generative adversarial network (GAN);

(111) generating a depth map between said current frame
and said at least one future frame 1n predicting future
depth information while taking 1into account a period
of time required for moving the focusing device to
the moving focus target;

(1v) determining direction and distance for adjusting
said focusing device coupled to said image sensor to
auto focus on the moving focus target region; and

(v) moving said focusing device toward achieving a
proper focus at said at least one future frame to
update focus position of the selected moving focus
target region.

6. The apparatus of claim 5, wherein said programming
executable on said processor 1s configured for performing
auto focusing i which said focus device coupled to said
image sensor 1s adjusted based on estimated focus distance,
and another image 1s captured, after which focus distance
estimation 1s again performed with the new depth, and
repeating this process to maintain a proper focus on the
selected moving focus target region.

7. The apparatus as recited i claim 3, wherein said
programming executable on said processor 1s configured for
performing said recognition process by utilizing facial rec-
ognition.

8. A method for adjusting depth of focus 1n response to
predicting future frames, comprising:

(a) capturing digital images utilizing an autofocus process
based on estimating depth of focus based on blur
differences between 1images in a blur matching process;

(b) selecting a moving focus target region, which 1s

tracked by a recognition process, at the current frame
captured by an 1image sensor within a device configured
for capturing digital images utilizing an enhanced pas-
sive depth estimation process;
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(c) generating estimations of at least one future frame
utilizing a generative adversarial network (GAN)
executing on a processor which 1s executing programs-
ming from a memory;

(d) generating a depth map between said current frame
and said at least one future frame in predicting future
depth information while taking into account a period of
time required for moving the focusing device to the
moving focus target;

(¢) determining direction and distance for adjusting a
focusing device coupled to the image sensor to auto
focus on the moving focus target region; and

(1) moving said focusing device toward achieving a
proper focus at said at least one future frame to update
focus position of the selected moving focus target
region.

9. The method as recited 1n claim 8, wherein said method
1s configured for being executed on an 1mage capture device
selected from a group of 1mage capture devices consisting of
camera systems, camera-enabled cell phones, and other
image-capture enabled electronic devices.

10. The method as recited 1in claim 8, wherein method 1s
configured for performing auto focusing in which the focus
device coupled to the image sensor 1s adjusted based on
estimated focus distance, and another image 1s captured,
after which focus distance estimation 1s again performed
with the new depth, and repeating this process to maintain
a proper focus on the selected target region.

11. The method as recited in claim 8, further comprising
performing said recognition process by utilizing facial rec-
ognition.
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