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(57) ABSTRACT

A positioning system using a robot, capable of eliminating
an error factor of the robot such as thermal expansion or
backlash can be eliminated, and carrying out positioning of
the robot with accuracy higher than inherent positionming
accuracy of the robot. The positioning system has a robot
with a movable arm, visual feature portions provided to a
robot hand, and vision sensors positioned at a fixed position
outside the robot and configured to capture the feature
portions. The hand 1s configured to grip an object on which
the feature portions are formed, and the vision sensors are
positioned and configured to capture the respective feature
portions.
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FIG. 3
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POSITIONING SYSTEM USING ROBOT

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention relates to a positioning system
using a robot, 1n particular, relates to a technique for using
a robot as a highly accurate positioning device, by utilizing
visual feedback using a vision sensor.

2. Description of the Related Art

A conventional industrial robot may be controlled by a
teaching playback method, whereby the robot can precisely
repeat a taught motion. Therefore, when such a robot 1s used
to grip an object and convey 1t to a predetermined place, the
robot can be considered as a positioning device.

As a relevant prior art document, JP 3702257 B discloses
a robot handling device using a robot as a positioning
device, wherein, even when a position of an object gripped
by a robot hand 1s misaligned, the object can be precisely
positioned by measuring and correcting the misalignment by

using a vision sensor.

Further, JP 2015-150636 A discloses a robot system
including: a robot controlled by a program for carrying out
predetermined operation with respect to an object located at
a first object position on a plane; a first robot position storing
part for storing a position of a front end of an arm having a
predetermined positional relationship relative to the first
object position; a target state data storing part for storing an
amount of feature of the object on an 1mage of a camera; a
robot movement calculating part for calculating an amount
of movement of the robot from an arbitrary 1mitial position
so that an amount of feature of the object located at a second
object position coincides with the amount of feature of the
target state data; and a correction data calculating part for
calculating correction data of the program based on a
difference between the first robot position and a second robot
position when the front end of the arm 1s moved based on the
amount of movement.

Generally, a robot 1s a structure constituted from metal,
etc., and thus an arm and/or a speed reducer thereof 1is
thermally expanded or contracted due to a change 1n an
ambient temperature, whereby the dimension thereof 1is
varied. Since the speed reducer has backlash, a stop position
of the robot may have an error depending on a movement
path toward a target position. Further, the amount of back-
lash 1s not constant due to a temporal change such as
abrasion. In addition, when the robot carries out the posi-
tioming an elastic member while deforming the elastic body,
the position of the object or the elastic body may be deviated
from an intended position, due to external force from the
clastic body.

In many conventional positioning devices or methods, the
error due to the thermal deformation, the backlash, the
temporal change or the external force as described above, 1s
not considered. On the other hand, 1t 1s difficult to manu-
facture a robot having no such errors, and 1t 1s diflicult to
completely correct such errors by analyzing the errors.

For example, in JP 37022577 B, discloses a robot handling
device using a robot as a positioning device, wherein, even
when a position of an object gripped by a robot hand 1s
misaligned, the object can be precisely positioned by mea-
suring and correcting the misalignment by using a vision
SEeNnsor.
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Further, 1n JP 2013-150636 A, although the robot 1s used
as a positioning j1g, 1t 1s not intended to eliminate an error
factor such as thermal expansion and to carry out precise
positioning. On the other hand, 1n JP 2015-150636 A, 1t 1s
intended to easily execute an operation along a complicated
movement path by using visual feedback without that the
operator consider or recognize a robot coordinate system,
whereas the robot 1s not used as the positioning device.

SUMMARY OF THE INVENTION

An object of the present invention 1s to provide a posi-
tioning system using a robot, capable of eliminating an error
tactor of the robot such as thermal expansion or backlash can
be eliminated, and carrying out positioning of the robot with
accuracy higher than an inherent positioning accuracy of the
robot.

One aspect of the present invention provides a positioning,
system comprising: a robot having a movable arm; a visual
feature portion provided to one of a front end of the arm or
a lixed position outside the robot; a plurality of vision
sensors provided to the other of the front end of the arm or
the fixed position outside the robot, and configured to
capture the visual feature portion; a feature amount detecting
part configured to detect an amount of feature including at
least one of a position, a posture and a size of the visual
feature portion, on an i1mage captured by the plurality of
vision sensors; a target data storing part configured to store
the amount of feature detected by the feature amount detect-
ing part, as a first amount of feature, while the front end of
the arm 1s positioned at a predetermined commanded posi-
tion; a robot movement amount calculating part configure to:
capture the feature portion by using the vision sensors, at a
time point different from when the first amount of feature 1s
detected, while the front end of the arm 1s positioned at or
near the predetermined commanded position, so as to obtain
a second amount of feature detected by the feature amount
detecting part; and calculate a first commanded amount of
movement of the robot, so that the second amount of feature
coincides with the first amount of feature with respect to all
of the vision sensors, based on a diflerence between the
second amount of feature and the first amount of feature
stored 1n the target data storing part; a commanded move-
ment amount adjusting part configured to calculate a second

commanded amount of movement, based on the first com-
manded amount of movement and a parameter determined
from mechanical characteristics of the robot; and a move-
ment commanding part configured to drive the front end of
the arm based on the second commanded amount of move-
ment, wherein the commanded movement amount adjusting
part and the movement commanding part are configured to
repeat the calculation of the second commanded amount of
movement and the driving of the front end of the arm based
on the second commanded amount of movement, until the
first commanded amount of movement 1s equal to or lower
than a predetermined threshold.

In a preferred embodiment, the commanded movement
amount adjusting part 1s configured to: set the first com-
manded amount of movement as the second commanded
amount of movement when the first commanded amount of
movement 1s equal to or higher than the parameter deter-
mined from the mechanical characteristics of the robot; and
set the second commanded amount of movement as a value
obtained by multiplying the first commanded amount of
movement by a coeflicient lower than one when the first




US 10,525,598 B2

3

commanded amount of movement 1s lower than the param-
cter determined from mechanical characteristics of the
robot.

In another preferred embodiment, the commanded move-
ment amount adjusting part 1s configured to: calculate an
amount ol motion of each movable part of the robot gener-
ated by the movement of the robot based on the first
commanded amount of movement; and calculate the second
commanded amount of movement based on the amount of
motion of each movable part.

In another preferred embodiment, the commanded move-
ment amount adjusting part 1s configured to: estimate per-
formance deterioration of the robot due to a temporal change
from a working situation of the robot; adjust the parameter
determined from the mechanical characteristics of the robot
based on the estimation; and calculate the second com-
manded amount of movement based on the first commanded
amount of movement and the adjusted parameter.

In the positioning system, the plurality of vision sensors
may capture one feature portion. Otherwise, 1n the position-
ing system, the plurality of vision sensors may capture a
plurality of feature portions, respectively.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects, features and advantages of
the present invention will be made more apparent by the
tollowing description of the preferred embodiments thereof
with reference to the accompanying drawings wherein:

FIG. 1 1s a view showing a schematic configuration of a
positioning system according to a first embodiment of the
present mvention;

FIG. 2 1s a view exemplifying a hand of a robot included
in the positioning system of FIG. 1, and an object gripped by
the hand;

FIG. 3 1s a functional block diagram of the positioning
system of FIG. 1;

FIG. 4 1s a flowchart showing an example of a procedure
when the positioning system of FIG. 1 1s started up;

FIG. 5 15 a flowchart showing an example of a procedure
when the positioning system of FIG. 1 1s operated;

FIG. 6 1s a view exemplilying an 1mage of a feature
portion, in which the feature portion when storing target data
1s indicated by a dashed-line and the same feature portion at
the present time 1s 1ndicated by a solid-line;

FIG. 7 1s a view explaining an example for calculating a
commanded amount of movement when an error range due
to a backlash exists; and

FIG. 8 1s a view showing a schematic configuration of a
positioning system according to a second embodiment of the
present invention.

DETAILED DESCRIPTION

FIG. 1 shows a schematic configuration of a positioning,
system (or a robot system) 5 according to a first embodiment
of the present invention. Positioning system 5 includes a
robot 10 having a movable arm 6; a visual feature portion
arranged on a front end (in the illustrated embodiment, a
hand 11) of arm 6; and a plurality of (in the illustrated
embodiment, two) vision sensors 12a and 125 arranged on
a fixed place outside robot 10, and configured to capture the
teature portion. For example, robot 10 1s a multi-joint robot
having six axes, and robot 10 may be a conventional robot.

As shown 1n FIG. 2, hand 11 of robot 10 1s configured to
orip an object 13 on which feature portions 13a and 135 are
formed. In this non-limited example, first vision sensor 12a
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1s positioned and configured to capture first feature portion
13a, and second vision sensor 125 1s positioned and con-
figured to capture second feature portion 13b. Otherwise,
feature portions 13a and 135 may be directly formed on
hand 11. The shape of the feature portion may be any shape
as long as an image obtained by capturing the feature portion
1s adapted to be processed. Preferably, the feature portion 1s
a circle including a cross-line therein, etc., so that the
position, the posture (or the rotation angle) and the size
(1nversely proportional to the distance between the vision
sensor and the feature portion) of the feature portion can be
detected by the 1mage processing.

Robot 10 1s connected to a robot controller 15 configured
to control robot 10, and 1s numerically controlled so as to
move to an arbitrary position designated by robot controller
15. Each of vision sensors 124 and 126 may be a light-
receiving device having a function to capture an image (of
the above feature portion), and 1mages captured by vision
sensors 12a¢ and 126 may be transmitted to an 1mage
processor 14 connected to vision sensors 12a and 12b.

FIG. 3 1s a functional block diagram of positioning system
5. Image processor 14 has a feature amount detecting part 16
configured to detect feature portions 13aq and 135 from the
respective 1mages captured by vision sensors 12a and 125,
and detect an amount of feature (or a feature parameter)
including at least one of a position, a posture and a size of
cach of visual feature portions 13a and 135, on the respec-
tive captured images. Further, image processor 14 may be
connected to robot controller 15 via a communication cable
or by radio, so as to receive a command from robot con-
troller 15 and/or transmit a result of the 1mage processing.
Although 1image processor 14 1s described as a device (e.g.,
a personal computer) separated from robot controller 135 1n
FIGS. 1 and 3, image processor 14 may be imcorporated 1n
robot controller 15 as a processor, etc.

In this embodiment, before a procedure as explained
below 1s carried out, 1t 1s not necessary to calibrate vision
sensors 12a and 1254. In other words, 1t 1s not necessary to
previously carry out positional alignment between a sensor
coordinate system of the vision sensors and a robot coordi-
nate system of robot 10. Of course, the calibration may be
previously carried out, but even 1n this case, 1t 1s suilicient
that only a direction and a scale of the robot coordinate
system relative to the sensor coordinate system are clarified
in the calibration.

As shown 1n FIG. 3, robot controller 135 has: a target data
storing part 17 configured to store the amount of feature
detected by feature amount detecting part 16, as a {irst
amount of feature (or target data), while hand 11 1s posi-
tioned at a predetermined commanded position; a robot
movement amount calculating part 18 configure to: capture
teature portions 13q and 135 by using vision sensors 12a and
125, respectively, at a time point different from when the
first amount of feature 1s detected, while hand 11 1s posi-
tioned at or near the predetermined commanded position, so
as to obtain a second amount of feature detected by feature
amount detecting part 16; and calculate a first commanded
amount of movement of robot 10, so that the second amount
ol feature coincides with the first amount of feature with
respect to all of the vision sensors, based on a difference
between the second amount of feature and the first amount
of feature stored in target data storing part 17; a commanded
movement amount adjusting part 19 configured to calculate
a second commanded amount of movement, based on the
first commanded amount of movement and a parameter (as
explained below) determined from mechanical characteris-
tics of robot 10; and a movement commanding part 20
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configured to drive hand 11 (or robot 10) based on the
second commanded amount of movement. In addition, com-
manded movement amount adjusting part 19 and movement
commanding part 20 are configured to repeat the calculation
of the second commanded amount of movement and the
driving of hand 11 based on the second commanded amount
of movement, until the first commanded amount of move-
ment 1s equal to or lower than a predetermined threshold.

Hereinafter, a procedure 1n positioning system 5 will be
explained, with reference to flowcharts of FIGS. 4 and 5.

FIG. 4 1s a flowchart showing the procedure when the
robot system including positioning system 5 1s started up.
First, robot 10 1s moved to a predetermined commanded
position (or determined position 1) (step S101). Then, vision
sensors 12a and 125 are positioned so that feature portions
13a and 135 arranged on hand 11 or object 13 gripped by
hand 11 are positioned within fields, of view of vision
sensors 12a and 125, respectively (step S102). In this regard,
it 1s preferable that each vision sensor be positioned and
ortented so that an optical axis of each vision sensor 1is
generally perpendicular to the surface of feature portion to
be captured, but the present invention 1s not limited as such.
Further, 1t 1s preferable that feature portions 13aq and 135 be
positioned at the generally center of the fields of view of
vision sensors 12a and 12b, respectively, but the present
invention 1s not limited as such.

Next, feature portions 13a and 135 are respectively cap-
tured by vision sensors 12a and 1256 so as to obtain images
of the feature portions, and the images of feature portions
13a and 135) are taught as model data (step S103). In this
regard, a type of information to be stored as the model data
depends on an algorithm of the image processing for detect-
ing feature portions 13a and 135 from the images. In this
embodiment, any algorithm of the image processing can be
used, for example, conventional method, such as template
matching using normalized correlation or generalized
Hough transform using edge information, can be used.
When the template matching by normalized correlation 1s
used, the template corresponds to the model data.

Finally, by using the taught model data, feature portions
13a and 135 are detected from the 1mages, and a first amount
of feature, including at least one of the position, the posture
and the size of the detected respective feature portions on the
images, 1s stored as target data in target data storing part 17
(step S104). For example, when the template matching 1s
used as the algorithm of the image processing, the center
position, the rotation angle and the enlargement/reduction
ratio of a template having the highest degree of coincidence
are stored as the target data. As such, target storing part 17
stores the first amount of feature with respect to both feature
portions 13q and 1354. In addition, robot controller 135 stores
the position of robot 10 1n the control when storing the target
data 1s stored as commanded position 1 in a proper memory.

Next, FIG. 5 1s a flowchart showing the procedure when
the robot system including positioning system 5 1s operated.
First, in step S201, robot 10 1s moved to a position which 1s
the same as or near commanded position 1 as described
above, at a time point diflerent from when the target data 1s
stored (1.e., when the first amount of feature 1s detected) 1n
step S104 of FIG. 4. In this regard, the expression “(the
position) near commanded position 17 means a position
which does not precisely coincide with commanded position
1, but at the position, feature portions 13a and 135 are
positioned 1n the respective fields of view of vision sensors
12a and 1254, and the posture of robot 10 1s the same as the
posture of robot 10 when storing the target data.
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6

Even when robot 10 i1s precisely moved to or near
commanded position 1 in the control, robot 10 may not be
precisely moved to the position (determined position 1)
corresponding to commanded position 1 in fact, due to an
error factor with respect to each portion of robot 10, such as
thermal deformation due to a change 1n temperature, an
ellect of backlash, a temporal change due to abrasion, and an
ellect of external force (when an elastic object 1s positioned
while deforming the object, the robot i1s subject to the
external force), efc.

Next, feature portions 13a and 135 are respectively cap-
tured by vision sensors 12aq and 125 so as to obtain images
ol the feature portions, and feature portions 13a and 135 are
detected from the images (step S202). The same means or
method as 1n step S104 may be used as the algorithm of the
image processing, so as to calculate a second amount of
feature (or the current amount of feature) including at least
one of the position, the posture and the size of each feature
portion on the image.

Next, 1 step S203, a first commanded amount of move-
ment for the robot 1s calculated, based on which robot 10 1s
moved to a position where the second (current) amount of
feature coincides with the first amount of feature stored as
the target data. A concrete example of the procedure 1n step
5203 will be explained below.

Next, 1t 1s judged as to whether or not the current robot
position reaches determined position 1 (step S204).

Concretely, the first commanded amount of movement
calculated in step S203 1s compared to a predetermined
threshold, and then, when the first commanded amount of
movement 1s equal to or lower than the threshold, 1t can be
judged that robot 10 has reached determined position 1. For
example, 11 the threshold 1s set to 0.5 mm, 1t can be judged
that robot 10 has reached determined position 1 when the
first commanded amount of movement 1s lower than 0.5
mm. In this regard, 1t i1s preferable that the threshold be
determined so that the robot can be positioned at the target
position with accuracy higher than positioning accuracy
inherently provided to the robot.

In step S203, when robot 10 does not reach determined
position 1, a second commanded amount of movement 1s
calculated by adjusting the first commanded amount of
movement calculated 1n step S203, and then robot 10 1s
moved based on the second commanded amount of move-
ment (step S206). After that, the procedure 1s returned to step
S202, and the same procedure 1s repeated. A concrete
example of the procedure 1n step S206 will be explained
below.

On the other hand, when 1t 1s judged that robot 10 has
reached determined position 1 i step S204, 1t can be
considered that robot 10 1s precisely positioned, and thus the
series of procedure and motion 1s terminated.

Hereinatter, two concrete examples of calculation meth-
ods 1n step S203 will be explained, in which the first
commanded amount of movement 1s calculated based on the
current (second) amount of feature obtained by the image
and the first amount of feature stored as the target data in
target data storing part 17, in order that the position of robot
10 coincides with determined position 1. Although these
methods relate to vision sensor 12a, the same 1s also
applicable to vision sensor 1256, and thus an explanation of
vision sensor 126 will be omitted.

The first example 1s a method for aligning the sensor
coordinate system with the robot coordinate system (i.e.,
calibration). As an example of a document which describes
a detail of the calibration of the vision sensor, “Roger Y.
Tsai, “An eflicient and accurate camera calibration technique
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for 3D machine vision”, Proc. Computer Vision and Pattern
Recognition *86, pp. 368-374, 1986” may be used.

FIG. 6 exemplifies that, in step S203, the image of feature
portion 13a when storing the target data (step S104) 1s
indicated by a dashed line 21, and the image of feature
portion 13a at the current time (step S202) 1s indicated by a
solid line 22. In this regard, when the position of the feature
portion on the vision sensor coordinate system 1s represented
as (u, v), a value Au corresponds to a positional difference
of the image 1n the longitudinal direction, and a value Av
corresponds to a positional difference of the image 1n the
transverse direction. By calibrating vision sensor 12a by
using the method as described in the above document, the
position (u, v) on the sensor coordinate system of vision
sensor 12a can be converted to the position (X, y, z) on the
robot coordinate system of robot 10.

In detail, the current position (u, v) of feature portion 134
on the image and the position (u,, v,) of feature portion 13a
on the 1image stored as the target data are converted to the
position (X, y, z) and the position (X,, vV, Z,) on the
coordinate system of robot 10, respectively. In this case,
when a commanded amount of movement of the robot to be
calculated 1s represented as (Ax, Ay, Az), Ax, Ay and Az can
be defined by following equations (1), (2) and (3), respec-
tively.

AX=Xq—X (1)

Ay=yo—y (2)

Az=z,-z (3)

By virtue of equations (1) to (3), the commanded amount
of movement (Ax, Ay, Az) of the robot can be calculated, by
which the position of robot 10 coincides with determined
position 1.

The second example 1s a method using a Jacobian matrix.
In this method, the commanded amount movement of the
robot for matching the robot position with determined
position 1 1s calculated based on a difference between the

second amount of feature of detected feature portion 13a and
the first amount of feature stored as the target data. As
exemplified in FIG. 6, when the position of the feature
portion on the vision sensor coordinate system 1s represented
as (u, v), value Au corresponds to the positional difference
of the image in the longitudinal direction, and value Av
corresponds to a positional difference of the image 1n the
transverse direction, as described above.

In the second example, an amount of feature of a visual
s1ze on the 1mage 1s represented as *“s.” For example, 1n the
template matching, the size of the template may be deter-
mined as 100% (=1.0). In this case, when the visual size of
the object 1s larger than the template, *“s” 1s higher than 1.0,
on the other hand, when the visual size of the object 1s
smaller than the template, “s™ 1

1s smaller than 1.

Next, when the first amount of feature stored as the target
data 1s represented as (u,, v,, Sp5), and the second amount of
feature obtained 1n step S202 1s represented as (u,, v,, s;),
a difference between the amounts of feature can be defined
by following equations (4) to (6). In this regard, since
amount of feature “s” of the visual size on the image is
inversely proportional to the distance between vision sensor
12a and the top surface of object 13 having feature portion
13a thereon, a reciprocal of “s” 1s used so as to obtain a value
proportional to the distance.
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A =1y — iy (4)

Av =v| — v (5)
| 1 6

N (6)
S1 S50

Then, when the commanded amount of movement of the
robot to be calculated 1s represented as (Ax, Ay, Az),
Jacobian matrix J 1s defined by following equation (7).

CAx ] A (7)
ﬁy —3 | ﬁ'lz’
Az | As

Next, a method for calculating Jacobian matrix J will be
explained. First, when feature portion 13a 1s positioned at or
near the center of the image, the position of the robot at that
point 1s determined as an original position. Then, feature
portion 13a 1s detected from the image obtained by vision
sensor 12a while robot 10 1s positioned at the original
position, and the obtained amount of feature 1s represented
as (U, Vo, Sg). Next, robot 10 1s moved from the original
position by a distance “m™ 1n the X-direction of the orthogo-
nal coordinate system as exemplified in FIG. 1, feature
portion 13a 1s detected from the image obtained by vision
sensor 12a after the movement, and the obtained amount of
feature 1s represented as (u,, v_, s, ). Similarly, robot 10 1s
moved from the original position by distance “m” in the
Y-direction of the orthogonal coordinate system, feature
portion 13a 1s detected from the image obtained by vision
sensor 12a after the movement, and the obtained amount of
teature 1s represented as (u,, vy, sy). Further, robot 10 1s
moved from the original position by distance “m” in the
Z-direction of the orthogonal coordinate system, feature
portion 13a 1s detected from the image obtained by vision

sensor 12a after the movement, and the obtained amount of
feature 1s represented as (u., v, s.). In addition, the coor-
dinate system for representing the commanded amount of
movement 1s not limited to the orthogonal coordinate system
as shown 1n FIG. 1, and another coordinate system may be
used 1nstead.

Based on the above detection result of feature portion 134
alter moving the robot 1 the X-, Y- and Z-directions and the
detection result of feature portion 13a at the original posi-
tion, Au, Av and As can be defined by following equations

(8) to (16).

(8)

A, = u, — uy

(9)

(10)

Av, = v, — vy

11

Sx S0

As, =

(11)

Auy = uy, — Uy

(12)

Avy, = v, — Vg

| 1

A S0

As o (13)

(14)

Au, = u, — ug
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-continued

Av, = v, —vg

(15)

11

Sz 30

(16)

As,

By substituting equations (8) to (16) equation (7), fol-
lowing equations (17) and (18) for calculating Jacobian
matrix J are obtained.

'm0 07 Au, Au, Au, (17)
0 m O |=J|Av, Av, Ay,
0 0 m As, As, As, |
'm0 01]Au, Au, Au,’ (18)
J=|10 m 0|l Av, Av, Ay,
00 m|| As, As, As; |

After Jacobian matrix J 1s calculated, by substituting
arbitrary amount of feature (u, v, s) of feature portion 13a

into equation (7), the commanded amount of movement (Ax,
Ay, Az) of the robot, by which the position of robot 10
comncides with determined position 1, can be calculated.

Since robot 10 gradually approach determined position 1,
it 1s not necessary to precisely calculate the commanded
amount of movement. Therelfore, 1t 1s advantageous to apply
the method using the Jacobian matrix to this embodiment.

Hereinafter, an example of a calculation method 1n step
S205 of FIG. § will be explained, in which the second
commanded amount of movement 1s calculated by adjusting
the first commanded amount of movement obtained in step
S203 based on a parameter determined from mechanical
characteristics of robot 10. In this example, a backlash 1is
considered as the mechanical characteristics of robot 10.

Generally, the backlash exists in each movable part of
robot 10, and may vary depending on the gravity force
applied to robot. Therefore, 1t 1s diflicult to geometrically
calculate an error occurred in the front end (hand 11) of
robot 10 due to the backlash. In view of the above, first, by
considering the state of each movable part of robot 10 and
the posture of robot 10, an error range of the position of the
front end of the arm of robot 10 due to the backlash 1is
compositely calculated. The calculated error range corre-
sponds to the parameter determined by the mechanical
characteristics of the robot. In this example, the parameter 1s
referred to as a {irst parameter.

Next, based on the above first parameter and the first
commanded amount of movement calculated 1n step S203,
commanded movement amount adjusting part 19 calculates
the second commanded amount of movement (step S203).
Concretely, when the first commanded amount of movement
1s within the error range of the front end of the arm, the first
commanded amount of movement 1s determined as the
second commanded amount of movement. On the other
hand, when the first commanded amount of movement 1s not
within the error range of the front end of the arm, a value
obtained by multiplying the first commanded amount of
movement by a coetlicient smaller than one 1s determined as
the second commanded amount of movement, so that the
front end of the arm of robot 10 1s moved while limiting the
amount of movement thereof. A detail of step S205 is
explained below.

FIG. 7 explains an example for calculating the second
commanded amount of movement when there 1s a certain
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error range due the backlash. In general, when robot 10 1s
moved, a plurality of gears provided to each movable part
are engaged to each other and are rotated by an angle
(amount) corresponding to the commanded amount of
movement. In the example of FIG. 7, 1n one movable part of
robot 10, gears A and B are engaged to each other, and gear
B 1s rotated (or driven) in the counterclockwise direction, by
rotating (or driving) in the clockwise direction.

When the first commanded amount of movement is larger
than the first parameter ({or example, when the first amount
of movement 1s intended to rotate gear B from current
position Bl to position B3), gear A may be rotated by the
commanded amount of movement while being engaged to
gear B. Therefore, the first commanded amount of move-
ment without being changed may be determined as the
second commanded amount of movement.

On the other hand, it the first commanded amount of
movement 1s smaller than the first parameter (for example,
when the first amount of movement 1s intended to rotate gear
B from current position B1 to position B2 relatively close to
position B1), gear B may overshoot position B2 when gear
B 1s rotated by the commanded amount of movement while
being fully engaged to gear A, whereby the robot cannot be
precisely positioned at determined position 1. Therefore, in
such a case, by setting the second commanded amount of
movement to the value obtained by multiplying the first
commanded amount of movement by the coeflicient smaller
than one, gear B can be moved by a small distance step-
by-step, whereby gear B can be rotated from position Bl to
B2 without overshooting B2.

By moving the front end of the arm of robot 10 by the
above method, the robot position can efliciently converge to
determined position 1.

Although the backlash 1s explained 1n the example of FIG.
7, the present invention 1s not limited as such. For example,
the positioming system of the embodiment can be similarly
applied to a system for correcting a mechanical play such as
a lost motion of the robot.

As another procedure 1 step S2035, commanded move-
ment amount adjusting part 19 may calculate an amount of
motion ol each movable part of robot 10 generated by
moving robot 10 based on the first commanded amount of
movement, and then may calculate the second commanded
amount of movement based on the calculated amount of
motion ol each movable part. Concretely, the amount of
motion (rotation) of each movable part may be calculated
based on the difference (or displacement) (step S202) of the
front end of the arm of robot 10, and the second commanded
amount ol movement for the front end of the robot arm may
be calculated by inversely transforming the amount of
motion after multiplying the amount of motion by a neces-
sary coetlicient.

As still another procedure 1n step S205, commanded
movement amount adjusting part 19 may: estimate perfor-
mance deterioration of robot 10 due to a temporal change
from a working situation of the robot; adjust the parameter
determined from the mechanical characteristics of robot 10
based on the estimation; and calculate the second com-
manded amount of movement based on the first commanded
amount of movement and the adjusted parameter. Con-
cretely, an amount of increase in the backlash due to the
temporal change may be estimated from periodically stored
data, etc., the first parameter may be changed by the esti-
mated amount of increase, and the second commanded
amount of movement may be calculated based on the first
commanded amount of movement and the changed first
parameter.




US 10,525,598 B2

11

In this embodiment, the object of the positioning 1s
different depending on what 1s used as the amount of feature
of feature portion 13a. For example, when the position on
the 1mage 1s used as the amount of feature, the position on
a plane where feature portion 13a¢ 1s arranged can be
determined. When the posture on the image 1s used as the
amount ol feature, the rotation angle on the plane can be
determined. Further, when the size on the image 1s used as
the amount of feature, the height from the plane 1n a normal
direction thereol can be determined.

The procedure as in steps S203 and S205 may be carried
out with respect to vision sensor 125, similarly to vision
sensor 12a. Then, the two sets of (first) amounts of feature
ol feature portions 13a and 135 stored 1n target data storing
part 17 are respectively compared to the two sets of current
(second) amounts of feature of feature portions 13a and 135
in order to obtain difterences therebetween, and the first
commanded amount of movement of robot 10 1s calculated
based on the differences.

The first commanded amount of movement (Ax, Ay, Az)
of robot 10 1s represented by following equations (19) to
(21), wherein the first amount of movement calculated from
the amount of feature of feature portion 13a is represented
as (Ax_, Ay_, Az ), and the first amount of movement
calculated from the amount of feature of feature portion 1356
1s represented as (Ax,, Ay,, Az,).

Ax=Ax, (19)

Ay=Ay, (20)

Az=Az, (21)

Equations (19) to (21) correspond to a method for calcu-
lating the first commanded amount of movement when
vision sensors 12q and 1256 are arranged as shown 1n FIG. 1.
In other words, the positioning of robot 10 in the X- and
Y-directions 1s carried out by using vision sensor 12a¢ and
teature portion 13q, and the positioning of robot 10 in the
Z-direction 1s carried out by using vision sensor 126 and
feature portion 135.

In the example of FIG. 1, the detecting direction of vision
sensor 12a 1s perpendicular to the X-Y plane, and thus
high-sensitive measurement can be carried out in the X- and
Y-directions. Further, since the detecting direction of vision
sensor 1256 1s perpendicular to the Y-Z plane, high-sensitive
measurement can be carried out 1n the Y- and Z-directions.
As such, by using the plurality of vision sensors, high-
sensitive measurement can be carried out 1n all of the X-, Y-
and Z-directions. However, the present invention 1s not
limited to such an example, and the sensors may be located
at the other positions and/or may be orientated so as to
represent the other posture, so that high-sensitive measure-
ment can be carried out 1n all of the directions.

FIG. 8 shows a schematic configuration of a positioning,
system (or a robot system) according to a second embodi-
ment of the present invention. Although the basic configu-
ration of the second embodiment may be the same as the first
embodiment, the second embodiment 1s diflerent from the
first embodiment 1n that vision sensors 12a and 126 are
arranged on hand 11 of robot 10, and feature portions 13a
and 136 are arranged on fixed positions outside robot 10.

The second embodiment 1s different from the first
embodiment, in that, i step S102 of the procedure for
starting up the robot system (FIG. 4), feature portions 13a
and 135 (not vision sensors 12a and 12b) are positioned so
that feature portions 13a and 135 can be captured by vision
sensors 12a and 125, respectively. Since the other procedure
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of the second embodiment may be the same as the first
embodiment, a detailed explanation thereof 1s omuitted.

In either of the above embodiments, the plurality of
feature portions 1s respectively captured by the plurality of
vision sensors. However, one feature portion may be cap-
tured from different positions or angles, by using the plu-
rality of vision sensors. Concretely, two vision sensors may
be used as a stereo camera, and one feature portion may be
measured by the stereo camera.

In the above embodiment, the visual feature portion 1s
arranged on the front end of the robot arm, and the feature
portion 1s measured by the vision sensors positioned at the
fixed place outside the robot. Alternatively, the vision sen-
sors are positioned on the front end of the robot arm, and the
visual feature portion arranged at the fixed place outside the
robot 1s measured by the vision sensors. Next, while the
robot 1s positioned at the determined position, the position of
the feature portion viewed on each image of each vision
sensor 1s stored as the target data. If the position of the
feature portion viewed on the current 1mage of the vision
sensor 1s the same as the position stored as the target data,
it can be considered that the robot 1s physically positioned at
the determined position. Therefore, by controlling the robot
so that the position of the feature portion viewed on the
image of the vision sensor 1s the same as the position stored
as the target data, the front end of the robot arm can be
positioned at the determined position.

In many cases, the robot arm 1s driven via a speed reducer,
and the speed reducer has a backlash. In this regard, even
when the commanded amount of movement 1s precisely
calculated so that the position of the feature portion viewed
on the image of the vision sensor 1s the same as the position
stored as the target data, the front end of the robot arm 1s not
always physically moved by the commanded amount of
movement. Therefore, the front end of the robot arm can be
precisely positioned at the determined position, by adjusting
the commanded amount of movement based on the param-
cter determined from the mechanical characteristic of the
robot, such as the width (range) of the backlash, without
moving the front end of the robot arm by the unadjusted
commanded amount of movement.

Further, by repeating the above control (i.e., calculating
the amount of movement of the front end of the robot arm
so that the position of the feature portion viewed on the
current image of the vision sensor 1s the same as the position
stored as the target data; adjusting the calculated amount of
movement by the parameter determined from the mechani-
cal characteristic of the robot; and actually moving the robot
based on the adjusted amount of movement) until the
calculated commanded amount of movement becomes equal
to or lower than a predetermined threshold, the front end of
the robot arm can gradually approach the determined posi-
tion. Since the robot can gradually approach the determined
position, 1t 1s not necessary that the calculated commanded
amount of movement be a precise value. This means that,
even when the vision sensor 1s not precisely calibrated, the
robot can be positioned at the determined position with the
accuracy higher than the inherent positioning accuracy of
the robot, and that the robot can be used as a high-accuracy
positioning system without depending on various error fac-
tors of the robot.

According to the present invention, by utilizing the visual
teedback and adjusting the amount of movement by the
parameter determined from the mechanical characteristic of
the robot, the error factors of the robot (such as thermal
deformation due to a change 1n temperature, an effect of a
backlash, positional misalignment due to an external force,
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and a temporal change due to abrasion) can be reduced or
climinated, without depending on whether or not the cali-
bration 1s carried out, while an operator does not need to
consider an amendment. Therefore, the robot can be used as
a high-accuracy positioming system with the accuracy higher 5
than the inherent positioning accuracy of the robot.
While the invention has been described with reference to
specific embodiments chosen for the purpose of illustration,
it should be apparent that numerous modifications could be
made thereto, by a person skilled in the art, without depart- 10
ing from the basic concept and scope of the mvention.
The 1nvention claimed 1s:
1. A positioning system comprising;:
a robot having a movable arm;
a visual feature portion provided to one of a front end of 15
the arm or a fixed position outside the robot;
a plurality of vision sensors provided to the other of the
front end of the arm or the fixed position outside the
robot, and configured to capture the wvisual feature
portion; and 20
a processor configured to:
detect a parameter of a feature including at least one of
a position, a posture and a size of the visual feature
portion, on an 1mage captured by the plurality of
V1S10N SEensors; 25

store the parameter of the feature, as a first parameter
of the feature, while the front end of the arm 1s
positioned at a predetermined commanded position;

capture the feature portion by using the vision sensors,
at a time point different from when the first param- 30
eter of the feature 1s detected, while the front end of
the arm 1s positioned at or near the predetermined
commanded position, so as to obtain a second
parameter of the feature;

calculate a first commanded amount of movement of 35
the robot, so that the second parameter of the feature
coincides with the first parameter of the feature with
respect to all of the vision sensors, based on a
difference between the second parameter of the fea-
ture and the first parameter of the feature stored; 40

calculate a second commanded amount of movement,
based on the first commanded amount of movement
and a mechanical parameter determined Irom
mechanical characteristics of the robot; and

drive the front end of the arm based on the second 45
commanded amount of movement,

14

wherein the processor 1s further configured to repeat the

calculation of the second commanded amount of move-
ment and the driving of the front end of the arm based
on the second commanded amount of movement, until
the first commanded amount of movement 1s equal to or
lower than a predetermined threshold, so that the front
end of the arm gradually approaches a determined
position, and 1s positioned at the determined position
with an accuracy higher than an inherent positioning
accuracy ol the robot, and

wherein the processor 1s further configured to:

set the first commanded amount of movement as the
second commanded amount of movement when the
first commanded amount of movement i1s equal to or
higher than the parameter determined from the

mechanical characteristics of the robot, and

set the second commanded amount of movement as a
value obtained by multiplying the first commanded
amount of movement by a coeflicient lower than one
when the first commanded amount of movement 1s
lower than the parameter determined from mechani-
cal characteristics of the robot.

2. The positioning system as set forth 1n claim 1, wherein
the processor 1s further configured to:
calculate an amount of motion of each movable part of the

robot generated by the movement of the robot based on
the first commanded amount of movement; and

calculate the second commanded amount of movement

based on the amount of motion of each movable part.

3. The positioning system as set forth 1n claim 1, wherein
the processor 1s further configured to:
estimate performance deterioration of the robot due to a

temporal change from a working situation of the robot;

adjust the parameter determined from the mechanical

characteristics of the robot based on the estimation; and

calculate the second commanded amount of movement

based on the first commanded amount of movement
and the adjusted parameter.

4. The positioning system as set forth 1n claim 1, wherein
the plurality of vision sensors capture one feature portion.

5. The positioning system as set forth 1n claim 1, wherein
the plurality of vision sensors capture a plurality of feature
portions, respectively.
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