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METHOD AND APPARATUS FOR DATA
RE-PACKING FOR LINK OPTIMIZATION

TECHNICAL FIELD

The present mnvention relates generally to the transfer of
data over a communication link.

DESCRIPTION OF THE BACKGROUND ART

Electronic components within a system may use serial-
1zer/de-seralizer circuitry to transmit data by way of high-
speed serial links. Such high-speed serial links allow for
point-to-point data transfers to be made without the need to
obtain access to a shared parallel bus.

In order to increase the available bandwidth of a point-
to-point link, multiple serial lanes may be included in the
link. The theoretically-achievable data rate of a multi-lane
link may be computed by multiplying the number of lanes by
the data rate of each lane. Hence, a link with eleven lanes at

12 gigabits per second (Gbps) per lane has a theoretically-
achievable data rate of 132 Gbps.

SUMMARY

One embodiment relates to a method of communicating a
data packet stream i1n which data 1s re-packed to reduce
wasted bandwidth. Data bytes of the data packet stream are
received from a first data path and mapped to a second data
path that 1s divided 1nto a plurality of data segments. At least
one data byte 1s mapped to each data segment until the end
of, or pause 1n, the data packet stream.

Another embodiment relates to an integrated circuit that
includes a transmitter that has a data re-packing circuit
module. The data re-packing circuit module maps the data
bytes of a data packet stream from the internal data path to
a segmented external data path. At least one data byte 1s
mapped to each data segment until the end of, or a pause 1n,
the data packet stream.

Another embodiment relates to a transceiver for data
communications over a bi-directional link. The transceiver
has a transmitter and a receiver. The transmitter includes a
data re-packing module and the receiver includes a data
un-packing module.

Another embodiment relates to a method of communicat-
ing data packets from multiple channels. Multiple data
packet flows, each flow corresponding to a channel, 1s
received on a first data path. The data bytes from the first

data path are mapped to a second data path that 1s divided
into multiple data segments. At least one data byte 1s mapped
to each data segment until an end of, or pause 1n, the multiple
data packet flows.

Other embodiments, aspects, and features are also dis-
closed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts an exemplary point-to-point link 1n accor-
dance with an embodiment of the present invention.

FIG. 2 1s a diagram showing an example of a data packet
stream received from a first data path 1n accordance with an
embodiment of the invention.

FI1G. 3 depicts an exemplary imntermediate packing state as
generated for a second data path in accordance with an
embodiment of the invention.
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FIG. 4 depicts an exemplary final packing state to be
output on the second data path in accordance with an

embodiment of the invention.

FIG. 5 1s a flow chart of an exemplary method of data
re-packing for link optimization in accordance with an
embodiment of the invention.

FIG. 6 1s a flow chart of an exemplary method of data
un-packing 1n accordance with an embodiment of the inven-
tion.

FIG. 7 1s a diagram showing an example of data packets
received on separate channels from a first data path in
accordance with an embodiment of the invention.

FIG. 8 depicts an exemplary intermediate packing state as
generated for a second data path 1n accordance with an
embodiment of the invention.

FIG. 9 depicts an exemplary final packing state to be
transmitted on the second data path in accordance with an
embodiment of the invention.

FIG. 10 1s a simplified partial block diagram of a field
programmable gate array (FPGA) that may be configured to
implement an embodiment of the present invention.

FIG. 11 shows a block diagram of an exemplary digital
system that may be configured to utilize an embodiment of
the present mnvention.

DETAILED DESCRIPTION

FIG. 1 depicts an exemplary point-to-point link 130 1n
accordance with an embodiment of the invention. As shown,
the link 130 goes from a transmitter 110 to a receiver 120.
As further shown, the link 130 may comprise multiple lanes,
in this example, eleven lanes (132-1, 132-2, 132-3 . . .
132-11). Of course, other numbers of lanes may be 1mple-
mented. The eleven lane structure m FIG. 1 1s merely
exemplary and not intended to limit the scope of the present
invention.

In accordance with an embodiment of the invention, serial
data may be received by a data re-packing circuit module
115 from an N-bit-wide internal data path 117 in the trans-
mitter 110. The data re-packing circuit module 115 may
perform the data packing method described below to re-
arrange the data so as to pack the data into a more compact
data structure for transmission over the link 130.

As depicted 1n FIG. 1, the link 130 may include, for
example, eleven lanes. There may be a first transmission
(TX) queue 112-1 for the serial data to be transmitted on the
first lane 132-1, a second TX queue 112-2 for the serial data

to be transmitted on the second lane 132-2, a third TX queue
112-3 for the serial data to be transmitted on the third lane
132-3, . . ., and an eleventh TX queue 112-11 for the serial
data to be transmitted on the eleventh lane 132-11. Fach TX
queue 112 may be implemented as a first-in-first-out (FIFO)
queue.

Correspondingly, at the receiver 120, there may be a first
receiving (RX) FIFO butfler 122-1 for the senal data that 1s
received on the first lane 132-1, a second RX FIFO bufler
122-2 for the serial data that 1s received on the second lane
132-2, a third RX FIFO bufler 122-3 for the serial data that
1s rece1ved on the third lane 132-3, . . ., and an eleventh RX
FIFO bufler 122-11 for the serial data that 1s received on the
cleventh lane 122-11. The receiver 120 may be configured to
control the delay for each of the RX FIFO buflers 122 so as
to deskew the serial data streams received on the multiple
lanes such that the received data 1s aligned across the lanes.

In accordance with an embodiment of the invention, the
multiple lanes of serial data may be provided by the RX
FIFO buflers 122 to a data un-packing circuit module 125.
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The data un-packing circuit module 125 may use an un-
packing bufler 126 to perform the data un-packing method
described below. The un-packed serial data may then be
provided to an N-bit-wide internal data path 127 in the
receiver 120.

Note that, while FIG. 1 shows a one-way link between a
transmitter and a receiver, a multi-lane point-to-point link
may also be bi-directional between two transceivers. In that
case, each transceiver on eirther end of the link may 1nclude
both a data re-packing circuit module 115 that performs the
data packing method described below and a data un-packing
circuit module 125 that performs the data un-packing
method described below.

In another embodiment, mstead of being used to transier
data between two separate devices, the data re-packing 115
and un-packing 125 circuit modules may be used to transier
data within a single device. For example, the data re-packing
115 and un-packing 125 circuit modules may be used to
transfer data within an integrated circuit, such as, for
example, a field programmable gate array (FPGA). Advan-
tageously, such an embodiment may transier data from one
section of the mtegrated circuit to another section using less
routing and generally at higher speed.

FIG. 2 1s a diagram showing an example of data packets
received from a first data path in accordance with an
embodiment of the mnvention. In this example, the first data
path 1s an internal data path. This example 1s based on the
Avalon® Streaming Interface (Avalon-ST) available from
Altera Corporation of San Jose, Calif. While this example 1s
based on Avalon-ST, the methods and apparatus disclosed
herein for data re-packing and un-packing may also be
applied to other types of protocols.

In this specific example, the width of the first data path 1s
a total of 525 bits such that, in each cycle, 512 bits (64 bytes)
of data and 13 bits of control signals are provided. The clock
rate of the internal data path may be, for example, 295
megahertz (MHz). This equates to a total bandwidth, includ-
ing empty data bytes, o1 525 bitsx295 MHz=135 gigabits per
second (Gbps). The existence of empty (wasted) data bytes
1s shown 1n FIG. 2 and described below.

In this example, a first data packet (PKT0) may have 92
data bytes, a second data packet (PKT1) may have 40 data
bytes, a third data packet (PK'12) may have 28 data bytes,
and a fourth data packet (PKT3) may have 64 data bytes. As
depicted 1n FIG. 2, four cycles (Cycle 0 through Cycle 3) are
required to provide these four packets based on a conven-
tional format. In the conventional format, each cycle 1s used
to provide data bytes for one and only one packet. If a packet
has more data bytes than can be provided 1n a single cycle,
then the following cycle 1s used to provide the next data
bytes for that packet.

Because PK'T0 has 92 data bytes, two cycles (Cycle 0 and
Cycle 1) are required to transmit PK'T0. Cycle 0 provides the
first 64 bytes (bytes 0-63) of PK'T0. Cycle 1 prowdes he
next 28 bytes (bytes 64-91) of PKT0. The remaining 36
bytes of Cycle 1 may be empty (NULL), as indicated by the
diagonal patterning. The control bits for Cycle 0 include the
start-of-packet indicator (SOP0) for PKTO0 and an address
(ADRO) for PKTO0. The control bits for Cycle 1 include an
end-of-packet indicator (EOP0) for PKTO0, an error correc-
tion byte (ERRO0) for PKTO0, an address (ADRO) for PKTO,
and an empty mdication byte IMTY0) to indicate the num-
ber of empty data bytes (36, 1n this case) 1n Cycle 1.

Because PK'T1 has 40 data bytes, only one cycle (Cycle
2) 1s needed for PKT1. Cycle 2 provides the 40 data bytes
(bytes 0-39) of PKT1. The remaining 24 bytes of Cycle 2

may be empty (NULL), as indicated by the diagonal pat-
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terning. The control bits for Cycle 2 include the start-oi-
packet indicator (SOP1) for PK'T1 and an address (ADR1)
for PKT1. The control bits for Cycle 2 also include an
end-of-packet indicator (EOP1) for PKT1, an error correc-
tion byte (ERR1) for PK'T1, and an empty indication byte
(MTY1) to indicate the number of empty data bytes (24, 1n
this case) 1 Cycle 2.

Similarly, because PK'T2 has 28 data bytes, only one cycle
(Cycle 3) 1s needed for PKT2. Cycle 3 provides the 28 data

bytes (bytes 0-27) of PK'12. The remaiming 36 bytes of
Cycle 3 may be empty (NULL), as indicated by the diagonal
patterning. The control bits for Cycle 3 include the start-oi-
packet indicator (SOP2) for PK'T2 and an address (ADR2)
for PKT2. The control bits for Cycle 3 also include an
end-of-packet indicator (EOP2) for PK'T2, an error correc-
tion byte (ERR2) for PK'T2, and an empty indication byte
(MTY?2) to indicate the number of empty data bytes (36, 1n
this case) 1 Cycle 3.

Similarly, because PK'T3 has 64 data bytes, only one cycle

(Cycle 4) 1s needed for PK'T3. Cycle 4 provides the entire 64
data bytes (bytes 0 to 63) of PKT3. The control bits for
Cycle 4 include the start-of-packet indicator (SOP3) for
PKT3 and an address (ADR3) for PKT3. The control bits for
Cycle 4 also include an end-of-packet indicator (EOP3) for
PKT3, an error correction byte (ERR3) for PK'T3, and an
empty indication byte (MT1Y3) to indicate the number of
empty data bytes (zero, 1n this case) 1 Cycle 4.

As shown 1n FIG. 2 and described above, there may be a
relatively large portion of the bandwidth that goes to waste
when data packets are recerved from the first data path. In
the particular example of FIG. 2, 96 bytes of the total 320
data bytes are wasted (empty). The present disclosure pro-
vides a data packing technique that advantageously reduces
the amount of wasted bytes.

FIG. 3 shows an example intermediate packing state 300,
including packet transfer control signals, as may be gener-
ated 1 accordance with an embodiment of the invention.
The intermediate packing state 300 may be generated by the
data re-packing circuit module 115 at the clock rate of the
first data path (for example, at the internal clock rate 1t the
first data path 1s an internal data path within an integrated
circuit). Sumilarly, FIG. 4 shows an example final packing
state 400 that may be output 1n accordance with an embodi-
ment of the invention. The final packing state 400 may be
output at the clock rate of the second data path (for example,
at the external clock rate i1f the second data path i1s an
external data path between integrated circuits). The inter-
mediate and final packing states (300 and 400) may have the
same data path width and use the same number of control
bits.

In accordance with an embodiment of the invention, the
intermediate 300 and final 400 packing states may be each
divided into multiple data segments. In the implementation
shown 1n FIGS. 3 and 4, they are each divided into five data
segments (segments 1, 11, 111, 1v, and v) of equal size. Other
numbers of segments may be used 1n other implementations.

In accordance with an embodiment of the invention, every
data segment 1s packed in sequential order with available
data bytes from a single packet until the end of the data
packet stream. In generating the intermediate packing state
300, 11 there would be one or more empty data segments 1n
a cycle before the end of the data packet stream, then a
no-operation (NOP) command 1s performed for that cycle so
that further data bytes may be received so as to {ill the empty
data segment(s).

Note that once the data packet stream ends (1.e. once there

1s a pause or gap 1n the stream of data packets), then a cycle
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with one or more empty data segments may be allowed so
as to prevent waiting for a long amount of time before
sending remaining data segments. In one implementation, a
time-out function may be used to detect an end (1.e. a pause
or gap) of the data packet stream.

Four packets are received and mapped 1n the specific
example depicted 1n FIGS. 2 through 4. As discussed above

in relation to FIG. 2, the four packets (PKT0 with 92 data
bytes, PKT1 with 40 data bytes, PKT2 with 28 data bytes,
and PK'T3 with 64 data bytes) are received in five cycles
(Cycle 0 through Cycle 4) from the first data path.

As depicted 1n FIG. 3, the four packets are packed into
five cycles (Cycle 1 through Cycle 5) 1in the intermediate
packing state 300. In accordance with an embodiment of the
invention, Cycle 1 1s a NOP cycle because a last segment
(segment v) would be empty due to only 64 bytes of PK'T0
being received prior to the start of Cycle 1. The five
segments (segments 1 through v) of Cycle 2 provide the first
80 bytes (bytes 0-79) of PKT0. Cycle 3 1s a NOP cycle
because a last segment (segment v) would be empty due to
PKT 2 not yet being received. Cycle 4 provides the last 12
bytes (bytes 80-91) of PKTO0 in the first segment (with 4
bytes empty 1n the first segment), the 40 bytes of PKT 1 in
the second through fourth segments (with 8 bytes empty 1n
the fourth segment), and the first 16 bytes of PK'12 1n the
fifth segment. Cycle 5 provides the last 12 bytes (bytes
16-277) of PKT2 1n the first segment and the 64 bytes (bytes
0-63) of PKT3 in the second through fifth segments.

In accordance with an embodiment of the invention, the
control bits may be divided into a same number of segments
as the data bytes. In this case, since there are five data
segments (segments 1 through v) per cycle for the data bytes,
there may be five control segments (segments 1 through v)
per cycle for the control bits. In one specific implementation,
cach control segment has eleven control bits as follows: SOP
1 bit; EOP 1 bit; ERR 1 bit; ADDR 4 bits; MTY 3 bats; and
one parity bit. The present disclosure 1s not itended to be
limited to these specific implementations. It 1s contemplated
that various sizes and formats of the control field may be
used.

As discussed above, Cycles 1 and 3 are NOP cycles for
the data segments. This NOP status 1s retlected 1n the control
bits for Cycles 1 and 3.

The first control segment (segment 1) for Cycle 2 includes
the start-of-packet indicator (SOP0) for PKT0 and an
address (ADRO) for the corresponding data segment. The
second through {ifth control segments (segments 11 through
v) for Cycle 2 include addresses (ADRO) for the correspond-
ing data segments. The first control segment (segment 1) for
Cycle 4 includes an end-of-packet indicator (EOP0) for
PKTO0, an error correction byte (ERRO0) for PK'T0, an address
(ADRO) for the corresponding data segment, and an empty
indication byte (MTY0) to indicate the number of empty
data bytes 1n the corresponding data segment (4 empty bytes,
in this instance).

The second control segment (segment 1) for Cycle 4
includes the start-of-packet indicator (SOP1) for PKT1 and
an address (ADR1) for the corresponding data segment. The
third control segment (segment 111) for Cycle 4 includes an
address (ADR1) for the corresponding data segment. The
tourth control segment (segment 1v) for Cycle 4 includes an
end-of-packet indicator (EOP1) for PKT1, an error correc-
tion byte (ERR1) for PKT1, an address (ADR1) for the
corresponding data segment, and an empty indication byte
(MTY1) to indicate the number of empty data bytes in the
corresponding data segment (8 empty bytes, in this
instance).
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The fifth control segment (segment v) for Cycle 4
includes the start-of-packet indicator (SOP2) for PKT2 and
an address (ADR2) for the corresponding data segment. The
first control segment (segment 1) for Cycle 5 includes an
end-of-packet indicator (EOP2) for PKT2, an error correc-
tion byte (ERR2) for PKT2, an address (ADR2) for the
corresponding data segment, and an empty indication byte
(MTY?2) to indicate the number of empty data bytes in the
corresponding data segment (4 empty bytes, in this
istance).

The second control segment (segment 1) for Cycle 5
includes the start-of-packet indicator (SOP3) for PKT3 and
an address (ADR3) for the corresponding data segment. The
third and fourth control segments (segments 111 and 1v) for
Cycle 5 include an address (ADR3) for the corresponding
data segments. The fifth control segment (segment v) for
Cycle 5 mcludes an end-of-packet indicator (EOP3) for
PKT3, an error correction byte (ERR3) for PK'T3, an address
(ADR3) for the corresponding data segment, and an empty
indication byte (MTY3) to indicate the number of empty
data bytes in the corresponding data segment (0 empty bytes,
in this istance).

The final packing state 400 of FIG. 4 shows the packing
state to be output from the data re-packing circuit module
115 to the TX buflers 112. As shown 1n FIG. 4, the {inal
packing state 400 ditfers from the intermediate packmg state
300 of FIG. 3 in that no-operation (NOP) cycles in the
intermediate packing state 300 are removed. Hence, Cycles
1, 2 and 3 of the final packing state 400 correspond to Cycles
2, 4 and 5 of the mtermediate packing state 300.

Advantageously, the data bytes are more compactly
packed in FIG. 4, with less wasted bandwidth, than 1n FIG.
2. In the particular example of FIG. 4, only 16 bytes of the
total 240 data bytes are wasted (empty). This compares with
96 of 320 data bytes being wasted 1n FIG. 2.

In one implementation, as depicted 1n FIG. 1, the second

data path may be an external data path that involves eleven
TX buflers 112-1 through 112-11 associated with eleven

serial lanes 132-1 through 132-11 of the multi-lane link 130.
In this implementation, ten of eleven lanes may be used to
cach transmit up to 8 data bytes per cycle for a total of up
to 80 data bytes (640 data bits) per cycle. In addition, one of
the eleven lanes may be used to transmit 8 control bytes (64
bits) per cycle, where 55 of the 64 control bits may be used.
The clock rate for transmission over the second data path
may be 189 MHz, for example. If the clock rate 1s 189 MHz,
then the total bandwidth of the multi-lane link 130 1s
(640+64) bitsx189 MHz=132 Gbps.

Note that the total bandwidth of the first data path may be
greater than the total bandwidth of the second data path. For
instance, 1 the specific example discussed above, the first
data path may be an internal data path having a total
bandwidth of 155 Gbps while the external data path may be
an external data path having a total bandwidth of 132 Gbps.
The lower bandwidth of the second data path 1s acceptable,
in part, because ol the more eflicient packing structure
disclosed herein.

FIG. 5 1s a flow chart of an exemplary method 500 of data
re-packing for link optimization in accordance with an
embodiment of the mnvention. The method 500 may be
performed, for example, by a data re-packing circuit module
which 1s used to re-pack data from a first data path and
provide the re-packed data to a second data path.

Per block 502, the data packet stream, including data
bytes and control bits, may be recerved from the first data
path. The control bits include packet transter control signals.
The packet transfer control signals may include a start-oi-
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packet signal, an end-of-packet signal, an error correction
signal, and so on. For example, in one specific implemen-
tation, the first data path may be an internal data path that
receives a data packet stream 1n the format described above
in relation to FIG. 2. This disclosure 1s not intended to be
limited to the specific size or format of the first data path
described above 1n relation to FIG. 2. It 1s contemplated that
various sizes and formats for the first data path may be used.

Per block 504, the width of the second data path may be
divided 1nto segments. In an exemplary implementation, the
second data path may be a multi-lane link. For example, 1n
one specific implementation, the width of the second data
path may be an external data path that 1s segmented as
described above 1n relation to FIGS. 3 and 4. Alternatively,
the second data path may be an internal data path between
sections within an integrated circuit. Note that this disclo-
sure 1s not mtended to be limited to the specific size or
format of the second data path that 1s described above 1n
relation to FIGS. 3 and 4. It 1s contemplated that various
sizes and formats of the second data path may be used.

Per block 505, the data packing may be performed. The
data packing may involve performing blocks 506, 507, and
508. Per block 506, the data bytes are mapped from the first
data path cycles to the second data path segments. Per block
507, control bits for each segment are generated. For
example, 1n one specific implementation, the mapping of the
data bytes per block 506 and the generation of the control
bits per block 507 may be performed, during receipt of a
continuous packet stream, so as to go from the format
described above 1n relation to FIG. 2 to the format described
above 1n relation to FIG. 3. Subsequently, per block 508,
no-operation (NOP) cycles may be removed, as described
above 1n relation to FIG. 4.

Per block 510, the packed data bytes and associated
control bits may be transmitted over the second data path. As
described above 1n relation to FIG. 4, the packed data bytes
may have substantially less wasted space compared to the
data packet stream received from the first data path.

FIG. 6 1s a flow chart showing an exemplary method 600
of data un-packing in accordance with an embodiment of the
invention. The method 600 may be performed, for example,
by a data un-packing circuit module which 1s used to receive
data from the second data path described above 1n relation
to FIG. 5. The method 600 provides un-packed data and
control bits to a third data path. For example, the third data
path may be of the same si1ze and format as the first data path
described above 1n relation to FIG. 5. Alternatively, the third
data path may be of a different size and format than the first
data path.

Per block 602, the packed data bytes and associated
control bits may be received from the second data path. For
example, 1n one specific implementation, the data packet
stream may be received from the second data path in the
format described above 1n relation to FIG. 4.

Per block 604, the width of the second data path may be
divided 1nto segments. The number of segments used per
block 604 of FIG. 6 1s the same as the number of segments
used per block 504 of FIG. 5.

Per block 605, the data un-packing may be performed.
The data un-packing may involve performing blocks 606,
607, and 608. Per block 606, the data and control segments
from the second data path may be buflered 1n an un-packing
butler 126. The un-packing builer 126 may be segmented in
the same manner as the second data path 1s segmented. Per
block 607, the data segments may be reverse mapped from
the un-packing bufler 126 to the data path cycles for the third
data path. Per block 608, control bits for each cycle are
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re-generated. In accordance with an embodiment of the
invention, the reverse mapping 1s performed such that the
data bytes mapped to each cycle belong to a single packet.
In other words, data bytes from different packets are not
mapped to a same cycle. For example, in one specific
implementation, the mapping of the data bytes and the
re-generation of control bits may be performed so as to go
from the format described above 1n relation to FIG. 4 to the
format discussed above 1n relation to FIG. 2.

Per block 610, the un-packed data bytes and re-generated
control bits may be provided to the third data path. This
completes the communication of the data packets from the
first data path to the third data path.

While FIGS. 2-4 depict an embodiment where the dis-

closed technique 1s applied to a stream of data packets, the
disclosed technique may also be applied to carry data from
different channels, or flows or ports. An example of such an
embodiment 1s shown 1 FIGS. 7-9.

FIG. 7 1s a diagram showing an example of data packets
received on separate channels from a first data path in
accordance with an embodiment of the invention. Each
channel provides a data packet tlow which 1s separate and
distinct from the data packet tlows of the other channels.

In this example, there are three time-multiplexed chan-
nels: CHO, CH1, and CH2. CHO data 1s received on cycles
0,3, 6,9, and so on. CHI1 data 1s recetved on cycles 1, 4, 7,
10, and so on. CH2 data 1s received on cycles 2, 5, 8, 11, and
so on. Note that each data packet 1s carried on a single
channel.

The specific example depicted 1n FIG. 7 shows a first data
packet (PK'T0) received on CHO at cycles 0 and 3, a second
data packet (PK'T1) received on CHI1 at cycle 1, and a third
data packet (PK'12) received on CH2 at cycle 2. Control bits
for PKTO are received at cycles 0 and 3, control bits for
PKT1 are received at cycle 1, and control bits for PK'T2 are
received at cycle 2.

FIG. 8 depicts an exemplary intermediate packing state
for a second data path in accordance with an embodiment of
the mvention. As shown, the intermediate packing state
allows data from different channels to be carried during a
single cycle (1.e. during a single time slot). In the specific
example depicted, cycle 1 has four segments carrying data
bytes and control bits for PK'T0 (for CHO0) and one segment
carrying data bytes and control bits for PKT1 (for CH1).
Cycles 2 and 3 are NOP cycles. Cycle 4 has two segments
carrying data bytes and control bits for PK'T1 (for CH1), two
segments carrying data bytes and control bits for PK'T2 (for
CH2), and one segment carrying data bytes and control bits
for PK'T0 (for CHO). Lastly, 1n this example, cycle 5 has one
segment carrying data bytes and control bits for PKTO0 (for
CHO).

FIG. 9 depicts an exemplary final packing state to be
output on the second data path in accordance with an
embodiment of the invention. As shown, the NOP cycles 1n
the intermediate packing state are removed to generate the
final packing state.

FIG. 10 1s a simplified partial block diagram of a field
programmable gate array (FPGA) 1 that may be configured
with circuitry to implement an embodiment of the present
invention. It should be understood that embodiments of the
present invention can be used in numerous types ol inte-
grated circuits such as field programmable gate arrays
(FPGAs), programmable logic devices (PLDs), complex
programmable logic devices (CPLDs), programmable logic
arrays (PLAs), digital signal processors (DSPs) and appli-
cation specific itegrated circuits (ASICs).
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FPGA 1 includes within its “core” a two-dimensional
array ol programmable logic array blocks (or LABs) 2 that
are 1nterconnected by a network of column and row inter-
connect conductors of varying length and speed. LABs 2
include multiple (e.g., ten) logic elements (or LEs).

An LE 1s a programmable logic block that provides for
cllicient implementation of user defined logic functions. An
FPGA has numerous logic elements that can be configured
to 1implement various combinatorial and sequential func-
tions. The logic elements have access to a programmable
interconnect structure. The programmable interconnect
structure can be programmed to interconnect the logic
clements 1n almost any desired configuration.

FPGA 1 may also include a distributed memory structure
including random access memory (RAM) blocks of varying
sizes provided throughout the array. The RAM blocks
include, for example, blocks 4, blocks 6, and block 8. These
memory blocks can also include shift registers and FIFO
builers.

FPGA 1 may further include digital signal processing
(DSP) blocks 10 that can implement, for example, multipli-
ers with add or subtract features. Input/output elements
(IOEs) 12 located, in this example, around the periphery of
the chip support numerous single-ended and differential
input/output standards. Each IOE 12 is coupled to an exter-
nal terminal (i.e., a pin) of FPGA 1.

An array of PMA and PCS circuitry 20 may be included
as shown, for example. The PCS circuitry generally provides
digital logic functions which implement data communica-
tion protocols, while the PMA circuitry generally provides
mixed (analog/digital) signal functionality for the data com-
munications. For example, for certain protocols, the PCS
circuitry may be configured to perform, among other func-
tions, 8 bit-to-10 bit and/or 128 bit-to-130 bit encoding for
data to be sent to the PMA circuitry and 10 bit-to-8 bit and/or
130 bit-to-128 bit decoding for data received from the PMA
circuitry. The PMA circuitry may be configured to perform,
among other functions, serialization of data to be transmaitted
(conversion from parallel to serial) and de-serialization of
received data (conversion from serial to parallel).

A subset of the LABs 2 coupled to modules in the
PMA/PCS array 20 may be configured to implement the
methods and apparatus described above. Alternatively, the
above-described methods and apparatus may be imple-
mented using hardwired circuitry, or part configured LABs
2 and part hardwired circuitry.

It 1s to be understood that FPGA 1 1s described herein for
illustrative purposes only and that the present invention can
be implemented in many different types of PLDs, FPGAs,
and ASICs. The present invention can also be implemented
in a system that has an FPGA as one of several components.

FIG. 11 shows a block diagram of an exemplary digital
system 50 that can embody techniques of the present inven-
tion. System 50 may be a programmed digital computer
system, digital signal processing system, specialized digital
switching network, or other processing system. Moreover,
such systems can be designed for a wide variety of appli-
cations such as telecommunications systems, automotive
systems, control systems, consumer electronics, personal
computers, Internet communications and networking, and
others. Further, system 50 may be provided on a single
board, on multiple boards, or within multiple enclosures.

System 30 includes a processing unit 32, a memory unit
54, and an input/output (I/0) unit 36 interconnected together
by one or more buses. According to this exemplary embodi-
ment, FPGA 58 1s embedded in processing unit 32. FPGA 58

can serve many different purposes within the system 50.
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FPGA 58 can, for example, be a logical building block of
processing unit 52, supporting its internal and external
operations. FPGA 58 1s programmed to implement the
logical tunctions necessary to carry on 1ts particular role 1n
system operation. FPGA 58 can be specially coupled to
memory 54 through connection 60 and to I/O unit 56
through connection 62.

Processing unit 62 may direct data to an appropriate
system component for processing or storage, execute a
program stored 1n memory 54, receive and transmit data via
I/O unit 56, or other similar function. Processing unit 52 may
be a central processing unit (CPU), microprocessor, floating
point coprocessor, graphics coprocessor, hardware control-
ler, microcontroller, field programmable gate array pro-
grammed for use as a controller, network controller, or any
type of processor or controller. Furthermore, in many
embodiments, there 1s often no need for a CPU.

For example, mstead of a CPU, one or more FPGAs 58
may control the logical operations of the system. As another
example, FPGA 58 acts as a reconfigurable processor that
may be reprogrammed as needed to handle a particular
computing task. Alternately, FPGA 58 may itself include an
embedded microprocessor. Memory unit 34 may be a ran-
dom access memory (RAM), read only memory (ROM),
fixed or flexible disk media, flash memory, tape, or any other
storage means, or any combination of these storage means.

In the above description, numerous specific details are
given to provide a thorough understanding of embodiments
of the invention. However, the above description of 1llus-
trated embodiments of the invention 1s not intended to be
exhaustive or to limit the invention to the precise forms
disclosed. One skilled in the relevant art will recognize that
the mvention can be practiced without one or more of the
specific details, or with other methods, components, etc.

In other instances, well-known structures or operations
are not shown or described 1in detail to avoid obscuring
aspects of the invention. While specific embodiments of, and
examples for, the mvention are described herein for 1llus-
trative purposes, various equivalent modifications are pos-
sible within the scope of the invention, as those skilled in the
relevant art will recognize. These modifications may be
made to the invention in light of the above detailed descrip-
tion.

What 1s claimed 1s:
1. A method of communicating a data packet stream in
which data 1s re-packed, the method comprising:

recerving a stream of data packets from a first data path
having a first data width, wherein data bytes received in
cach cycle from the first data path belong to a single
data packet; and

mapping the data bytes from the first data path to a second
data path having a second data width that 1s divided into
a plurality of data segments, wherein a plurality of data
bytes may be mapped to each of the plurality of data
segments, wherein said mapping comprises determin-
ing that, although data bytes are available to map,
insuilicient data bytes are available to map at least one
data byte to each data segment of the plurality of data
segments;

generating control bits for no-operation cycles until sui-
ficient data bytes are available to map at least one data
byte to each data segment of the plurality of data
segments, and stopping the generating of control bits
for no-operation cycles when at least one data byte 1s
mapped to each data segment of the plurality of data
segments; and
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subsequently to said mapping and generating, removing
the no-operation cycles; and

outputting the data bytes for transmission over the second
data path after the no-operation cycles are removed,

wherein the second data width differs from available to
map at least one data byte to each data segment of the
plurality of data segments the first data width, and

wherein at least one data byte 1s mapped to each segment
of the plurality of data segments until an end of, or
pause 1n, the stream of data packets.

2. The method of claim 1, wherein the first data path
comprises an internal data path within an integrated circuit
and the second data path comprises an external data path
between two integrated circuits.

3. The method of claim 1, wherein the first and second
data paths both comprise internal data paths within a same
integrated circuit.

4. The method of claim 1 further comprising;:

receiving control bits 1 a first format for the first data
path, wheremn the control bits 1 the first format
received 1n a cycle are associated with the data bytes
received from the first data path 1n the cycle.

5. The method of claim 4, wherein the control bits in the
first format include at least: a start-of-packet signal when the
data bytes received from the first data path in the cycle
include a first data byte of a data packet; and an end-of
packet signal when the data bytes received from the first data
path 1n the cycle includes a last data byte of the data packet.

6. The method of claim 1 further comprising:

generating control bits in a second format for the second
data path.

7. The method of claim 6, wherein the control bits 1n the
second format are grouped into control segments, each
control segment being associated with a corresponding data
segment of the plurality of data segments.

8. The method of claim 7 further comprising;:

generating a start-of-packet signal for a control segment 11
the data segment associated with the control segment
contains a first data byte of a data packet.

9. The method of claim 8 further comprising:

generating an end-of-packet signal for a control segment
i the data segment associated with the control segment
contains a last data byte of a data packet.

10. The method of claim 1, wherein the first data path has

a first clock rate, the second data path has a second clock rate
which differs from the first clock rate.

11. The method of claim 10, wherein the first data width
1s smaller than the second data width, and wherein the first
clock rate 1s faster than the second clock rate.

12. The method of claim 1 further comprising:

transmitting the data bytes and control bits over the
second data path; and

reverse mapping the data bytes from the second data path
to a third data path.

13. The method of claim 12, wherein the data bytes
reverse mapped to a single cycle of the third data path
belong to a single data packet.

14. The method of claim 1, wherein generating control
bits for the no-operation cycles ceases upon detection of an
end of the stream of data packets.

15. An mtegrated circuit comprising;

a {irst interface to a first data path having a first data width
from which a stream of data packets are received,
wherein data bytes received in each cycle from the first
data path belong to a single data packet;

a second interface to a second data path having a second
data width which 1s divided into a plurality of data

5

10

15

20

25

30

35

40

45

50

55

60

65

12

segments, wherein a plurality of data bytes may be
mapped to each of the plurality of data segments,
wherein the second data width differs from the first data
width; and

a data re-packing circuit module that maps the data bytes

from the first data path to the second data path such that
at least one data byte 1s mapped to each data segment
of the plurality of data segments until an end of, or
pause 1n, the stream of data packets,

wherein the data re-packing circuit module determines

that, although data bytes are available to map, nsuili-
cient data bytes are available to map at least one data
byte to each data segment ol the plurality of data
segments, generates control bits for no-operation cycles
until sufficient bytes are available to map at least one
data byte to each data segment of the plurality of data
segments, stops the generating of control bits for no-
operation cycles when at least one data byte 1s mapped
to each data segment of the plurality of data segments,
and, subsequently, removes the no-operation cycles,
and outputs the data bytes for transmission over the
second data path after the no-operation cycles are
removed.

16. The integrated circuit of claim 15, wherein the first
data path comprises an internal data path within the inte-
grated circuit and the second data path comprises an external
data path between two integrated circuits.

17. The integrated circuit of claim 16, wherein the exter-
nal data path comprises a multi-lane link having a plurality
ol senal lanes.

18. The integrated circuit of claim 15, wherein the first
and second data paths both comprise internal data paths
within the integrated circuit.

19. The integrated circuit of claim 15, wherein generating
control bits for the no-operation cycles ceases upon detec-
tion of an end of the stream of data packets by a time-out
function.

20. A transceiver for data communications over a bidi-
rectional link, the transceiver comprising:

a transmitter which includes

an mternal outgoing data path having a first data width
from which an outgoing stream of data packets are
received, wherein outgoing data bytes received 1n
cach cycle from the internal outgoing data path
belong to a single data packet,

an interface to an external outgoing data path having a
second data width which 1s divided into data seg-
ments, wherein a plurality of data bytes may be
mapped to each of the plurality of data segments,
wherein the second data width differs from the first
data width, and

a data re-packing circuit module which maps the out-
going data bytes from the internal outgoing data path
to the external outgoing data path such that at least
one outgoing data byte 1s mapped to each data
segment until an end of, or pause 1n, the outgoing
stream ol data packets, wherein the data re-packing
circuit module, determines that, although data bytes
are available to map, insuflicient data bytes are
available to map at least one outgoing data byte to
cach data segment of the external outgoing data path,
generates control bits for no-operation cycles until
suilicient bytes are available to map at least one data
byte to each data segment of the plurality of data
segments, and, subsequently, removes the no-opera-
tion cycles before outputting the outgoing data bytes
to the external outgoing data path; and
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a recerver which includes
an interface to an external incoming data path having
the second data width from which mcoming data
bytes for an incoming stream of data packets are
recerved, wherein the external incoming data path 1s
divided 1nto data segments,
an internal mmcoming data path having the first data
width, and
a data un-packing circuit module which reverse maps
the incoming data bytes from the external incoming
data path to the internal incoming data path such that
the incoming data bytes mapped to each cycle belong
to a single data packet.
21. A method of communicating data packets from mul-
tiple channels, the method comprising:
receiving multiple data packet flows on a first data path
having a first data width, wherein data bytes received in
cach cycle from the first data path belong to a single
data packet flow;
mapping the data bytes from the first data path to a second
data path having a second data width that 1s divided into
a plurality of data segments, wherein a plurality of data
bytes may be mapped to each of the plurality of data
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segments, wherein said mapping comprises determin-
ing that, although data bytes are available to map,
insuilicient data bytes are available to map at least one
data byte to each data segment of the plurality of data
segments during reception of the stream of data pack-
els;

generating control bits for no-operation cycles until sui-
ficient bytes are available to map at least one data byte
to each data segment of the plurality of data segments,
and stopping the generating of control bits for no-
operation cycles when at least one data byte 1s mapped
to each data segment of the plurality of data segments;

and

subsequently to said mapping and generating, outputting
the data bytes for transmission over the second data
path,

wherein the second data width differs from the first data
width, and

wherein at least one data byte 1s mapped to each segment
of the plurality of data segments until an end of, or
pause 1n, the multiple data packet flows.
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