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SYSTEM AND METHOD FOR RESILIENT
WIRELESS PACKET COMMUNICATIONS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application 1s a continuation of U.S. patent
application Ser. No. 15/653,485, filed Jul. 18, 2017 and
entitled “System and Method for Resilient Wireless Packet
Communications,” now U.S. Pat. No. 10,091,051, which 1s
a continuation of U.S. patent application Ser. No. 14/611,
534, filed Feb. 2, 2015 and entitled “System and Method for
Resilient Wireless Packet Communications,” now U.S. Pat.
No. 9,712,378, which 1s a continuation of U.S. patent
application Ser. No. 14/183,376, filed Feb. 18, 2014 and
entitled “System and Method for Resilient Wireless Packet
Communications,” now U.S. Pat. No. 8,988,981, which 1s a
continuation of U.S. patent application Ser. No. 11/351,983,
filed Feb. 10, 2006 and entitled “System and Method for
Resilient Wireless Packet Communications,” now U.S. Pat.
No. 8,693,308, which are hereby incorporated by reference
herein.

FIELD OF ART

The present invention relates to wireless data communi-
cations and more particularly to resilient wireless packet
communications in various network topologies.

BACKGROUND

A network topology 1s the pattern of links between nodes
where a given node has one or more links to other nodes in
the network. Physical topologies of networks include span-
ning tree, ring, mesh and bus, and among them a ring
network 1s one 1n which the nodes are connected 1n a closed
loop configuration and in which data 1s passing 1n sequence
from node to node between adjacent nodes. A logical topol-
ogy 1s the nature of the paths that signals follow from node
to node, and 1n many instances the logical and physical
topologies are similar. In the logical ring topology, the data
flows 1n a closed loop clockwise or counterclockwise.

Fiber optic rings are often deployed as part of both
metropolitan area networks (MANSs) and wide area networks
(WANSs). a resilient packet ring (RPR) 1s a wired network
topology deployed for fiber optic rings and designed for
using RPR access protocol and physical layer interfaces to
produce high-speed data transmission. A network with RPR
topology has dual counter rotating rings (clockwise, coun-
terclockwise) where multiple nodes can transmit on both
rings simultaneously.

For increased bandwidth, load balancing and availability
of communication channels between nodes (e.g., switches
and stations), link aggregation or trunking, according to
IEEE standard 802.3ad, 1s a method of grouping physical
network links 1nto a smgle logical link. With link aggrega-
tion, 1t 1s possible to 1ncrease capacity of communication
channels between nodes using their Fast Ethernet and Giga-
bit Ethernet technology. Two or more Gigabit Ethernet
connections can be grouped to increase bandwidth, and to
create resilient and redundant links. Standard local area
network (LAN) technology provides data rates of 10 Mbps,
100 Mbps and 1000 Mbps and, for obtaining higher capacity
(e.g., 10000 Mbps) link aggregation allows grouping of 10
links; and where factors of ten (10) are excessive, link
aggregation can provide intermediate rates by grouping links
with different rates.
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Wired network protocols are designed to meet RPR
standards (IEEE 802.17) and aim to improve scalability and

bandwidth allocation and throughput of fiber optic rings in
order to meet the demands of packet-switched networks. A
typical RPR supports SONET/SDH (155 Mbps to 10 Gbps)
standards as well as Ethernet PHY (Ethernet physical layer
interface which meets 1 Gbps to 10 Gbps rates). An RPR
network carries control messages on opposite rings from
data, and 1n the event of fiber or node failure 1t 1s required
by the RPR standards (IEEE 802.17) to satisty 50 millisec-
onds recovery time.

Rapid spanming tree protocol (RSTP, standard IEEE
802.1D-2004), for instance, relies on active spanning tree
topology and 1s one in which a network can rapidly recon-
figure 1ts topology in case of a failure. With the RSTP the

spanmng tree re-assigns ports and learns their new MAC
addresses.

SUMMARY

In view of the above, the present invention 1s based 1n part
on the observation that the foregoing configurations and
protocols are not optimized for wireless communications in
that they require excessive overhead and provide a slow
tailure detection and recovery response. With the proposed
approach for improving wireless communication networks,
the present invention contemplates providing resiliency to
failures through robust and fast failure detection and recov-
ery which 1s, for instance, below-50 ms wireless link failure
detection and below-50 ms wireless ring healing (recovery).
Resilient wireless packet networks with link aggregation or
ring topology, for mstance, that are implemented 1n accor-
dance with principles of the present invention also provide
wireless operations with error resiliency, with minimal
impact on throughput, and optimized layer-2 network recon-
figuration.

Such resilient wireless packet networks are implemented
using an 1mproved Gigabit Ethernet card with functionality
designed for providing these benefits. And, although this
solution 1s capable of being implemented using external
equipment such as routing devices, the improved Gigabait
Ethernet card implementation 1s preferred because the detec-
tion and recovery signals are available locally and no
additional overhead 1s needed. In other words, the improved
(igabit Ethernet card implementation 1s preferred because 1t
provides better results with less impact on the throughput.

Hence, for the purpose of the mmvention as shown and
broadly described herein, a method for resilient packet
communications in a wireless network includes 1nstantiating
a hardware-assisted rapid transport channel failure detection
algorithm 1n a Gigabit Ethernet data access card, and com-
bining such rapid transport channel failure detection algo-
rithm with a layer-2 network optimization protocol appro-
priate for reconfiguring whatever topology the wireless
network has. The combination is responsive to failures in the
network and provides for automatic failure recovery of the
network 1n order to render communication of packets
through the network resilient to such failures. The combi-
nation also provide error resiliency in the wireless opera-
tions, with minimal impact on throughput. Resiliency 1s
provided through robust and fast failure detection, correc-
tion and recovery measures with minimal or substantially no
impact on data traflic flow through the network.

In further accordance with the purpose of the present
invention, a system for resilient wireless packet communi-
cations 1n a wireless network includes a plurality of nodes

connected via wireless links and a plurality of customer data
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access ports. At least one of the customer data access ports
1s connected to one of the nodes at one end of the network
with a second access port being connected to another one of
the nodes at the other end of the network. Each node has a
(Gigabit Fthernet data access card operative to execute a
hardware-assisted rapid transport channel failure detection
algorithm and to combine the rapid transport channel failure
detection algorithm with a layer-2 network optimization
protocol appropriate for reconfiguring whatever topology
the wireless network has. Again, the combination 1s respon-
sive to failures 1n the network and provides for automatic
tailure recovery of the network 1n order to render commu-
nications ol packets through the network resilient to such
tailures; and, 1n addition, the rapid transport channel failure
detection algorithm 1s operative to provide wireless network
end-to-end failure detection and recovery and provide wire-
less operations with error resiliency, with minimal impact on
throughput.

These and other features, aspects and advantages of the
present invention will become better understood from the
description herein, appended claims, and accompanying
drawings as hereafter described.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate various
aspects of the invention and together with the description,
serve to explain 1ts principles. Wherever convenient, the
same reference numbers will be used throughout the draw-
ings to refer to the same or like elements.

FIGS. 1A-1D show a prior art wireless network with a
(Gigabit Ethernet data access card, an FPGA-based interface
processing engine and the dual-channel packet processing
components thereot, respectively.

FIGS. 2A-2B show linked nodes 1in a wireless network

where the nodes have a modified Gigabit Ethernet data
access card (DAC-GE).

FIG. 3 illustrates an enhanced packet encapsulation.

FI1G. 4A shows one embodiment of the modified interface
engine.

FI1G. 4B 1illustrates packet alignment.

FIG. 5 1s a state diagram showing keep-alive message
insertion.

FIG. 6 15 a tlow diagram of failure detection and recovery
in accordance with principles of the present invention.

FIG. 7 1s a table of failure detection latency examples.

FIG. 8 1s a wireless network with link aggregation con-
figuration.

FIG. 9 1s a state diagram of link aggregation key re-
distribution and re-assignment.

FIG. 10 1s a flow diagram of the link aggregation com-
bined with the rapid transport channel failure detection
algorithm.

FIG. 11 1s a resilient wireless packet ring network.

FIG. 12 1s a state diagram of the link failure and resto-
ration 1n the resilient wireless packet ring network.

DETAILED DESCRIPTION

As noted, one i1ssue 1n wireless communications 1s rapid
tailure detection and recovery. FIG. 1A illustrates a ring-
healing (recovery) example wherein a ring with a least three
nodes a link 14 takes over for a failed link 12 (shifting
direction of data flow away from the failed path). In a
wireless communication network with three or more nodes
arranged 1n a ring topology the link between the nodes 1s
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wireless. The links are provided in systems such as the
Eclipse™ via an outdoor unit (ODU). FIG. 1B 1llustrates an
existing wireless ring network in which recovery from
failure of a node, say 20, or failure of a link, say 12, 1s done
by switching over to a healthy link until the failed link 1s
repaired.

As a further point of comparison, FIG. 1C 1s block
diagram 1illustrating the design of existing data access cards
(DACs). The building blocks in the DAC provide layer-2
switching capabilities, payload transport and configuration,
monitoring and control functions. The payload recerved in
the customer Gigabit Ethernet ports 101 1s processed by a
physical layer digital processing component 102 and then by
a switch (layer-2 switch) 111. The switch analyzes the source
and destination media access control (MAC) addresses and
determines the output port over which the payload will be
delivered (e.g., PO . . . 3). Incidentally, for each physical
device type, the MAC sub-layer of the data link layer (level
2) 1n the open systems interconnection (OSI) model uses
MAC addresses and the other sub-layer 1n the data link layer
1s the logical link control (LLC) sub-layer. In a local area
network (LAN) or other network, the MAC address 15 a
node’s unique hardware identifier which a correspondence
table relates to the node’s IP address; and on an Ethernet
LAN, it’s the same as the node’s Ethernet address. For
payload delivery, in addition to the above information,
internal and external virtual LAN (VLAN) information,
traflic priority, configured throughput, and bufler capacity
also play a role. Using such information, the switch 111
applies policing, scheduling and shaping algorithms to
determine path and priority that each packet should take and
if 1t should be consumed, forwarded or dropped.

When packets are delivered to transport channels TC1/
TC2 through ports P6/P7, a processing engine 108, e¢.g., a
field programmable gate array (FPGA), application specific
integrated circuit (ASIC) or complex programmable logic
device (CPLD)-based processing engine, transforms the
packets mto suitable blocks (with associated time slots) to be
carried by the backplane interface 110 and by the radio
link(s) 60 attached to it. Note that although the number of
transport channels and the carrier time slots (with indepen-
dent timing) 1s configurable 1n the DACs, existing imple-
mentations use overhead information to resolve possible
clock vaniations among the carriers.

FIG. 1D illustrates the overhead use 1n an FPGA-based
processing engine within existing DACs (e.g., Gigabit Eth-
emet card 1 existing Eclipse™ platforms from Stratex
Networks, Inc.). As shown, 1in the wireless transmit (TX)
direction, when an Ethernet packet arrives to TC1 or TC2,
a high-level data link control (HDLC)-like encapsulation 1s
applied by the overhead 1nsertion module 202 in the FPGA-
based processing engine 108. The added overhead allows for
the later synchronization of the multiple segments with time
slots 1nto which the packet will be divided. A segmentation
process 1s carried out by an iverse multiplexer 210 that
divides the packet 1into the configured number of segments
with time slots (links) that will be used for the transport
(bandwidth allocation). These segments are transierred
across the backplane interface to a radio access card (RAC)
35, 37 that will transmit them through a wireless link. A
byte-synchronous 1dle fill 1s inserted 206 in the transport
channel stream when no payload 1s present.

In the wireless receive (RX) direction the RAC will
receive from the antenna frames that contain the multiple
segments (links with time slots) that are being used to
transport the Ethernet payload. These segments are trans-

terred via the backplane interface 110 to the DAC. The
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multiplexer (Mux) 212 1n the DAC, reassembles the original
Ethernet packet from the multiple segments based on the
time-to-data mndexing information from the memory 222. To
guarantee the integrity of the packet, a byte synchronization
stage 1s required. The overhead information 1s used to offset
any clock differences that each of the independent segments
used for transporting might have, effectively aligning them
back to the original packet layout. Any idle fill present in the
transport channels 1s removed 208 so 1t never reaches the
layer-2 switch 111 (item 111, FIG. 1C). The overhead
(encapsulation) 1s then removed 204 and, using the TC1 and
TC2 interfaces, the packet 1s transierred to the layer-2 switch
111.

Based on the foregoing, in order to achieve more rapid
fallure detection and recovery, the above-described DAC
which 1s currently used 1n the nodes of FIG. 1B 1s replaced
with a modified interface card as 1illustrated 1in FIG. 2A. The
modified data interface card can be deployed 1n new as well
as existing wireless communication platforms such as the
Eclipse™. Various embodiments of the modified data inter-
tace card are possible without departing from the scope and
spirit of the present invention, and we proceed with the
description of the architecture and functionality of one such
embodiment. In this example we focus however on the
modified Gigabit Ethernet card which we refer to as the
“DAC-GE.”

In the example of FIG. 2A, the DAC-GE 41, 43 1s
deployed 1n the INU (intelligent node units) of at least two
of nodes 30, 32, 34, 36, 38. The DAC-GE includes func-
tionality that enhances failure detection and recovery with-
out compromising throughput, providing, for instance,
below-50 ms failure response time. The DAC-GE interfaces
with a customer data system 27, 29 on one side and with the
radio access cards (RACs) 33, 35, 37, 39 on the other. The
data from each RAC flows to a respective one of the outdoor
units (ODU 435, 47, 49, 51; 1n a split mount system such as
the Eclipse™) and through the wireless link 60, 62 64, 66.

Note that the diagram in FIG. 2A does not show a
complete ring, which would require, 1n addition to at least
three nodes, that the network provide a closed loop by, for
instance, uniting wireless links 60 and 66 making them one
and the same. Note also that the third node 34 1s shown 1n
dotted lines to 1illustrates the fact that this may in fact
represent one or more nodes 34, 36, 38 ctc.; and if there are
multiple nodes between nodes 30 and 32, each pair of such
nodes would be linked wirelessly. In other words, there
could be multiple hops between nodes 30 and 32. Never-
theless, the failure detection and recovery operations of the
DAC-GE are idifferent to the number of hops and they
beneficially facilitate network end-to-end failure detection
and recovery.

Moreover, unlike existing systems 1n which failure detec-
tion and recovery routing and switching occur at the data
link layer (layer 2) or higher level of the OSI model, 1n a
system configured 1n accordance with the present invention
tallure detection operations are performed at the physical
layer (level 1) and recovery operations are performed at the
data link layer (layer 2). While the data link layer 1is
responsible for the integrity of each segment 1n the ring, the
physical layer 1s better for implementing a faster mechanism
for monitoring the integrity of the physical channels and
detect any failure from end to end of the network. For
instance, the physical layer can quickly detect absence of
incoming data streams once a predetermined time threshold
1s reached and redefine the topology of the system (learning
MAC addresses of alternate ports). This 1s not the same but
1s somewhat akin to the rapid spanning tree protocol.
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The block diagram in FIG. 2B illustrates the interface
between the DAC-GE and other components associated with
a node (e.g., 30). In the INU, the TDM bus 110 provides the
backbone through which various cards such as the node
control card (NCC) 21, DAC-GE 41 and RAC 35 are
connected. The NCC 1includes a processor and functions as
a bus master controlling access by the various cards.
Through the customer interface ports (Gigabit Ethernet
ports) 101, the DAC-GE commumnicates with customer data
systems, and the RAC 35 interfaces between the DAC-Ge 41
and the wireless front-end, the ODU 45 and antenna 23.

Each DAC-GE 1s designed to perform the rapid transport
channel failure detection algorithm that the Rapid Wireless
Packet Ring (RWPR™) employs. Rapid transport channel
fallure detection 1s designed for fast and reliable failure
detection 1n one or both of the transport channels present 1n
the Gigabit Ethernet card. Advantageously, the hardware-
assisted protocol implements the rapid transport channel
failure detection algorithm, and, as will be later described 1n
more detail, this algorithm 1s used in two applications: link
aggregation and resilient wireless packet ring operations.

The design of the rapid transport channel failure detection
algorithm includes a number of possible considerations,
some more important than others. One such design consid-
eration 1s backwards compatibility with existing Gigabait
Ethernet card frameworks. It 1s also desirable to design the
algorithm to be resilient to noise and small error bursts. For
instance, 11 an uncorrectable frame 1s sent out by the radio
link the transport channel status should not be changed, 1.e.,
single packet errors should not trigger a status change.

Also, 1t 1s important to make the rapid transport channel
failure detection algorithm an end-to-end solution. That 1is,
the algorithm should be agnostic to the number of hops
required by the transport channel to get the payload across
the radio link (presence of repeaters). Moreover, the rapid
transport channel failure detection algorithm should be able
to resolve failures in either direction independently (1.e.,
unmidirectional failures).

Radio link fades and outages occur due to natural condi-
tions and they are typically bidirectional, but hardware
fallures may not be. The failure of a power amplifier, or
transmit (ITX) or receive (RX) synthesizer, for example,
would cause a unidirectional failure. The algorithm should
be capable of detecting and indicating independently when
the failure occurred and 1f 1t took place 1n the transmit or
receive direction. Some applications may benefit from the
possibility of having unidirectional traflic still going
through. Link aggregation for example may benefit from
having two channels transmitting 1n one direction and only
one coming back.

Moreover, the rapid transport channel failure detection
algorithm 1s preferably autonomous in the detection of a
failure 1n that 1t does not depend on other alarms or signals
available 1 the system to determine the failure. Such
algorithm 1s also independent from the presence of payload
traflic.

In addition to being autonomous, the rapid transport
channel failure detection algorithm 1s preferably designed to
automatically recover from a failure. For instance, if the
protocol used to implement the failure detection remains in
operation (attempting to re-establish communication with
the far-end) after a failure takes place, 1t will be able to
recover automatically when the link 1s restored.

Apart from the foregoing, one typical design requirement
1s fast, preferably below-50 ms failure detection capability.
To this end, the configuration and management processor 1s
preferably not involved 1n the rapid transport channel failure
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detection algorithm and i1t does not use the out of band
network management system (NMS) overhead channel pres-
ent 1n the radio link to convey decision information or status.
Additionally, the algorithm 1s designed to perform 1ts func-
tions with the least amount of bandwidth (overhead) pos- 5
sible. Again, this protocol 1s preferably embodied as a
hardware-assisted protocol implementation.

Ethernet frame encapsulation 1s therefore designed to
accommodate these requirements. In the existing systems,
the DAC provides encapsulation of Ethernet frames recerved 10
on TC1 or TC2 mto an “HDLC like” packet structure that 1s
used for synchronization purposes. However, 1n accordance
with the design criteria and principles of the present inven-
tion, a diflerent packet structure 1s proposed with the addi-
tion of a header field extension such that redundancy and 15
status 1nformation can be transferred without too much
additional overhead. The extra header field conveys RX
status, and a cyclic redundancy check (CRC) (checksum)
guarantees the integrity of the header information. FIG. 3
shows the proposed header field extension 301 and the CRC 20
ficld 303 alongside the payload field 298. The extended
header field 301 includes receive and transmit (IX, RX)
status 1nformation.

FIG. 4A 1llustrates a modified FPGA-based processing
engine that 1s designed to implement the rapid transport 25
channel failure detection algorithm. Note that other configu-
rations of the processing engine are possible although the
preferred design employs a hardware-assisted implementa-
tion 1n an FPGA, CPLD, ASIC-based processing engine or
other logic circuitry. (We refer to these implementations 30
collectively as the “FPGA-based processing engine” or
simply “processing engine.”)

The extended header with the TX and RX status infor-
mation 1s kept by the processing engine 1 the DAC-GE at
cach node (1.e., at each end of the wireless communication 35
link). The RX status i1s computed based on information
obtained from the traflic alignment indicator 314 as well as
the received packets and their integrity. The traflic alignment
1s mntended for maintaining the integrity of packets that have
been divided into segments and need to be re-constructed 40
properly. Traflic alignment 1s 1llustrated 1n FIG. 4B. Return-
ing to FIG. 4A, the TX status 1s a retlection of the far end
node’s RX status indicator that 1s conveyed 1n the header of
the received packets. In this design, a set of configurable
registers allow adjustment of the system behavior to meet 45
particular carrier class specifications.

These registers are: keep-alive insertion rate, packet
receive timeout, CRC wvalidation threshold and CRC error
threshold. The keep-alive packet insertion rate register 304
represents the rate 1n microseconds that the packet insertion 50
engine will wait before 1nserting a keep-alive packet (under
idle traflic conditions). The packet recerve timeout register
310 represents the number of microseconds that the receive
engine will wait for a packet before declaring an 1dle RX
timeout. The CRC validation threshold register 311 repre- 55
sents the number of consecutive good CRC packets that will
have to be received 1n order to change RX status from bad
to good. The CRC error threshold register 309 represents the
number of consecutive bad CRC packets that will have to be
received 1n order to change RX status from good to bad. The 60
two configurable CRC registers provide a hysteresis to avoid
bad-good status oscillations on a small number of errors.

As mentioned, one of the requirements for the algorithm
1s to be independent from the presence of payload traflic 1in
the channel. To be able to meet such requirement, the 65
algorithm 1s designed to detect the absence of payload traflic
(idle) and insert keep-alive packets that will maintain the
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link status. The format of a keep-alive packet 1s basically the
same as a normal payload packet format but without the
payload segment and it conveys the same status and integrity
information.

FIG. § 1s a state diagram that shows the insert keep-alive
packets operation. As shown, after a channel idle condition
1s detected the algorithm transitions from steady state 402 to
an 1dle state 404. The packet fill continues while 1n the 1dle
state 404 and before the keep-alive timer expires 406. When
the payload 1s ready to transmit again, the algorithm tran-
sitions to the steady state 402.

Since keep-alive packets are only inserted when the
channel 1s 1dle the amount of overhead due to such packets
1s minimal. The delay introduced by these packets 1s suili-
ciently small and almost undetectable because the size of
these packets 1s so small. In the worst case scenario a new
packet ready and waiting to be transmitted will be delayed
by the 1nsertion of only one keep-alive packet, assuming that
the arrival of the new packet matches the expiration of the
keep-alive 1nsertion timer under 1dle traflic conditions.

FIG. 6 1s a flow diagram 1llustrating the failure detecting
and recovery algorithm. This diagram shows the rapid
transport channel failure detection algorithm including the
TX and RX status updates and recovery conditions.

As mentioned, the rapid transport channel failure detec-
tion algorithm 1s capable of discovering a link breakdown
umdirectionally 1n that 1t 1s capable of detecting a TX failure
independently from an RX {failure. In the receive direction
there are several clues that will lead the algornthm to
determine whether there 1s a failure. In this example, three

main indications are used: traflic alignment error, packet
received timeout and CRC error threshold exceeded. The
traflic alignment error 1s an alarm that indicates that the local
receiver has not yet synchronized with the far end transmit-
ter 504. The packet received timeout condition 512 indicates
that there has been an unexpectedly long period of time
during which no packets have been received 508. The CRC
error threshold exceeded condition 520 indicates that the last
n consecutive packets received had a CRC error 516 and
that, therefore, the channel 1s not reliable. In this case nis a
configurable parameter that will change according to the
transport channel capacity.

Any of the three conditions described above will indicate
a bad receive (RX) status and all of them will have to be
absent 1n order to declare a good RX status. The RX status
(good or bad) will be added to all packet headers associated
with its transport channel, notifying the far end node 1n this
way of the current receive conditions. The TX status there-
fore 1s a reflection of the far end node TX status as reported
over packets with good CRC. The far end RX status con-
taimned 1n bad CRC packets shall be 1gnored.

In order to meet carrier class failure detection expecta-
tions, the configurable threshold and parameters of the
algorithm can be adjusted according to the different capaci-
ties allocated to the transport channel. For instance, the
number of successive packets 1n error can be adjusted to
filter out error bursts and provide a confidence level for the
error detection. The keep-alive packet insertion rate can also
be tuned depending on the expected traflic load to achieve
better response time. For a high utilization percentage the
use ol keep-alive messages will have a low probability of
occurrence, whereas in low utilization percentages these
messages will be mserted on regular basis. To demonstrate
the effects of this algorithm, the table in FIG. 7 provides a
tew examples of the detection latency for 155 and 311 Mbps
transport channel capacities.
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Of course, it 1s beneficial and preferred that once a failure
1s detected the algorithm continues to work. To that end, the
isertion of keep-alive messages to recover the link status
needs to be mamtained even if the payload traflic has
stopped to flow 1n the aflected transport channel. These
keep-alive messages will carry all the information required
to recover to a good 1 ink status once the impairment that
caused the failure 1s removed.

However, before declaring a link’s status as good, the
number of consecutive packets with good CRC needs to
exceed the CRC validation threshold. This action prevents
oscillation and provides a good confidence level for the
transition to take place. Having the CRC validation thresh-
old as a configurable parameter, allows the user of the
system to choose the confidence level he wants for a good
link status.

The above-described algorithm and DAC-GE have appli-
cations 1n link aggregation and resilient packet rings. Fach
of these applications will be explored below.

We start with the link aggregation. As an example, FIG.
8 shows the architecture of a 1+1 Eclipse™ Microwave
radio link (configurable for link aggregation). A typical
protected (1+1) microwave radio system operates in normal
and standby operation modes. The wireless data traflic uses
the top radio path 812 in normal mode with the other path
814 being on standby; and 1n the case of an equipment
tailure or fading condition, the wireless data traflic uses the
redundant radio path 814.

When a link aggregation group (LAG) 1s created, a set of
otherwise independent physical links (members) 812, 814 1s
combined together to operate as a single virtual link (a single
logical link). A link aggregation group key (LAGK) 1is
correspondingly designated for and distributed to each LAG
member (LAGM). These keys are normally used by the
Ethernet switch (layer-2 switch akin to that shown i FIG.
1C, item 111) for forwarding the Ethernet traflic to the
associated physical links based on the traflic source and
destination MAC addresses.

Note that this approach of using multiple physical links to
transport Ethernet traflic between two Ethernet switches 1s

commonly used for achieving increased link availability and
bandwidth while avoiding loop formation. However, the
detection and the switching in an existing system would
typically be made within 100 ms; and failure recovery could
take seconds using a standard messaging approach. Thus, to
achieve or exceed carrier class Ethernet transport channel
standards the link aggregation depends on fast failure detec-
tion and recovery.

In accordance with principles of the present invention, the
link aggregation 1n combination with the preferred hard-
ware-assisted rapid transport channel failure detection algo-
rithm (described above) allows failure response and recov-
ery within hundreds of microseconds rather that what would
normally take up to seconds using the standard messaging
approach. In particular, with the DAC-GE installed 1n the
INUs 804, 806, a RWPR radio system has the ability to
operate at twice the speed using the two radio links 812, 814
and sending packets on each channel. The algorithm 1is
resilient to error propagation and eliminates unnecessary
switchover. Because of the fast detection of a link failure or
fading conditions the system will rapidly switch to a single
link (812 or 814). The redundancy characteristics of a LAG
in combination with the rapid transport channel failure
detection algorithm operate to redirect the traflic among the
remaining reliable physical links. The switching and queu-
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ing of the packets i1s reorganized by a link aggregation
control task residing in the Ethernet switch present in the
DAC-GE (not shown).

Additionally, taking advantage of the unidirectional fail-
ure detection capabilities of the algorithm, a link aggrega-
tion system could have an asymmetric behavior by having
the full link throughput available in one direction while
using only a limited throughput (due to unidirectional link
tailure) 1n the other. This 1s the case of video-broadcasting
systems or other applications that heavily use broadcast or
multicast transmission or that are asymmetric 1n nature.

FIG. 9 1s a state diagram illustrating a dynamic link
aggregation key redistribution upon failure or restoration of
a link aggregation member. The behavior depicted in the
state diagram i1mproves the overall link availability by
converting a 2+0 link to a 1+0 operation when a link failure
occurs 902. It 1s important to note that with the key redis-
tribution, the total trathic 1s shifted to the remaiming
LAGM(s). That 1s, from steady state 904, upon detecting the
tailure the state switches to distributing LAGK to remaining
LAGM 902. In other words, with this approach, tratlic tlow
of failed links 1s redistributed, rather than being suspended,
with the remaining links (LAGMSs) taking over for failed
links temporarily until they are restored so that recovery 1s
fast and the entire traflic flow can continue. This approach
has significant advantages over conventional techniques that
maintain only the traflic flow associated with the designated
keys of the remaining . AGMs and the traflic flow associated
with keys of failled LAGM 1s suspended (starved) until the
link that failed 1s restored. Indeed, when a link fails the
entire traflic continues to flow, although the overall link
aggregation throughput 1s reduced 1f the total number of
keys 1s redistributed over the remaining LAGM(s); and 11
congestion conditions are reached traflic prioritization and
flow control takes over to maintain the flow.

When failure conditions disappear, the link aggregation in
combination with the rapid transport channel failure detec-
tion and recovery algorithm restores the total throughput of
the link and reassigns the original LAGK set to the newly
restored LAGM 906. If any additional redistribution 1s
required 1t takes place 1n this same iteration.

To implement the foregoing state diagram, the link aggre-
gation 1 combination with the rapid transport channel

failure detection algorithm operates as shown, for instance,
in the flow diagram of FIG. 10. For each LAGM, a key 1s

assigned to that LAGM 1006 and the RX or TX status is
checked 1012. If the TX or RX status has changed 1012, the
algorithm determines 11 the LAGM status change 1s a failure
or restoration 1016. The detection of failure or restoration
and recovery 1s implemented at the DAC-GE 1n the FPGA-
based processing engine (1.e., hardware-assisted detection
and recovery). Once link failure or link restoration (IX or
RX status changes) 1s detected, the LAGM 1s marked for key
re-distribution 1018 in the case of failure and for key
re-assignment 1020 in the case of restoration. For each link
not previously accounted for (not yet assigned a key), the
combined link aggregation and rapid transport channel fail-
ure detection algorithm determines 1f the LAGM 1s marked
1022, 1024 and, 11 so, a key 1s re-distributed to 1t 1028 upon
failure or assigned to the original LAGM 1026 upon resto-
ration.

We turn now to the description of the aforementioned
resilient wireless packet ring (RWPR), a second application
for the rapid transport failure detection algorithm. Generally,
the ring topology has been widely used in connection with
synchronous optical networking (SONET) and synchronous
digital hierarchy (SDH), at layer 2, where bridges and
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[.2-switches make the packet routing decisions. Typically
also, to avoid confusing Ethernet loops by breaking them 1n
a controlled manner, systems use the spanning tree protocol
(STP) and 1ts successor rapid spanming tree protocol
(RSTP). Then, 1n the event that a link 1n the ring fails, the
RSTP algorithm reconfigures it using a fast messaging
system.

As with conventional link aggregation, existing ring con-
figurations employ messaging protocols to execute the
RSTP. Such ring configurations used external switches to
detect link failures and convey information that will be used
by the RSTP to reconfigure the links.

Generally, the conventional RSTP uses a fast messaging,
protocol based on bridge protocol data units (BPDUSs) for
communications between participating bridges in the net-
work. These BPDUSs help determine the port roles (root,
designated, alternate and backup) and port states (discard-
ing, learning and forwarding) for every bridge port that
participates. The BPDUs are also used for detecting link
fallures among the ports and to reconfigure the network
accordingly. The BPDUSs are sent at specified time intervals
(hello-time intervals) by all bridges and 1n all participating
ports 1n the network. These time intervals are measured
usually 1 seconds (e.g., the default specified value 1s 2
seconds).

Accordingly, a link failure i1s detected on a given port 1f
BPDUs are not received for three consecutive time intervals.
A bridge determines that 1t has lost connectivity to its direct
root or neighboring bridge 1t 1t misses three BPDUSs 1n a row.
IT a port 1n the active network topology detects a link failure,
a network reconfiguration 1s required. The bridging elements
adjacent to the failure will send BPDUSs to their neighbors to
notily them about it and will change the state and role of the
remaining ports according to the BPDUs they receive.
Similar actions will be taken by all the participating bridges
in the network. They will have to review and update their
port states and roles to eflectively achieve the network
reconfiguration that 1s required. However, the conventional
fallure detection (measured in seconds on average and
several hundreds of milliseconds 1n the best case scenario)
1s still very slow considering the carrier class transport
requirements.

However, the messaging protocol 1s relatively slow even
with RSTP and its convergence after a failure can be
measured 1n the order of seconds. Carrier class applications
require a failure convergence of 50 ms or lower, and this 1s
impossible to achieve using RSTP without additional assis-
tance. Therefore, the present invention contemplates an
RSTP-like method in combination with a hardware-assisted
rapid transport channel failure detection algorithm. In other
words, 1 this embodiment the present mvention contem-
plates applying the rapid transport channel detection algo-
rithm to the RSTP to thereby achieve response time
improvements that are otherwise not feasible using existing
(BPDU) failure detection techniques. A ring topology with
such functionality 1s referred to here as a resilient wireless
packet ring (RWPR).

FIG. 11 provides the topology of a RWPR as implemented
with Eclipse™ platform radios. A RWPR™-enabled Eclipse
radio system 1s designed to detect the failure and switch the
traflic flow without the use of external switches or routing,
devices 1n that it 1s designed to execute the RSTP directly 1n
the DAC-GE. With the DAC-GE 1n each node 1102, _,
providing a hardware-assisted algorithm as described above,
the failure 1s detected faster than conventional designs. The
failure detection time 1s reduced from seconds to hundreds
of microseconds, and ring reconfiguration 1s communicated
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immediately to the participating RSTP nodes. This imple-
mentation makes 1t feasible to achieve the sub-50 ms failure
convergence required by the carrier class Ethernet transport
channel standard.

Indeed, the hardware-assisted failure detection over the
wireless link (or set of links) 1105, _, 1s designed to behave
equally well or better than the detection of a failure at the
Ethernet physical layer. The failure detection by an active
port 1n the network will trigger an immediate propagation of
the failure information and a rapid transition in the port
states and roles for all participating bridges (1n this instance
RSTP-enabled DAC-GEs) in the RWPR network. While
failure detection and the associated network reconfiguration
has a very demanding reaction time requirement for carrier
class type of services, the requirement for restoration to the
original network topology due to link restoration 1s not as
demanding

The processor present in the DAC-GE 1s responsible for
the execution of the RSTP algorithm and will constantly
monitor the transport channel link status. Because each
DAC-GE functions as an RSTP-capable bridge, it commu-
nicates with other DAC-GEs 1n the network topology. When
a Tailure 1s detected, the processor will simply apply the link
status information to the RSTP algorithm without having to
wait for the missing BPDUSs (need not wait to determine loss
of connection). Stmilarly, 1t will immediately (without wait-
ing for the next hello-time interval) notify its neighbors
about the failure and will proceed to evaluate and update 1ts
own port states and roles. The actions 1n a bridge that 1s not
directly involved with the link failure detection will remain
as defined by the RSTP standard (802.1w). These actions
will eflectively accelerate the convergence of the RSTP
algorithm making it suitable for carrier class type of ser-
VICES.

FIG. 12 1s a state diagram illustrating RWPR™ link
failure and restoration executed by a bridge detecting a link
failure 1n one of the active ports of the network topology.
Additionally, the state diagram also shows the steps
executed when a failed link 1s restored. It 1s important to
mention that 1n some networks the original topology will not
be restored after the detection of a link restoration.

In sum, although the present invention has been described
in considerable detail with reference to certain preferred
versions thereol, other versions and applications of the rapid
transport failure detection algorithm and DAC-GE are pos-
sible. Therefore, the spirit and scope of the appended claims
should not be limited to the description of the preferred
versions contained herein.

The mvention claimed 1s:

1. A receiver system, comprising:

a port configured to receive data packets from a trans-
mitter system over a wireless link, each of the data
packets including a cyclic redundancy check (CRC)
value;

registers storing a packet receive timeout value, a CRC
error threshold value, and a CRC validation threshold
value;

a first circuit configured to measure time while no data
packets are being received, and configured to declare
the wireless link bad when a time period based on the
packet receive timeout value expires before any data
packet 1s recerved;

a second circuit configured to evaluate the CRC value of
cach data packet received to evaluate validity of each
data packet recerved;

a third circuit configured to count each data packet
received and found to be invalid by the second circuit,
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and configured to declare the wireless link bad when a
number of data packets received and found to be

invalid exceeds a first threshold number based on the
CRC error threshold value;

a fourth circuit configured to count each data packet
received and found to be valid by the second circuat,
and configured to declare the wireless link good upon
satisfaction of a condition, the condition including that

a number of data packets recerved and found to be valid
exceeds a second threshold number based on the CRC

validation threshold value; and

a {ifth circuit configured to insert a receive status indicator
in an outgoing data packet being sent to the transmatter
system, the receive status indicator indicating whether
the receiver system has declared the wireless link as
good or bad, the transmitter system using the receive
status 1ndicator to 1dentily 1ts transmit status.

2. The receiver system of claim 1, wherein the wireless
link 1s a link of a link aggregation group.

3. The recerver system of claim 1, wherein the transmitter
system 1s configured to, when there are no data packets, send
a keep-alive packet at a keep-alive insertion rate.

4. The receiver system of claim 1, wherein the receiver
system and the transmitter system are two nodes 1 a
wireless network ring.

5. The receiver system of claam 1, wheremn the port
configured to recerve data packets includes a port configured
to receive Ethernet data packets.

6. The receiver system of claim 1, wherein the packet
receive timeout value 1s the time period.

7. The recerver system of claim 1, wherein the CRC error
threshold value 1s the first threshold number.

8. The receiver system of claim 1, wherein the CRC
validation threshold value 1s the second threshold number.

9. A method, comprising:

storing a packet receive timeout value, a cyclic redun-

dancy check (CRC) error threshold value, and a CRC
validation threshold value;:
measuring time while no data packets are being received
from a transmitter system over a wireless link;

declaring the wireless link bad when a time period based
on the packet recerve timeout value expires before any
data packet 1s received;
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recetving data packets from the transmitter system over
the wireless link, each of the data packets including a

CRC value;

evaluating the CRC value of each data packet received to
evaluate validity of each data packet received;

counting each data packet received and found to be
invalid;

declaring the wireless link bad when a number of data

packets recerved and found to be invalid exceeds a first
threshold number based on the CRC error threshold
value;
counting each data packet received and found to be valid;
declaring the wireless link good upon satisfaction of a
condition, the condition including that a number of data
packets received and found to be valid exceeds a
second threshold number based on the CRC validation
threshold value;
inserting a receive status indicator 1 an outgoing data
packet being sent to the transmitter system, the receive
status indicator indicating whether the receiver system
has declared the wireless link as good or bad, the
transmitter system using the receive status indicator to
identily 1ts transmit status; and
transmitting the outgoing data packet to the transmitter
system.
10. The method of claim 9, wherein the wireless link 1s a
link of a link aggregation group.
11. The method of claim 9, further comprising receiving
a keep-alive packet at a keep-alive insertion rate from the
transmitter system, when there are no data packets.
12. The method of claim 9, wherein the transmitter system
1s a node 1n a wireless network ring.
13. The method of claim 9, wherein receiving data packets
includes receiving Ethernet data packets.
14. The method of claam 9, wherein the packet receive
timeout value 1s the time period.
15. The method of claam 9, wherein the CRC error
threshold value 1s the first threshold number.
16. The method of claim 9, wherein the CRC wvalidation
threshold value 1s the second threshold number.
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