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FACILITATING NETWORK SECURITY
ANALYSIS USING VIRTUAL REALITY
DISPLAY DEVICES

TECHNICAL FIELD

The present disclosure relates generally to performing
operations using a virtual reality display device that presents
virtual objects 1n a virtual reality environment.

BACKGROUND

Networks are increasingly susceptible to cyber-attacks.
Individuals may exploit network vulnerabilities to employ
cyber-attacks by various means to steal, alter, or destroy a
target by hacking into a susceptible system. Cyber-attacks
may originate at an unsecure network component. For
example, a computer hacker may access a network through
an unsecure network component to launch a cyber-attack.

Security measures are employed within network compo-
nents to prevent cyber-attacks. For example, firewalls,
demilitarized zones, antivirus software, soiftware patches,
and other types of security measures are used to prevent
cyber-attacks. Each component 1n a network may implement
some, none, or all of these security measures.

Individuals may analyze security measures associated
with network components 1n a computing networking envi-
ronment to ensure the network 1s protected against cyber-
attacks. Traditional systems provide a summary of security
measures for individual network components in the form of
a spreadsheet or text-based report. When a person 1s looking
for information related to network security, the person must
view 1ndividual security features of disparate network com-
ponents separately. Presenting information in the form of
reports or spreadsheets may not allow a person to determine
the overall security of an enterprise’s network rapidly, and
thus may decrease network security. Thus, it 1s desirable to
provide the ability to efficiently request information regard-
ing network components in a way that increases the security
network systems.

SUMMARY

In one embodiment, a virtual reality system includes one
or more databases and a virtual reality user device. The one
or more databases include network component data and
security data for a plurality of network components. The
network component data includes the network interconnec-
tions and location of each of the plurality of network
components. The network component data further includes
one or more data types associated with each of the plurality
of data network components.

The security data may include software patch update
information that indicates the most recent soiftware patch
update for the network component, demilitarized zone 1nfor-
mation indicating whether the data network component 1s 1n
a demilitarized zone, firewall information indicating the
firewall type and status, and antivirus information indicating
the software type and status of antivirus software.

The virtual reality user device includes a display config-
ured to present a virtual reality environment to the user. The
virtual reality user device further includes one or more
processors operably coupled to the display. The wvirtual
reality user device further includes an electronic transier
engine configured to receive operational data and a virtual
overlay engine. The virtual overlay engine presents a {first
network component in the virtual reality environment, the
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presentation indicating network connections of the first
network component. The virtual overlay engine overlays the
security data for the first network component onto the first
network component 1n the virtual reality environment.

In another embodiment, a virtual reality user device
includes a display configured to present a virtual reality
environment to the user. The virtual reality user device
turther includes one or more processors operably coupled to
the display. The virtual reality user device further includes
an electronic transifer engine configured to receive opera-
tional and virtual data. This data includes network compo-
nent data for a plurality of network components and security
data for each of the plurality of network components.

The virtual reality user device further includes a virtual
overlay engine. The virtual overlay engine identifies a first
network component of a plurality of data network compo-
nents. The virtual overlay engine presents a first network
component 1n the virtual reality environment, the presenta-
tion indicating network connections of the first network
component. The virtual overlay engine further overlays the
security data for the first network component onto the first
network component in the virtual reality environment.

The present embodiment presents several technical
advantages. In one embodiment, a virtual reality user device
allows a user to view a network topology that includes all or
substantially all network components 1n a network. Display-
ing network components and interconnections among them
allows a user to determine how network components in the
network interact. This increases the security of a network by
allowing a user to 1dentity network vulnerabilities by view-
ing network component nterconnections.

In one embodiment, a virtual reality user device allows a
user to view information relating to the security of a network
system. Allowing a user to visualize all or substantially all
ol the security information relating to network components
in one viewing screen, allows the user to appreciate the
breadth and depth of security measures ol network systems.
This allows a user to 1dentily failures or potential failures 1n
a system’s security, thus increasing the network security of
the system. This embodiment further allows users to deter-
mine network security risks that are pervasive across a
plurality of network components.

Another technical advantage 1s the virtual reality user
device provides a virtual reality environment where infor-
mation can only be seen by the virtual reality user device
user. This provides privacy to the user’s mmformation and
increases the security of the overall system.

In one embodiment, a virtual reality user device increases
security ol communicating network component data and
security data for a network. The virtual reality user device
allows the user to authenticate themselves, which then
allows the user to request and obtain information that is
specific to the user. This reduces or eliminates unintended
access to the data.

The virtual reality user device generates user tokens that
identify the user, which improves the performance of the
virtual reality user device by reducing the amount of infor-
mation required to 1dentify and authenticate the user. Using
user tokens also reduces the amount information used to
request information linked with the user. User tokens are
encoded or encrypted to obluscate and mask information
being communicated across a network. Masking the infor-
mation being communicated protects users and their infor-
mation in the event unauthorized access to the network
and/or data occurs.

Certain embodiments of the present disclosure may
include some, all, or none of these advantages. These
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advantages and other features will be more clearly under-
stood from the following detailed description taken 1n con-
junction with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure,
reference 1s now made to the following brief description,
taken 1n connection with the accompanying drawings and
detailed description, wherein like reference numerals repre-
sent like parts.

FIG. 1 1s a schematic diagram of an embodiment of a
virtual reality system configured to present virtual objects in
a virtual reality environment.

FIG. 2 1s a first person view of an embodiment for a
virtual reality user device display presenting virtual objects
within a virtual reality environment.

FIG. 3 1s a schematic diagram of an embodiment of a
virtual reality user device employed by the virtual reality
system.

FI1G. 4 1s a flowchart of an embodiment of a virtual reality
overlaying method.

DETAILED DESCRIPTION

Enterprises may have systems that include a variety of
network components at a varying geographic locations.
Systems may include a number of network components.
Network components may store and/or transmit varying
volumes of information, such as digital data files. Users may
request to view information for network components. For
example, a request may include a request to view capabili-
ties of a network component, the location of a network
component, and the types of digital data files associated with
the network component. Providing this information to a user
presents several technical challenges.

Digital data files may include confidential information.
For example, a network component such as a server may
store personal information such as a social security numbers,
bank account information, or any other type of confidential
information. Users may perform a security risk analysis.
Users may submit a request to determine i a network
components contains confidential information. Depending
on the type of immformation, a user may request to view
security information for the network component. For
example, a user may request whether a network component
has a current soitware patch update, whether the network
component 1s protected by an operating firewall, whether the
network component i1s operating antivirus software, and
whether the network component 1s 1n a demilitarized zone.
Providing this mformation to a user presents several tech-
nical challenges.

Existing systems may not be capable of providing security
information to users. Existing systems may not track secu-
rity measures to protect individual network components 1n a
network. If an existing system does track these security
measures, a user may have to make individual requests to
cach of the diflerent sources 1n order to obtain the desired
information. The system returns individual security features
of disparate network components separately. For example,
the system may return a text report or a spreadsheet that
indicates security features of disparate network components.
Presenting information 1n the form of reports or spreadsheets
may not allow a person to determine the overall security of
an enterprise’s network. For example, existing systems do
not indicate how network components interact within a
system. As systems have a large number of network com-
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ponents that store and/or communicate varying degrees of
information, a user may not be able to adequately perform
a security analysis by merely viewing a report. For example,
a user may not see patterns of security lapses across a system
or otherwise recerve a full picture of a system’s security 1n
context. Network components may be connected in a sys-
tem. The network components may communicate informa-
tion to and receive mformation from other network compo-
nents 1n the network. A report may not adequately convey
how network components are connected. A report may not
adequately convey what types of mnformation are stored in
and communicated between network components. Thus, 1t 1s
desirable to provide the ability to efliciently review infor-
mation regarding network components in a way that
increases the security network systems.

This disclosure recognizes the technical advantages of
displaying network components 1n a virtual environment. A
user may view virtual network components and security
information associated with the network components. Each
virtual network component corresponds to an actual network
component of a system. A virtual reality user device displays
a network topology for a network. A user may view infor-
mation for one or more virtual network components via the
virtual display. A user may view the network topology to
view network components of the system and interconnec-
tions of network components. A user may move throughout
the virtual space to view additional network components.
This provides the technical advantage of allowing a user to
determine the operation of a network. Existing systems may
present network information in the form of a text report or
spreadsheet. Some networks may include hundreds or thou-
sands of network components. Determining interconnec-
tions between each of these components with a text report or
spreadsheet 1s diflicult or impossible. This disclosure rec-
ognizes the advantage of virtually displaying representations
of network components, along with interconnections
between the components, to allow a user to determine how
a network operates.

Security information 1s virtually overlaid onto the virtual
network components 1n the virtual display. Security infor-
mation generally indicates whether a network component 1s
secure. For example, security information may indicate
whether a network component has received a soiftware patch
update, whether the network component 1s adequately pro-
tected by a firewall and/or antivirus software, and/or whether
a network component 1s 1n a demilitarized zone. A user may
view a network component to determine whether it 1s
associated with confidential information. A user may deter-
mine whether other network components connected to the
network component are associated with confidential infor-
mation. Depending on the level of confidential information
associated with the network component, the user may view
the overlaid security information for the component to
determine whether adequate securities measures are in place
to protect the confidential information and/or the network.

The virtual display of network components with their
associated security overlays provides the technical advan-
tage of allowing users to determine and fix network com-
ponent security 1ssues that are pervasive throughout a net-
work. A traditional system may communicate an alert to a
user that a disparate network component 1s inadequately
secured. This disclosure contemplates the virtual display
allowing a user to determine a pattern of security risks. For
example, the virtual display may indicate that a network
component 1s mnadequately secured. The display allows the
user to view similar network components connected to the
network component or throughout the network to determine
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whether the additional network components include the
same security inadequacy. For example, the display may
indicate that a network server has not received a latest
soltware patch update. The user may view similar servers 1n
the displayed network topology to determine whether the
similar servers received the software patch update. This
provides the advantage of allowing a user to address net-
work security issues on a network level, rather than a
network component level.

Securely transierring data and information across a net-
work poses several technical challenges. Networks are sus-
ceptible to attacks by unauthorized users trying to gain
access to sensitive information being communicated across
the network. Unauthorized access to a network may com-
promise the security of the data and information being
communicated across the network.

One technical solution for improving network security 1s
a virtual reality user device that generates and uses user
tokens to allow a user to send information for requesting
potentially sensitive information for the user. The virtual
reality user device allows user tokens to be generated
automatically upon identifying and authenticating the user.
The user token may be encoded or encrypted to obfuscate

the information being communicated by 1t. Using user
tokens to mask imnformation that 1s communicated across the
network protects users and their information 1n the event of
unauthorized access to the network and/or data occurs. The
user tokens also allow for data transfers to be executed using
less information than other existing systems, and thereby
reduces the amount of data that 1s communicated across the
network. Reducing the amount of data that 1s communicated
across the network improves the performance of the network
by reducing the amount of time network resources are
occupied.

Information 1n a virtual reality environment can only be
seen by the user of the virtual reality user device. Other
people around the virtual reality user device user are unable
to see any potentially sensitive information the user i1s
viewing. As a result, the virtual reality user device provides
privacy to the user’s information and increases the security
of the overall system.

FIG. 1 illustrates a user employing a virtual reality user
device to view virtual objects 1n a virtual environment. FIG.
2 provides first person views of what a user might see when
using the virtual reality user device to view virtual objects in
the virtual environment. FIG. 4 1s an example ol a process
for retrieving and presenting virtual objects in a virtual
reality environment.

FIG. 1 1s a schematic diagram of an embodiment of a
virtual reality system 100 configured to present virtual
objects 1n a virtual reality environment 200. The wvirtual
reality system 100 includes a virtual reality user device 400
in signal communication with a database 102 via a network
104. The virtual reality user device 400 1s configured to
employ any suitable connection to communicate data with
the database 102. In FIG. 1, the virtual reality user device
400 1s configured as a head-mounted wearable device. Other
examples of wearable devices are integrated into an eye
glass structure, a visor structure, a helmet structure, a contact
lens, or any other suitable structure. In some embodiments,
the virtual reality user device 400 comprises a mobile user
device integrated with the head-mounted wearable device.
Examples of mobile user devices include, but are not limited
to, a mobile phone and a smart phone. Additional details
about the virtual reality user device 400 are described 1n

FIG. 3.
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Examples of a virtual reality user device 400 1n operation
are described below and in FIG. 4. The virtual reality user
device 400 1s configured to identily and authenticate a user
106. The virtual reality user device 400 1s configured to use
one or more mechamsms such as credentials (e.g. a log-n
and password) or biometric signals to 1dentify and authen-
ticate the user 106. For example, the virtual reality user
device 400 1s configured to receive an mput (e.g. credentials
and/or biometric signals) from the user 106 and to compare
the user’s input to verification data that 1s stored for the user
106 to authenticate the user 106. In one embodiment, the
verification data 1s previously stored credentials or biometric
signals for the user 106.

The virtual reality user device 400 1s further configured to
identify a user token 108 for the user 106 once the user 106
has been authenticated. The user token 108 1s a label or
descriptor (e.g. a name) used to uniquely 1dentify the user
106. In one embodiment, the virtual reality user device 400
selects the user token 108 from a plurality of user tokens 108
based on the 1dentity of the user 106. In other embodiments,
the virtual reality user device 400 selects or identifies the
user token 108 based on any other criteria for the user 106.
The virtual reality user device 400 1s configured to send the
identified user token 108 to the database 102 to request data
120 for the user 106. The data 120 includes, but 1s not
limited to network component data 122 and security data
124. Virtual reality user device 400 1s configured to receive
data 120 and generate a virtual display to user 106 that
includes data 120. In some embodiments, the display pro-
vides information to user 106 that includes details of one or
more network components. This allows user 106 to gain an
understanding of the network components, including their
capacity, location, and security risks.

Network component data 122 generally includes infor-
mation for one or more network components. A network
component may be a router, a switch, a modem, a web client,
a web server, a printer, a personal computer, a cellular
phone, and/or any other type of component that 1s commu-
nicatively coupled to a network. In some embodiments,
virtual reality user device 400 displays network component
data 122 1n a graphical form. A user 106 may view network
component data 122 using virtual device 400 to gain an
understanding of a system’s network layout and security
risks. Network component data 122 may include informa-
tion for one or more of the network components as discussed
in relation to FIG. 2. Network component data may indicate
connections of a network component; a network that a
network component 1s 1n; whether a network component 1s
in a demilitarized zone; and/or any other suitable informa-
tion for a network component. Network component data 122
may include interconnections information for one or more
network components. For example, network component data
122 may facilitate displaying a network topology showing
interconnections between the network components of a
network. Network component data 122 may indicate a
capacity of one or more network components. For example,
if the network component i1s a network server, network
component data 122 may indicate an amount of data stored
on a network component. As another example, network
component data 122 may indicate the amount of storage
available for a network component. Network component
data 122 may indicate a location of one network compo-
nents, such as a geographical location. For example, a
plurality of network components may be located 1n different
geographical locations. Virtual reality user device 400 may
use network component data 122 to display the location of
one or more network components. Network component data
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122 may include data types stored in one or more network
components such as a server. Network components may
store any suitable type of data. In some embodiments,
network components may store and/or communicate confi-
dential data. Network component data 122 may indicate that
a network components 1s storing, commumnicating, and/or
receiving coniidential data. Network component data 122
may 1nclude a description of the data. Network component
data 122 may include any information that identifies char-
acteristics ol a network component and/or characteristics of
information within the network component. Network com-
ponent data 122 1s discussed 1n more detail 1n relation to
FIG. 2.

Security data 124 generally comprises information relat-
ing to the security of one or more network components. In
some embodiments, security data 124 includes software
patch update information, demilitarized zone 1nformation,
firewall information, and antivirus information, among other
information, for one or more network components, as dis-
cussed 1 more detail 1n relation to FIG. 2. Security data 124
generally indicates security features of one or more network
components. In some embodiments, user 106 may view
security data 124 using virtual reality user device 400. In
some embodiments security data 124 may be overlaid on
network component data 122. For example, a user may view
virtual environment 200 to view network components of a
system and determine how the network components interact
within the system. Security data 124 for one or more
displayed network components may be overlaid on the
network components so 1t may be viewed 1n context with a
network topology. Thus, a user may determine the security
of network components 1n a system and how the network
components interact. For example, virtual reality user device
400 may display a network component and security infor-
mation relating to the network component. User 106 may
determine characteristics of the network component, includ-
ing security risks, by viewing virtual reality user device’s
400 display. Security data 124 1s discussed in more detail 1n
relation to FIG. 2.

The virtual reality user device 106 1s configured to receive
data 120 from database 102 1n response to sending the user
token 108. The virtual reality user device 400 1s configured
to process the data 120 to display information for one or
more network components.

The wvirtual reality user device 400 1s configured to
virtually present information for the one or more network
components as virtual objects 1n a virtual reality environ-
ment. The virtual reality environment 1s a virtual warchouse,
a virtual room, a virtual home, a virtual oflice, or any other
suitable virtual environment. For example, the virtual reality
environment 1s configured to simulate a warehouse storing a
plurality of network components. The virtual reality user
device 400 1s further configured to overlay status tags with
their corresponding network components 1n the virtual real-
ity environment.

The network 104 comprises a plurality of network nodes
configured to communicate data between the virtual reality
user device 400 and one or more network components 102
and/or third-party databases 118. Examples of network
nodes include, but are not limited to, routers, switches,
modems, web clients, and web network components. The
network 104 1s configured to communicate data (e.g. user
tokens 108 and data 120) between the virtual reality user
device 400 and the database 102. Network 104 1s any
suitable type of wireless and/or wired network including, but
not limited to, all or a portion of the Internet, the public
switched telephone network, a cellular network, and a
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satellite network. The network 104 1s configured to support
any suitable communication protocols as would be appre-
ciated by one of ordinary skill in the art upon viewing this
disclosure.

The database 102 is linked to or associated with one or
more institutions. Examples of institutions include, but are
not limited to, organizations, businesses, government agen-
cies, financial institutions, and universities. The database
102 1s a network device comprising one or more processors
110 operably coupled to a memory 112. The one or more
processors 110 are implemented as one or more central
processing umit (CPU) chips, logic units, cores (e.g. a
multi-core processor), field-programmable gate array (FP-
(GAs), application specific integrated circuits (ASICs), or
digital signal processors (DSPs). The one or more processors
110 are communicatively coupled to and 1n signal commu-
nication with the memory 112. The one or more processors
110 are configured to process data and may be implemented
in hardware or software. The one or more processors 110 are
configured to implement various instructions. In an embodi-
ment, the processors 110 implement istructions using logic
units, FPGAs, ASICs, DSPs, or any other suitable hardware.

The memory 112 comprises one or more disks, tape
drives, or solid-state drives, and may be used as an over-tlow
data storage device, to store programs when such programs
are selected for execution, and to store instructions and data
that are read during program execution. The memory 112
may be volatile or non-volatile and may comprise read-only
memory (ROM), random-access memory (RAM), ternary
content-addressable memory (TCAM), dynamic random-
access memory (DRAM), and static random-access memory
(SRAM). The memory 112 1s operable to store data 120.
Data 120 stores network component data 122 and/or security
data 124, as previously discussed.

The following 1s a non-limiting example of how the
virtual reality system 100 may operate. In this example, a
user 106 1s sitting at their desk wearing the virtual reality
user device 400. The user 106 authenticates themselves
betore using the virtual reality user device 400 by providing
credentials (e.g. a log-in and password) and/or a biometric
signal.

The virtual reality user device 400 authenticates user 106
by comparing the user’s input to verification data (e.g. a
biometric signal) stored for the user 106. When the user’s
input matches or 1s substantially the same as the verification
data stored for the user, the virtual reality user device 400 1s
able to i1dentily and authenticate the user 106. When the
user’s mput does not match the verification data stored for
the user 106, the virtual reality user device 400 1s unable to
identily and authenticate the user 106. The virtual reality
user device 400 1dentifies a user token 108 for the user 106
based on the identity of the user 106 and in response to
authenticating the user 106. Once the user 106 has been
authenticated, the user token 108 1s used by other systems
and devices to 1dentily and authenticate the user 106 without
requiring the user 106 to provide additional credentials for
cach system. The virtual reality user device 400 sends the
user token 108 to the database 102.

The database 102 receives the user token 108 and pro-
cesses the user token 108 to identity the user 106. The
database 102 determines whether user 106 1s authorized to
view data 120. The database 102 generates data 120 network
using component data 122 and security data 120. The
database 102 communicates the data 120 to the virtual
reality user device 400.

The virtual reality user device 400 receives the data 120
and processes the data 120 to identify the one or more
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network components and characteristics of the network
components. The virtual reality user device 400 presents the
one or more network components to the user 106 as virtual
objects 1n a virtual reality environment. For example, the
virtual reality user device 400 displays the one or more
network components 1n a virtual warchouse. In one embodi-
ment, the virtual reality user device 400 presents a plurality
ol network components. The virtual reality user device 400
presents an overlay of security information for one or more
network components as depicted in FIG. 2. The overlay of
security mnformation may facilitate identifying security risks
of the one or more network components. Viewing how
network components connect to each other within a topol-
ogy of a system, and security information associated with
the network components overlaid on top of the network
topology, facilitates enhanced network security analysis. For
example, virtual reality user device 400 may present a
network component that stores highly confidential informa-
tion. A user 106 may view the network component along
with security information for the network component. Addi-
tionally, user 106 may view network components 1 com-
munication with the network component, along with their
respective security imformation. This allows increased net-
work security by allowing 106 to more accurately perform
a security risk analysis. For example, a traditional text report
or spreadsheet may indicate a security risk of a disparate
network component. The virtual overlay contemplated in
this disclosure, however, allows a user to determine network
security risks of a network component in context of a
network as a whole. A user may determine a security risk
that for a plurality of network components throughout a
network. Thus, a user may identify and correct additional
security risks, making the network more secure.

FIG. 2 1s an example of a virtual reality user device 400
presenting virtual objects 1n a virtual reality environment.
The virtual objects are based on the data 120 using the
virtual reality user device 400. FIG. 2 1s a first person view
of an embodiment for a virtual reality user device 400
presenting virtual objects 202 within a virtual reality envi-
ronment 200. In some embodiments, the virtual reality
environment 200 1s only visible to the person using a virtual
reality user device 400. Other people around the user are
unable to see the content being displayed to the user.

In FIG. 2, the virtual reality environment 1s arranged 1n a
virtual network topology. FIG. 2 illustrates a first person
view of virtual network components 204. Virtual reality user
device 400 may display any suitable number of wvirtual
network components 204. Virtual network component 204
corresponds to an actual network component. Fach virtual
network component 204 indicates information for 1ts corre-
sponding actual network component. In a virtual reality
environment 200 the user 106 1s able to view, move,
organize, and manipulate virtual objects 202 within the
virtual reality environment 200. For example, the user 106
1s able to move, open, or otherwise manipulate virtual
network components 204 to view additional virtual network
components 204. User 106 may simulate walking within the
virtual reality environment 200 to move between virtual
network components 204.

The virtual reality user device 400 1s presenting the user
106 with information for network components received from
data 102. As 1llustrated, virtual reality user device displays
400 in virtual reality environment 200 virtual network
components 204. Each wvirtual network component 204
corresponds to an actual network component of a system.
Virtual network component 204 may be different sizes. A
s1ze of virtual network component 204 may indicate the
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capacity of the actual network component corresponding to
the virtual network component 204. As another example, a
size of virtual network component 204 may indicate an
amount ol information stored 1n the actual network compo-
nent corresponding to the virtual network component 204.
For example, when the network component 1s a server, the
s1ze of the virtual network component 204 corresponding to
the sever may indicate the capacity and/or information
stored 1n the server.

As 1llustrated, one or more virtual network components
204 may store and/or communicate virtual data files 206.
Virtual data files 206 represent data files stored 1n an actual
network component associated with virtual network com-
ponent 204. Virtual reality user device 400 may use network
component data 122 to generate a display including virtual
data files 206. Virtual data files 206 may indicate the name
and/or description of a digital data file. As another example,
virtual data files 206 may indicate whether the data file 1s
confidential. Virtual Data files 206 allow user 106 to deter-
mine the security requirements for an actual network com-
ponent associated with the network component 204. For
example, 11 virtual data files 206 indicate that an actual
network component comprises highly confidential informa-
tion, a user 106 may determine that high security measures
should be taken to protect data 1n the network component.

As 1llustrated, virtual reality environment 200 displays
data file communications 212. Generally, information 1is
exchanged between network components 1n a network envi-
ronment. For example, a network component may commu-
nicate one or more data files to one or more other network
components. As another example, a network component
may recetve one or more data files from a network compo-
nent or any other suitable component capable to transier
information 1n a network environment. User 106 may view
where an actual network component 1s communicating digi-
tal data files by viewing data file communications 212. User
106 may view from where an actual network component 1s
receiving digital data files using data file communications
212. User 106 may determine which data files 206 are being
communicated to and/or from a network component. This
may aid user 106 in determining security risks. For example,
data file communications 212 may indicate if a data file 1s
communicated outside of a demilitarized zone. As another
example, data file communications 212 may indicate if a
confidential data file 1s communicated to a network compo-
nent with madequate security procedures.

Virtual reality environment 200 displays location 210.
Location 210 generally indicates the geographic location of
an actual network component associated with network com-
ponent 204. An enterprise may include a plurality of network
components 1n a plurality of geographic locations. Location
210 may be utilized to locate an actual network component
associated with virtual network component 204. User 106
may determine security risks associated geographic loca-
tions. For example, 1f user 106 determines that an actual
network component includes highly confidential informa-
tion, user 106 may want to ensure that the actual network
component 1s located 1n a location with restricted physical
access.

Virtual reality environment 200 may include virtual trash-
can 208. Generally, virtual trashcan 208 allows user 206 to
delete a digital data file that corresponds to virtual data file
206. User 106 may move virtual data files 206 within virtual
reality environment 200. For example, user 106 may user a
data glove, a stylus, or any other suitable component to
move virtual data files 206 in virtual reality environment
200. Movement of virtual data files 206 in virtual reality
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environment 200 corresponds to movement of digital data
files 1n the real world. For example, 11 user 206 moves a first
digital data file from virtual network component 204a to
virtual network component 2045, the actual network com-
ponent associated with virtual network component 2044
communicates the data to the actual network component
associated with virtual network component 2045. In some
embodiments, user 106 may move a virtual data file 206 to
virtual trashcan 208 in virtual reality environment 200. In
these embodiments, the file may be deleted from the actual
network component associated with the virtual network
component.

As further illustrated i FIG. 2, the virtual reality user
device 400 1s presenting the user 106 with security infor-
mation for a virtual network component 204. Virtual reality
user device 400 may present security information for one
virtual network component 204 or any number of virtual
network components 204. Virtual reality user 400 may use
security data 120 received from database 102 to present
security information for virtual network component 204. As
illustrated, virtual reality user device 400 displays security
overlay 302 for one or more network components. Security
overlay 302 generally indicates security information for the
network component 204. Security overlay 302 may be
displayed 1n conjunction with a virtual network component
204, thus allowing user 106 to view virtual network com-
ponent 204 and security information of the network com-
ponent 1n a single viewing area. The security information
may include software patch date immformation 304, firewall
status 306, antivirus status 308, demilitarized zone status
310, and/or any other suitable security information. Security
overlay 302 allows user 106 to view security information for
a network component and determine security risks.

In some embodiments, security overlay 302 may provide
visual indications for software patch date information 304,
firewall status 306, antivirus status 308, and/or demilitarized
zone status 310. Security overlay 302 may include colors to
indicate security information. For example, 11 a network
component does not have a latest software patch, security
overlay 302 may include a red color associated with sofit-
ware patch date. As another example, if a network compo-
nent’s firewall 1s current and functioning properly, security
overlay 302 may include a green color associated with
firewall status 306. In some embodiments, security overlay
302 may include an audible indication. For example, secu-
rity overlay 302 may include a siren, a bell, or any other
audible signal to 1ndicate a security risk.

Soltware patch date mnformation 304 generally indicates
soltware patch information for an actual network component
associated with virtual network component 204. Network
components may periodically receive software patch
updates. Software patch updates may address security con-
cerns 1n soltware code. For example, 11 1t 1s determined that
soltware running on a network component includes a secu-
rity risk, a software patch may be created to reduce or
climinate the securnity risk. Software patch date information
304 may display the date that the actual network component
last receive a software patch. This may allow user 106 to
determine whether the network component 1s operating with
the latest software patch. In some embodiments, software
patch date mnformation 304 may include a name of a latest
installed software patch and/or a description of the software
patch. Software patch date allows user 106 to determine
security risks by determiming whether a network component
has a most current software patch update.

Firewall status 306 generally indicates a status of a
firewall for an actual network component associated with
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virtual network component 204. Generally, a firewall 1s a
network security system that monitors and controls 1ncom-
ing and outgoing network traflic from an actual network
component. This disclosure contemplates any firewall
known 1n the art or developed in the future. In some
embodiments, a firewall may not be running. For example,
a firewall may not be functioning properly. As another
example, a firewall may disabled. Firewall status 306 1ndi-
cates whether a firewall 1s running and/or functioning prop-
erly. For example, firewall status 306 may indicate that a
firewall 1s runming. As another example, firewall status 306
may indicate that a firewall 1s turned ofl. As yet another
example, firewall status 306 may indicate that a firewall has
an error. As another example, firewall status 306 may
indicate that a firewall 1s out of date. Firewall status 306 may
indicate a type of firewall on an actual network component.
Firewall status 306 may indicate the name of a firewall on
an actual network component. Firewall status 306 allows
user 106 to determine security risks by determining whether
a firewall 1s operating properly.

Antivirus status 308 generally indicates a status of anti-
virus status 308 operating on an actual network component
associated with virtual network component 204. Antivirus
software 308 1s generally software that detects and/or
removes computer viruses. Antivirus soltware 308 may
detect and/or remove malware such as browser helper
objects, ransomware, key loggers, trojan horses, worms,
adware, spyware, and/or any other type of malware. This
disclosure contemplates any type of anfivirus soltware
known 1n the art or developed in the future. In some
embodiments, antivirus software may not be runming. For
example, antivirus soltware may not be functioning prop-
erly. As another example antivirus software may be disables.
Antivirus status 308 indicates whether antivirus software 1s
running and/or properly functioning. For example, antivirus
status 308 may 1ndicate that antivirus software 1s running. As
another example, antivirus status 308 may indicate that a
antivirus soltware 1s turned ofl. As yet another example,
antivirus status 308 may indicate that antivirus software has
an error. As another example, antivirus status 308 may
indicate that antivirus soiftware 1s out of date. In some
embodiments, antivirus status 308 indicates the type of
antivirus software running on a network component. For
example, antivirus status 308 may indicate a brand, and/or
version ol anfivirus software. Antivirus status 308 allows
user 106 to determine security risks by determining whether
antivirus 1s operating properly.

Demilitarized zone status 310 generally indicates whether
an actual network component associated with virtual net-
work component 204 1s in a demilitarized zone. A demili-
tarized zone 1s generally a sub-network that separates an
internal local area network from untrusted networks. For
example, a demilitarized zone may separate an internal local
area network from the Internet. In some 1nstances, a network
component outside of a demilitarized zone may be more
susceptible to attacks. This disclosure contemplates any type
of demilitarized zone known in the art or developed 1n the
future. Demilitarized zone status 310 indicates whether or
not an actual network component corresponding to virtual
network component 204 1s 1n a demilitarized zone. Demili-
tarized zone status 310 allows user 106 to determine security
risks of network component 204.

The types of security information discussed above are
merely examples of security measures that may be deployed
in a computer network. This disclosure contemplates secu-
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rity overlay 302 including any type of security information,
whether known at the time of this disclosure or developed in
the future.

Virtual reality environment 200 allows a user view a
network topology and understand and correct security risks
associated with the network, thus increasing network secu-
rity. Virtual reality environment 200 includes a display of the
network topology for a network. A user may view informa-
tion for one or more virtual network components via the
virtual display. A user may view the network topology to
view network components of the system and interconnec-
tions of network components. A user may move throughout
the virtual space to view additional network components.
This provides the technical advantage of allowing a user to
determine the operation of a network. Some networks may
include hundreds or thousands of network components.
Determining interconnections between each of these com-
ponents with a test report or spreadsheet 1s diflicult or
impossible. This disclosure recogmzes the advantage of
virtually displaying representations of network components,
along with interconnections between the components, to
allow a user to determine how a network operates.

Security information 1s virtually overlaid onto the virtual
network components 1n the virtual display. A user may view
a network component to determine whether it 1s associated
with confidential information. A user may view determine
whether other network components connected to the net-
work component are associated with confidential informa-
tion. Depending on the level of confidential information
associated with the network component, the user may view
the overlaid security information for the component to
determine whether adequate securities measures are 1n place
to protect the confidential information and/or the network,
thus providing the technical advantage of increasing the
security of the network.

The virtual display of network components with associ-
ated security overlays provides the technical advantage of
allowing users to determine network component security
1ssues that are pervasive throughout a network. A traditional
system may communicate an alert to a user that a disparate
network component 1s inadequately secured. This disclosure
contemplates the virtual display allowing a user to determine
a pattern of security risks. For example, the virtual display
may 1indicate that a network component 1s i1nadequately
secured. The display allows the user to view similar network
components connected to the network component or
throughout the network to determine whether the additional
network components include the same security mmadequa-
cies. For example, the virtual display may indicate that a
network server has not received a latest software patch
update. The user may view similar servers in the displayed
network topology to determine whether the similar servers
received the software patch update. This provides the advan-
tage of allowing a user to address network security 1ssues on
a network level, rather than a network component level.

FIG. 3 1s a schematic diagram of an embodiment of a
virtual reality user device 400 employed by the wvirtual
reality system 100. The virtual reality user device 400 1s
configured to authenticate a user 106, to identify a user token
108 for the user 106, to send the user token 108 to a database
102, to receive data 120 for the user 106 in response to
sending the user token 108, and to present the data 120 as
virtual objects 1n a virtual reality environment. An example
of the wvirtual reality user device 400 in operation 1is
described 1n FIG. 4.

The virtual reality user device 400 comprises a processor
402, a memory 404, a camera 406, a display 408, a wireless
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communication interface 410, a network interface 412, a
microphone 414, a global position system (GPS) sensor 416,
and one or more biometric devices 418. The virtual reality
user device 400 may be configured as shown or 1n any other
suitable configuration. For example, virtual reality user
device 400 may comprise one or more additional compo-
nents and/or one or more shown components may be omit-
ted.

Examples of the camera 406 include, but are not limited
to, charge-coupled device (CCD) cameras and complemen-
tary metal-oxide semiconductor (CMOS) cameras. The cam-
era 406 1s configured to capture 1images of people, text, and
objects within a real environment. The camera 406 1is
coniigured to capture images continuously, at predetermined
intervals, or on-demand. For example, the camera 406 1is
configured to receive a command from a user to capture an
image. In another example, the camera 406 1s configured to
continuously capture images to form a video stream of
images. The camera 406 1s operable coupled to an optical
character (OCR) recognition engine 424 and/or the gesture
recognition engine 426 and provides images to the OCR
recognition engine 424 and/or the gesture recognition engine
426 for processing, for example, to identily gestures, text,
and/or objects 1n front of the user 106.

The display 408 1s configured to present visual informa-
tion to a user 106 using virtual or graphical objects 1n an
virtual reality environment in real-time. In an embodiment,
the display 408 1s a wearable optical head-mounted display
coniigured to reflect projected 1images for the user 106 to see.
In another embodiment, the display 408 1s a wearable
head-mounted device comprising one or more graphical
display umits integrated with the structure of the wear
head-mounted device. Examples of configurations for
graphical display units include, but are not limited to, a
single graphical display unit, a single graphical display unit
with a split screen configuration, and a pair ol graphical
display umits. The display 408 may comprise graphical
display units, lens, semi-transparent mirrors embedded 1n an
eye glass structure, a visor structure, or a helmet structure.
Examples of display units include, but are not limited to, a
cathode ray tube (CRT) display, a liquid crystal display
(LCD), a liquid crystal on silicon (LCOS) display, a light
emitting diode (LED) display, an active matric OLED
(AMOLED), an organic LED (OLED) display, a projector
display, or any other suitable type of display as would be

appreciated by one of ordinary skill 1n the art upon viewing
this disclosure. In another embodiment, the graphical dis-
play unit 1s a graphical display on a user device. For
example, the graphical display unit may be the display of a
tablet or smart phone configured to display virtual or graphi-
cal objects 1n a virtual reality environment 1n real-time.
Examples of the wireless communication interface 410
include, but are not limited to, a Bluetooth interface, a radio
frequency 1dentifier (RFID) interface, a near-field commu-
nication (NFC) interface, a local area network (LAN) inter-
face, a personal area network (PAN) interface, a wide area
network (WAN) interface, a Wi-F1 iterface, a ZigBee
interface, or any other suitable wireless communication
interface as would be appreciated by one of ordinary skill 1n
the art upon viewing this disclosure. The wireless commu-
nication interface 410 1s configured to allow the processor
402 to communicate with other devices. For example, the
wireless communication mterface 410 1s configured to allow
the processor 402 to send and receive signals with other
devices for the user 106 (e.g. a mobile phone) and/or with
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devices for other people. The wireless communication inter-
tace 410 1s configured to employ any suitable communica-
tion protocol.

The network interface 412 1s configured to enable wired
and/or wireless communications and to communicate data
through a network, system, and/or domain. For example, the
network intertace 412 1s configured for communication with
a modem, a switch, a router, a bridge, a network component,
or a client. The processor 402 1s configured to receive data
using network interface 412 from a network or a remote
source.

Microphone 414 1s configured to capture audio signals
(e.g. voice commands) from a user and/or other people near
the user 106. The microphone 414 1s configured to capture
audio signals continuously, at predetermined intervals, or
on-demand. The microphone 414 1s operably coupled to the
voice recognition engine 422 and provides captured audio
signals to the voice recogmition engine 422 for processing,
for example, to 1dentily a voice command from the user 106.

The GPS sensor 416 1s configured to capture and to
provide geographical location information. For example, the
GPS sensor 416 1s configured to provide the geographic
location of a user 106 employing the virtual reality user
device 400. The GPS sensor 416 1s configured to provide the
geographic location information as a relative geographic
location or an absolute geographic location. The GPS sensor
416 provides the geographic location information using
geographic coordinates (1.e. longitude and latitude) or any
other suitable coordinate system.

Examples of biometric devices 418 include, but are not
limited to, retina scanners and finger print scanners. Bio-
metric devices 418 are configured to capture information
about a person’s physical characteristics and to output a
biometric signal 431 based on captured information. A
biometric signal 431 1s a signal that 1s uniquely linked to a
person based on their physical characteristics. For example,
a biometric device 418 may be configured to perform a
retinal scan of the user’s eye and to generate a biometric
signal 431 for the user 106 based on the retinal scan. As
another example, a biometric device 418 1s configured to
perform a fingerprint scan of the user’s finger and to
generate a biometric signal 431 for the user 106 based on the
fingerprint scan. The biometric signal 431 1s used by a
biometric engine 430 to identily and/or authenticate a per-
SON.

The processor 402 1s implemented as one or more CPU
chups, logic units, cores (e.g. a multi-core processor),
FPGAs, ASICs, or DSPs. The processor 402 1s communi-
catively coupled to and 1n signal communication with the
memory 404, the camera 406, the display 408, the wireless
communication interface 410, the network interface 412, the
microphone 414, the GPS sensor 416, and the biometric
devices 418. The processor 402 1s configured to receive and
transmit electrical signals among one or more of the memory
404, the camera 406, the display 408, the wireless commu-
nication interface 410, the network interface 412, the micro-
phone 414, the GPS sensor 416, and the biometric devices
418. The clectrical signals are used to send and receive data
(c.g. user tokens 108 and data 120) and/or to control or
communicate with other devices. For example, the processor
402 transmit electrical signals to operate the camera 406.
The processor 402 may be operably coupled to one or more
other devices (not shown).

The processor 402 1s configured to process data and may
be implemented 1n hardware or software. The processor 402
1s configured to 1mplement various instructions. For
example, the processor 402 1s configured to implement a
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virtual overlay engine 420, a voice recognition engine 422,
an OCR recognition engine 424, a gesture recognition
engine 426, an electronic transier engine 428, and a bio-
metric engine 430. In an embodiment, the virtual overlay
engine 420, the voice recognition engine 422, the OCR
recognition engine 424, the gesture recognition engine 426,
the electronic transier engine 428, and the biometric engine
430 are implemented using logic units, FPGAs, ASICs,
DSPs, or any other suitable hardware.

The virtual overlay engine 420 1s configured to present
and overlay virtual objects 1in a virtual reality environment
using the display 408. For example, the display 408 may be
head-mounted display that allows a user to view virtual
objects such as documents and status tags. The virtual
overlay engine 420 1s configured to process data to be
presented to a user as virtual objects on the display 408.
Examples of presenting virtual objects 1 a virtual reality
environment are shown in FIGS. 2 and 3.

The voice recognition engine 422 1s configured to capture
and/or 1dentily voice patterns using the microphone 414. For
example, the voice recognition engine 422 1s configured to
capture a voice signal from a person and to compare the
captured voice signal to known voice patterns or commands
to 1dentity the person and/or commands provided by the
person. For instance, the voice recognition engine 422 1s
configured to receive a voice signal to authenticate a user
106 and/or to i1dentily a selected option or an action indi-
cated by the user. In some embodiments, user 106 controls
virtual reality device 400 using voice commands. For
example, user 106 may command virtual reality user device
400 to display a virtual network component 204 using voice
commands. Voice recognmition engine 422 receives the com-
mand from microphone 414, and virtual reality user device
400 displays the virtual network component 204 in response
to the command.

The OCR recogmition engine 424 1s configured to 1dentily
objects, object features, text, and/or logos using images 407
or video streams created from a series of images 407. In one
embodiment, the OCR recognition engine 424 1s configured
to 1dentily objects and/or text within an 1mage captured by
the camera 406. In another embodiment, the OCR recogni-
tion engine 424 1s configured to 1dentity objects and/or text
in about real-time on a video stream captured by the camera
406 when the camera 406 1s configured to continuously
capture 1mages. The OCR recognition engine 424 employs
any suitable technique for implementing object and/or text
recognition as would be appreciated by one of ordinary skall
in the art upon viewing this disclosure.

The gesture recognition engine 426 1s configured to
identily gestures performed by a user 106 and/or other
people. Examples of gestures include, but are not limited to,
hand movements, hand positions, finger movements, head
movements, and/or any other actions that provide a visual
signal from a person. For example, gesture recognition
engine 426 1s configured to 1dentify hand gestures provided
by a user 106 to indicate various commands such as a
command to 1nitiate a request to move throughout a virtual
warchouse as displayed in FIGS. 2 and 3. The gesture
recognition engine 426 employs any suitable technique for
implementing gesture recognition as would be appreciated
by one of ordinary skill in the art upon viewing this
disclosure.

The electronic transier engine 428 1s configured to 1den-
tify a user token 108 that identifies the user 106 upon
authenticating the user 106. The electronic transier engine
428 1s configured to send the user token 108 to a database
102 as part of a data request to imtiate the process of
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obtaining information linked with the user 106. The elec-
tronic transier engine 428 1s further configured to provide
the mformation (e.g. data 120) received from the database
102 to the virtual overlay engine 420 to present the infor-
mation as one or more virtual objects 1 a virtual reality
environment. An example of employing the electronic trans-
fer engine 428 to request information and presenting the
information to a user 1s described 1n FIG. 4.

The biometric engine 430 i1s configured to identily a
person based on a biometric signal 431 generated from the
person’s physical characteristics. The biometric engine 430
employs one or more biometric devices 418 to identily a
user 106 based on one or more biometric signals 431. For
example, the biometric engine 430 receives a biometric
signal 431 from the biometric device 418 1n response to a
retinal scan of the user’s eye and/or a fingerprint scan of the
user’s finger. The biometric engine 430 compares biometric
signals 431 from the biometric device 418 to verification
data 407 (e.g. previously stored biometric signals 431) for
the user to authenticate the user. The biometric engine 430
authenticates the user when the biometric signals 431 from
the biometric devices 418 substantially matches (e.g. 1s the
same as) the verification data 407 for the user.

The memory 404 comprise one or more disks, tape drives,
or solid-state drives, and may be used as an over-tflow data
storage device, to store programs when such programs are
selected for execution, and to store instructions and data that
are read during program execution. The memory 404 may be
volatile or non-volatile and may comprise ROM, RAM,
TCAM, DRAM, and SRAM. The memory 404 1s operable
to store 1mages, user tokens 108, biometric signals 431,
verification data 407, virtual overlay instructions 432, voice
recognition instructions 434, OCR recognition 1nstructions
436, gesture recognition instructions 438, electronic transier
instructions 440, biometric mnstructions 442, and any other
data or instructions.

Images comprises images captured by the camera 406 and
images from other sources. In one embodiment, 1images
comprises images used by the virtual reality user device 400
when performing optical character recognition. Images can
be captured using camera 406 or downloaded from another
source such as a tlash memory device or a remote network
component via an Internet connection.

Verification data 407 comprises any suitable information
for identily and authenticating a virtual reality user device
400 user 106. In an embodiment, verification data 407
comprise previously stored credential and/or biometric sig-
nals 431 stored for users. Verification data 407 1s compared
to an mput provided by a user 106 to determine the 1dentity
of the user 106. When the user’s mput matches or 1is
substantially the same as the verification data 407 stored for
the user 106, the virtual reality user device 400 1s able to
identily and authenticate the user 106. When the user’s input
does not match the verification data 407 stored for the user
106, the virtual reality user device 400 1s unable to identily
and authenticate the user 106.

Biometric signals 431 are signals or data that 1s generated
by a biometric device 418 based on a person’s physical
characteristics. Biometric signal 431 are used by the virtual
reality user device 400 to i1dentify and/or authenticate a
virtual reality user device 400 user 106 by comparing
biometric signals 431 captured by the biometric devices 418
with previously stored biometric signals 431.

User tokens 108 are generated or identified by the elec-
tronic transifer engine 428 and sent to a database 102 to
initiate a process for obtaining information linked with the
user. User tokens 108 comprise any suitable information for
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requesting nformation from the database 102. In one
embodiment, the user token 108 may comprise information
identify a user 106. An example of the virtual reality user
device 400 1dentitying a user token 108 to 1nitiate a process
for obtaining information linked with the user 1s described 1n
FIG. 4.

The virtual overlay instructions 432, the voice recognition
instructions 434, the OCR recognition instructions 436, the
gesture recognition mnstructions 438, the electronic transter
instructions 440, and the biometric instructions 442 each
comprise any suitable set of instructions, logic, rules, or
code operable to execute the virtual overlay engine 420, the
volice recognmition engine 422, the OCR recognition engine
424, the gesture recognition engine 426, the electronic
transier engine 428, and the biometric engine 430, respec-
tively.

FIG. 4 15 a flowchart of an embodiment of a virtual reality
overlaying method 500. Method 500 1s employed by the
processor 402 of the virtual reality user device 400 to
authenticate a user and to i1dentily a user token 108 for the
user. The virtual reality user device 400 uses the user token
108 to obtain information linked with the user and to present
the information to the user as virtual objects 1n a virtual
reality environment.

At step 502, the virtual reality user device 400 authent-
cates the user. The user provides credentials (e.g. a log-n
and password) or a biometric signal to authenticate them-
selves. The virtual reality user device 400 authenticates the
user based on the user’s mput. For example, the virtual
reality user device 400 compares the user’s mput to verifi-
cation data 407 stored for the user. When the user’s mput
matches or 1s substantially the same as the verification data
407 stored for the user, the virtual reality user device 400
identifies and authenticates the user. When the user’s mput
does not match the verification data 407 stored for the user,
the virtual reality user device 400 1s unable to identify and
authenticate the user. In one embodiment, the virtual reality
user device 400 reattempts to authenticate the user by asking
the user to resubmit their mput.

At step 504, the virtual reality user device 400 1dentifies
a user token 108 for the user. In one embodiment, the virtual
reality user device looks up the user token 108 for the user
based on the identity of the user. For example, once the user
has been authenticated, the virtual reality user device 400 1s
able to i1dentily the user and uses the user’s identity (e.g.
name) to look up the user token 108 for the user. In another
embodiment, once the user has been authenticated, the
virtual reality user device 400 generates a user token 108 for
the user based on the identity of the user. I virtual reality
user device 400 does not 1identity user token 108, the method
ends. If virtual reality user device 400 does i1dentily user
token 108, the method proceeds to step 506, the virtual
reality user device 400 commumnicates the user token 108 to
a database 102.

At step 508, the virtual reality user device 400 receives
data 120 for the user 1n response to sending the user token
108. As previously discussed, data 120 comprises network
component data 122 and security data 124.

At step 510, the virtual reality user device 400 1dentifies
a first network component using network component data
122. Network component data 122 may comprise informa-
tion for a number of network components. Virtual reality
user device identifies a network component to display to
user 106. Virtual reality user device 400 presents virtual
network component 204 associated with the identified first
network component at step 312. In some embodiments,
virtual reality user device 400 presents a network topology
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that includes a plurality of network components. Virtually
displaying the network topology allows a understand the
interconnections of network components. At step 513, vir-
tual reality user device 400 overlays security data 124 on the
displayed network component. In some embodiments, secu-
rity data 124 1s overlaid on each network component dis-
played 1n the virtual network topology. Overlaying security
data increases network security by allowing a user to gain a
tull understanding of the network as a whole and 1ts security
risks, as previously discussed.

In some embodiments, virtual reality user device presents
data files at step 3514. As previously discussed, an actual
network component may store one or more virtual data files
206. Virtual user device 400 displays virtual data files 206
associated with digital data files stored 1n the actual network
component associated with virtual network component 204.
In some embodiments, data files 206 may indicate that a
network component 1s associated with confidential data,
allowing a user to better assess security requirements of the
network component.

Virtual reality user device 400 presents virtual trashcan
208 at step 518, and determines whether user 106 places one
or more virtual data files 206 in virtual trashcan 208 at step
518. As previously discussed, user 106 may interact with
virtual reality objects 202 1n virtual reality environment 200.
For example, user 106 may move objects using a data glove,
a stylus, or any other suitable components. User 106 may
drag a virtual file 206 from virtual network component 204
and drop the virtual file 206 1n virtual trashcan 208. If user
106 does not place a virtual file 206 1n virtual trashcan 208,
the method ends. Otherwise, the method proceeds to step
520 where virtual reality user device 400 communicates a
command to delete the digital file associated with virtual file
206 before method 500 ends.

While several embodiments have been provided in the
present disclosure, 1t should be understood that the disclosed
systems and methods might be embodied 1n many other
specific forms without departing from the spirit or scope of
the present disclosure. The present examples are to be
considered as illustrative and not restrictive, and the inten-
tion 1s not to be limited to the details given herein. For
example, the various elements or components may be com-
bined or integrated in another system or certain features may
be omitted, or not implemented.

In addition, techniques, systems, subsystems, and meth-
ods described and 1llustrated 1n the various embodiments as
discrete or separate may be combined or integrated with
other systems, modules, techniques, or methods without
departing from the scope of the present disclosure. Other
items shown or discussed as coupled or directly coupled or
communicating with each other may be indirectly coupled or
communicating through some interface, device, or interme-
diate component whether electrically, mechanically, or oth-
erwise. Other examples of changes, substitutions, and altera-
tions are ascertainable by one skilled 1n the art and could be
made without departing from the spirit and scope disclosed
herein.

To aid the Patent Oflice, and any readers of any patent
issued on this application 1n interpreting the claims
appended hereto, applicants note that they do not intend any
of the appended claims to mvoke 35 U.S.C. § 112(1) as 1t
exists on the date of filing hereot unless the words “means
for” or “step for” are explicitly used in the particular claim.

The 1nvention claimed 1s:
1. A virtual reality system comprising:
one or more databases comprising:
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network component data for a plurality of network
components, the network component data compris-
ng:
network interconnections of the plurality of network
components;
a location of each of the plurality of network com-
ponents;
one or more data types associated with each of the
plurality of network components; and
security data for each of the plurality of network
components, the security data comprising:
software patch update immformation indicate a most
recent software patch update for a network com-
ponent;
demilitarized zone information indicating whether
the network component 1s 1n a demilitarized zone;
firewall information 1indicating a status of a firewall
and a firewall type; and
antivirus mnformation indicating a status of antivirus
soltware and an antivirus soitware type; and
a virtual reality user device for a user comprising:
a display configured to present a virtual reality envi-
ronment to the user:
one or more processors operably coupled to the display;
an electronic transfer engine configured to receive the
network component data and the security data; and
a virtual overlay engine configured to:
identily a first network component of a plurality of
network components;
present the first network component in the virtual
reality environment, the presentation indicating
the network mterconnections of the first network
component; and
overlay the security data for the first network com-
ponent onto the first network component 1n the
virtual reality environment.
2. The system of claim 1, further comprising:
a memory configured to store:
verification data used to authenticate one or more users:
and
user tokens uniquely identitying each of the one or
more users;
wherein the electronic transfer engine further 1s config-
ured to:
receive a user input 1dentifying the user;
compare the user input to the verification data to
authenticate the user:
identify a user token for the user 1n response to authen-
ticating the user;
send the user token to a remote database, wherein the
user token requests the network component data and
the security data; and
receive the network component data and the security
data 1 response to sending the user token.
3. The system of claim 1, wherein:
the network component data further comprises data indi-
cating a name and content of a plurality of data files 1n
cach of the plurality of network components; and
the virtual overlay engine 1s further configured to present
a {irst data file within the first network component in the
virtual reality environment.
4. The system of claim 3, further comprising:
the virtual overlay engine further configured to present a
virtual trashcan in the virtual reality environment;
a gesture recognition engine configured to receive a
gesture from the user indicating to place the first data
file 1n the virtual trashcan; and
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the electronic transfer engine 1s further configured to
communicate a command to delete a digital file asso-
ciated with the first data file.

5. The system of claim 2, wherein:

the user 1nput 1s a biometric signal; and

the virtual reality user device comprises a biometric
engine configured to compare the biometric signal to
the verification data to authenticate the user.

6. The system of claim 3, wherein the biometric signal 1s
one of a retinal scan signal and a fingerprint scan signal.

7. The system of claim 1, wherein:

the virtual reality user device comprises a voice recogni-

tion engine configured to i1dentily voice commands
performed by the user; and

identifying the first network component identifying a

voice command performed by the user to indicate the
first network component.

8. A virtual reality overlaying method comprising:

receiving network component data for a plurality of

network components, the network component data

comprising;

network interconnections of the plurality of network
components;

a location of each of the plurality of network compo-
nents; and

one or more data types associated with each of the
plurality of network components;

receiving security data for each of the plurality of network

components, the security data comprising:

soltware patch update information indicating a most
recent software patch update for a network compo-
nent,

demilitarized zone information indicating whether the
network component 1s 1n a demilitarized zone;

firewall information indicating a status of a firewall and
a Firewall type; and

antivirus mformation indicating a status of antivirus
software and an antivirus software type;

identifying a first network component of a plurality of

network components;

presenting the first network component 1n a virtual reality

environment to a user, the presentation indicating the
network interconnections of the first network compo-
nent; and

overlaying the security data for the first network compo-

nent onto the first network component 1n the virtual
reality environment.

9. The method of claim 8, turther comprising;:

receiving a user mput identifying the user;

comparing the user mnput to verification data to authenti-

cate the user;

identifying a user token for the user in response to

authenticating the user;

sending the user token to a remote database, wherein the

user token requests the network component data and
the secunity data; and

receiving the network component data and the security

data in response to sending the user token.

10. The method of claim 8, wherein the network compo-
nent data further comprises data indicating a name and
content of a plurality of data files 1n each of the plurality of
network components and the method further comprising
presenting a {irst data file within the first network component
in the virtual reality environment.

11. The method of claim 10, further comprising:

presenting a virtual trashcan in the virtual reality envi-

ronment;
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receiving a gesture from the user indicating to place the
first data file in the virtual trashcan; and

communicating a command to delete a digital file asso-
ciated with the first data file.

12. The method of claim 9, wherein the user mput is a
biometric signal and further comprising comparing the bio-
metric signal to the verification data to authenticate the user.

13. The method of claim 12, wherein the biometric signal
1s one of a retinal scan signal and a fingerprint scan signal.

14. The method of claim 8, further comprising:

identifying voice commands performed by the user; and

identifying the first network component identifying a

voice command performed by the user to indicate the
first network component.

15. A virtual reality user device for a user comprising;

a display configured to present a virtual reality environ-

ment to the user;

one or more processors operably coupled to the display;

an e¢lectronic transfer engine configured to receive data

comprising:
network component data for a plurality of network
components comprising:
network interconnections of each of the plurality of
network components;
a location of each of the plurality of network com-
ponents:
one or more data types associated with each of the
plurality of network components; and
security data for each of the plurality of network
components comprising:
soltware patch update mmformation indicate a most
recent software patch update for a network com-
ponent;
demilitarized zone information indicating whether
the network component 1s 1n a demilitarized zone;
firewall information 1indicating a status of a firewall
and a firewall type; and
antivirus mformation indicating a status of antivirus
software and an antivirus soitware type; and

a virtual overlay engine configured to:

identily a first network component of a plurality of
network components;

present the first network component in the virtual
reality environment, the presentation indicating the
network interconnections of the first network com-
ponent; and

overlay the security data for the first network compo-
nent onto the first network component in the virtual
reality environment.

16. The apparatus of claim 15, further comprising:

a memory configured to store:

verification data used to authenticate one or more users:
and

user tokens uniquely identitying each of the one or
more users; and

wherein the electronic transfer engine further 1s config-

ured to:

receive a user input 1dentifying the user;

compare the user input to the verification data to
authenticate the user:

identify a user token for the user 1n response to authen-
ticating the user;

send the user token to a remote database, wherein the
user token requests the network component data and
the security data;

receive the network component data and the security
data 1n response to sending the user token.
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17. The apparatus of claim 15, wherein:

the network component data further comprises data file
data indicating a name and content of a plurality of data
files 1n each of the plurality of network components;
and

the virtual overlay engine 1s further configured to present
a {irst data file within the first network component in the
virtual reality environment.

18. The apparatus of claim 17, further comprising:

the virtual overlay engine further configured to present a
virtual trashcan 1n the virtual reality environment;

a gesture recognition engine configured to receive a
gesture from the user indicating to place the first data
file 1n the virtual trashcan; and

the electronic transfer engine 1s further configured to
communicate a command to delete a digital file asso-
ciated with the first data file.

19. The apparatus of claim 16, wherein:

the user input 1s a biometric signal; and

the virtual reality user device comprises a biometric
engine configured to compare the biometric signal to
the verification data to authenticate the user.

20. The apparatus of claim 15, wherein:

the virtual reality user device comprises a voice recogni-
tion engine configured to identily voice commands
performed by the user; and

identifying the first network component identifying a
voice command performed by the user to indicate the
first network component.
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