12 United States Patent
Hill

US010476912B2

(10) Patent No.: US 10.476,912 B2
45) Date of Patent: Nov. 12, 2019

(54)

(71)

(72)

(73)

(%)

(21)
(22)

(63)

(1)

(52)

CREATING, VISUALIZING, AND
SIMULATING A THREAT BASED
WHITELISTING SECURITY POLICY AND
SECURITY ZONES FOR NETWORKS

Applicant: Veracity Security Intellicence, Inc.,
Aliso Vigjo, CA (US)

Inventor: Roger Hill, Aliso Vigjo, CA (US)

Assignee: VERACITY SECURITY
INTELLIGENCE, INC., Aliso Vigjo,

CA (US)

Notice: Subject to any disclaimer, the term of this
patent 1s extended or adjusted under 35

U.S.C. 154(b) by 117 days.

Appl. No.: 15/708,019

Filed: Sep. 18, 2017

Int. CI.
HO4L 29/06

GO6F 3/0484
HO4L 12/24
GO6F 3/0482
GO6F 3/0486
HO4L 29/08
GO6F 21/55

U.S. CL
CPC ............

Prior Publication Data

US 2019/0089742 Al

Mar. 21, 2019

(2006.01

(2013.01
(2006.01
(2013.01
(2013.01
(2006.01

(2013.01

L N N L N S

HO4L 63720 (2013.01); GO6F 3/0482

(2013.01); GO6F 3/0484 (2013.01); GO6F
3/0486 (2013.01); HO4L 41/0893 (2013.01);
HO4L 41712 (2013.01); HO4L 4122 (2013.01);

HO4L 41728 (2013.01); HO4L 63/0209

(2013.01); HO4L 637101 (2013.01); HO4L
63/104 (2013.01); HO4L 63/105 (2013.01);

700

HO4L 63/1433 (2013.01); HO4L 63/1441
(2013.01); HO4L 67/12 (2013.01); GO6F
21/552 (2013.01)

(358) Field of Classification Search
CPC ............... HO4L 63/0209; HO4L 63/104; HO4L
41/0893; HO4L 41/22; HO4L 41/28; GO6F
3/0486
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

6,178,244 B1* 1/2001 Takeda .................. HO4L. 9/0822
380/259
2015/0143268 Al* 5/2015 Retlich .............. GO5B 23/0216
715/763

(Continued)

FOREIGN PATENT DOCUMENTS

EP 1645926 4/2006
EP 2775685 9/2014

OTHER PUBLICATTONS

Mahan et al., “Secure Data Transter Guidance for Industrial Control
and SCADA Systems”, 37 pages (Year: 2011).*

(Continued)

Primary Examiner — Thaddeus J Plecha

(74) Attorney, Agent, or Firm — Sheppard, Mullin,
Richter & Hampton LLP

(57) ABSTRACT

Techniques described herein are directed toward creating,
visualizing, and simulating a threat based whitelisting secu-
rity policy and security zones for networks. The disclosed
technology may be implemented by providing a graphical
user mterface (GUI) on a network orchestration and security
platform that facilitates creation and visualization of security

zones and security policies for networks.

18 Claims, 28 Drawing Sheets

(Generate default security zones for assels
197

¥

Display visual reprasentation of security zones on GUI of network
orchestration and security piatform application

04

v

Feceive data corresponding ¢ user input gdifing sacurity zones
ALY

¥

Edit security zones
798




US 10,476,912 B2

Page 2
(56) References Cited
U.S. PATENT DOCUMENTS

2016/0149863 Al* 5/2016 Walker .................... HO4L 29/00

726/1
2017/0214717 Al 7/2017 Bush
2017/0295141 Al1* 10/2017 Thubert .............. HO4L 63/0272
2017/0357801 Al* 12/2017 Sanchez .............. HO4L 63/0209

OTHER PUBLICATIONS

International Search Report and Written Opinion dated Dec. 13,
2018 for International Application No. PCT/US2018/051396, filed
Sep. 17, 2018.

* cited by examiner



U.S. Patent Nov. 12, 2019 Sheet 1 of 28 US 10,476,912 B2

100
y

; Network 5
| Orchestration and |
| Security Platform |

Management

Access System
108

| Computer-Readabile
Medium
102

|

| .................................................................................................................
|

|

I

| Asset S Asset

: 104-1 104-n

|

I .........................................................
|

I

FIG. 1A



US 10,476,912 B2

Sheet 2 of 28

Nov. 12, 2019

U.S. Patent

e R e i e i e R e T e ne T e e o

N-901

b | Buipremio |

Qgl

dl 9Ol

Lome o D s oo e o T e T o o R o o e e L o o T e o B o e B o B o o B o o T o e B o o B o o B e o B it B e s T o s B o a B i

oel 0ct |
uolexjddy 21018 Ble( |

290

_,___m_m_o.,__Eoo BUIPIE MO

tLopeid Alnoag
pUe UOIEBAISBUDI) MNIOMISN

go, ¢+ ToTmTmommTmommmes
LIBISAS $S800Y

justysbeuein




U.S. Patent Nov. 12, 2019 Sheet 3 of 28 US 10,476,912 B2

o 200

Forwarding Device Pre-Deployment

Forwarding Device Provisioning
204

Forwarding Device Initialization
206



U.S. Patent Nov. 12, 2019 Sheet 4 of 28 US 10,476,912 B2

_— 300
y

304

( Forwarding Device Initialization )

FIG. 3



U.S. Patent Nov. 12, 2019 Sheet 5 of 28 US 10,476,912 B2

400
y

| Forwarding Device Initialization

Establish protocol proxy (ARP, DHCP, etc.) rules
402

Establish default reactive forwarding
404

E-stablish whitelisting rules

Establish selective packet copy at destination port

System Initialization

FIG. 4



U.S. Patent Nov. 12, 2019 Sheet 6 of 28 US 10,476,912 B2

— 500
y

System Initialization

202

204

Protocol identification
206

Protocol specific filters for forwarding device

FIG. \



US 10,476,912 B2

L T I A N ) - L R R R T R R R T T T R T R R R R R T R R R I T T R R T R R R e e e T T R R R R T R R T T S T R R R T T I R L T O T T T T R T R T S R T A T T S R R T I I S rroFrrrF PR oR rrrarrrrrrrrr e s rCr I rFr L FFrREFFFPFFFrL PGl R R P FL PRl L PR Rl Pl . P
a ' ' r a P a P . ' r . . . . . . . . .. - . o
. r ' ' . r a P ' . . r . .- Im..l r
a e e e e .. ' [ r e e e e e e e e e e e e e e e e e a e e e e e e ' . e e e e A I C e e e [ P ' P e e . R N .
- r P = s ror oo " o= o - m . - a1 moaor T . & =1 omom o1 oa R R " mor o omom . . T ] - onom - w1 owom . "= =1 o= omoa "= omomom . = = o= ¥ T -, - [ ] a ko
a rrraomom mrrrroroa Lorr o mor o nromomorom . mrr 1 rroaa S rmonrom s nr mrororoa s rrraroacr r . = xoErorom . rror i 1 rraomoroa nrroroEor s rmoEcrr mrmrororoa - i & . L E " - B . .
N . nomE o rrroacroma F oo rraooraomr "rmomon . F 1o orora e R om o nroEr o ' . P ok m o omm R ] Foor oo P m o e r 1 o moroa P rorrr o - ¥ FF ¥ A F " ) rF i )
a A r - a1 om nr o . mra o morar a1 mor 1 om =1 mrororoaa R rmomaom s mr mrooroaa s r A nrom s ' . a r nr 1 o= r1om K . rroEomoon nromomror s r o nmrroroa - -ar o P .
. r rrarrr =i oraroar nraroror . P m o omoromor rarrroa r e o oromoa " s moErom o " mxromr ' . rararoroa nr o d r e omrororo mrrmrcr r 2o oE mramomoan r
a rar oo rerarr ' r e o= rerroacr rero1or o1 oa rrrrror o rror rro.a Frrarror s r . L R R nrr ] rrrroroa reomoror . rerrcrr . rror nro . . . .. .
. . L oeor rr rr.onrrr e oo . P R Fra . e e ror a na - e e . ' . Fr .orr e oror ok " r ' ror rror P r B
a . a mr momoa s mromomo . & m - maaonm a2 m woaom . "= aomoroa . a2 mommomomoa "= r omoaoa a m 1 amomor ' . " amomom . ra s ramah "2 nomomoa " amomom . " s amonom s omroEomo . . . - e e - . .
r r Froor e r nra omoromo. a o wroror . P ra o mor o nrmon.on R rr o0 a Frrrroaom s A . N ron omroE . rrrroor rarr oo crr L or o ko ror mronom i a - '
a A raacr = nrmrroroa s mra moa oA nromomoom . nr m1orroroa rraasromoa nr mrorooaa N r . mr R r o oro rrrasorraan rr a2 omoroa nromoEroa nrmomr ' a1 om e rra - . . - '
. . e et e el el et e et e e T et e et ' . et e e el e et et e e e e et e e, [} ' ..
. . e e et taa e A et e et e e e e et e e e a e e e . . PaTa e et waTa A aTam e atet e e e e e ra ¥ “.—,q .
- . r . - . " . " . ' - - 3 [} X .
' ' ' r . - . a r r . . 1 - . . ) "l B Foa ke F .
N r ' r a . ' . ' . .
" 2 a2 s a2 a2 s s s aaaaa 4 2 2 4 a a s & a4 & A & 2 & 8 & 2 B i 4 m 2 2 2 2 2 2 2 2 4 2 2 2 & % 2 2 2 2 &2 & 2 2 &2 2 2 2 & & 4 2 2 2 2 2 & & &2 &2 2 ¥ A m & 2 m &2 & 2 a2 2= 2 a2 8 a2 a2 =2 a.a42 a A 2 a2 a2 4 a2 a2 a4 a a m E a2 E a2 a2 8 & 8 22582 2 2822 82222222822 2.a.ua.u3z.a:2 A 2 a2 a2 s = a2 s s s m a2 a2 & a2 a2 4 LA B S S S 2 28 22 82 228 228232 24482582822 2.2.ua.u3aa.az
. . . " i . ' P JELELEL AL S, LR P i . R . JELELELEE N, . . [ . A - . . i P e e L S R,
' . ' . ' r . - B a B r . . . . ] . . . . .__Il ..-_...- o e W
. o ' . r . r . P a P ' . . . ' - -
a [ = . . = D a - . - r . PR N b ooy . .-.-_ B - F .__._..__..I..I..-. '
N nro - . r rm e ' . nrom a B ' . ) . a ' nrr N [ - r
a nror . . . . . r nror o a P P r . . X ' nrom . - ol a -
. nror - . r rr e ' ' r rrom P a ' " . ] ' raor ' & & ' - - F ) [
. "o N N . . . r . " on - B B ' . . ] " oa . rr ¥ His ik iaiiay o '
- roao - . " aroa e ' raom a r o . - ' - . a " noa r . '
a rom . . r b oror r . rar a P rer.orr . oa P r . r a . - - 1 ' rrror . . . . .
N I s s omom ' R e . s r o oaow o a e o Eow ' a mon . " oa . oaom . ' a s 1 & nnr . .
a rrarroroa mraroror . r mr 1 orora P nrmoEromo.a P ' . rron r e oraraonh e e PP oo . . P P .
- n R e P .. Frr 1 oa . r rrmoaroam a romr o om o ' rr & . roomomom . m - mr o .- - ' o .
a Frraaxorroa " omonro r " rarromcra B nrxrroroaa B r . a n . L rr s arorh nrmrororoa . r a - ..
- rrmoErr . arrrroa o . r aromoEror . a reoroEoEoE . f i - RN, f ar s omoaom hﬂ.- . a .
a nrrroaroa raro o r rEmoro oo a P mromor . a P r . rror . P er oo . rar romoa .
- . . . . a . ' Dini it ' r ALK .-.I-!Ll.._q
a . . - P a P r . . X . ' . . . .
. . . . . .o . A a .. a .. . . . . PR B e e h e e e e e e e e e e e e e e e e e P
"I T T R R R I ] F1r o rrr e § I T T T R T R R T e R R R R e A N L ] T T ) LT R T T R R T R R T T R T R T S S ] T T e T R O R R T R R R R R A R e R N R A A N
- . r r . a r . . ' r .- . aa
a . r . a a a P . . . . X . ' . . LI TR PPN ) '
N ' r ' r D e o mm . a B ' . - n_+ n m = W A - n o mm . Y o m A [ W T r . . - ar
a . r rale e a P a . r . - . roaaom - .. . ) . * a » . .
- . r r rroa P a P ' " . - rron ' . r r - . &
' N r nrr a B a B r . . nrr -1 . . ..
. . . r nr o P a . ' P . ] o ' - r LN, ;R
a . . 1 on a P a P r . . . " aom - . . ¥ . . v '
N . r r rrr B a B ' r . a rror r . - r . .
' . r . o . o m e P a P r . e .o . e e L m ok . omm. i ' P e . om . . . . .
. . . . r nr momanm a P ' s rraroroa moar . mar = x i rEr . mm i mor o . '
a N . N . Fr a1 oromoaa B a B r . n R om rr e s rraan rrrrorom "rmon o ' nromrooroa . . - . '
. . r r s raomom a P ' PR rrarorom . rrrmoon e oa o om m s r o a . ¥ .- .
' . r . rr a1 aroroa a a P r . " xorrr oo rrmasonrorh rarEroa m 1 omomoEoro s rmoanr ' mr o ororoa . - 3 '
N . . r " s aonnon a B ' . . a m o onoaroa CECRCBENE R B ron L m w " ar maa ERE I aarowaa ' ' . - .
a . . oeor rro1oa a a r r . Frr o or Fr o or r P orror rr rr r rora ' ' r .o ' - . -
. . r r a P ' . . . 75 * ol
' N r - B a B r . . ] . ' . . . .
rrr e e R e e e e rrrrrrr s rrrrrr s P rrrr e r e rrrr Frrrrrr e, Forrrrrrrr e, 1 n T T T e T R ] I I T R A R
N . r . . a B . . . . N » [
a . . . . . - a ' r r . . . . ' . wa s . - x . .
. ' ' . a P r ' .= a P ' . . - ax . L. a P ' r [ - -
. » " o ' » - r s oa o a . a r r " § r s o= - . . - a - ..__.‘..i .
- . e om . . r ram a r ' . - r o . - . [) " ar I
a = = rom a = nor on dm - - a - r . . b " rom - . g o+ [ ] - .
N . rrom . r raom B a . ' . . ] Poron ' - ' FrkF F*F - (I
a . " aom a . . " aoa a ' P a r r . . nam - . . . .
- . e r - + r e F a P ' . . ¥ . R r 1 - . '
a N na w1 hoa N 0k om . Ahom . I a oa . ka1 B a B r . . .. A w1 omomo1 k e oa o Aom . nhoa . kor ' rh ok o.omomoa . '
. ' Fr s r o r e rrar R o a P ' . r . e s oo rr e omroa rrrmorom . rramroar PRI '
a . A r = o= om oo . ara s mr 21 roroma P a r r . . rrmaroroaonh nrr s onom "1 = omrom ' nromromomoa . a i '
N . P ronm oo P rror o oA r.oamr a B ' . . r e oa o om . roa w1 FrrrroEoma m - mr o ' Ba
' . m A oEom . r n o omomomom . m A m 1 omomoroa P a r r . . e e r nom ok " mom1oaom a2 = omomom ' nmom .o - - B oro
. ' Fraorr o . rrrrororo Frrrororor . a ' r . rrroroEor . rraororor Froror oo rrarr oo g
a r . N . a P a r r . . . . ] ' . .
. . . r . a . ' . ' r . . . ' e
- . r a P ' . ' ' . . .. . . . . .
A a8 & 4 & & & & &8 8 8 S Fa X a8 a8 8 asra s s s s s s aaawaxh 4 a8 & & s a sra rad s s S 28888 8 x ra s s s s s s s sl 8 8 S A S N S S S F A S M M M S S M M M M M M M M M M M s NS S S S M M N S S S S S N MM N S M S M J E S S S S a s aa 4 a4 8 a8 s & ra s a8 J o s s S S a8 S8 a8 s s, aa xaxaa A a8 & & & & & s ax P R I I I T T R e e R I I R e A
a . r a P a . ' . . . . N
- . r r a P . r . ' r . . -
a . on o . r . . - a a r - . n ] o CoE . »
- o a m o omaom . r e om P a P . r e . ' n na r . - ' I
a e e " " xomr oo . rronom a P a r . "= oa . 1 " aom . L
r o . Frrrroraror r P rom a . . r "o ' r . '
s el . e e . el B . B . . eleta . . eta . whee s .
. nron I Frrrroroaon . raom P a . . r rroa . ' rror r . '
. " mon N " s oaroaoa . N raar a B a r . . aar . ] raa . '
- o . L . . R ] a . . r oo ] - R LI .
a " ara oo " rmomomom . ' " m 1 maror P a r . . ma s momoann 1 " aom.omomoa. . . .
N LI R R Frrroaoa . rrarar a . r e R ' ek on LT TR
a . m ommmorom nrmoEroE . r mr m 1 roroaa P a r . . ararr o . nr oo omoa . . - '
- m o or . e e o0 r rrmraom a P . r FoRr mo . riorr o R -
' . ma a ra manm " n & s aa r ra scr s mroar a a r . " ar oA ] ' " moaromoama . a .
. Ve LT ' Fror o m . r e roa a . . ' i ' e or e ™ .
a . . a a a ' . . 1 ' . ol A Al .
N . r r a B . . . r . '
P T T T T T T T T T T SR T S S S T T T T T T T T S S S S S ' P T T T T T T T T T R T T S S T T T T I a - P ko m e o X v o mor o oEL R om I T T T T T T T T S S S T T T T T T S S S T T T S S SR S T S R R R R
- ' ' 1 . ' . . ¥ r roa . . - r r .. . o
a N r a B a ' . . . . . . .
. . r r a P r ' r * - ik
' . r Lo .o P a r ' " . 1 P ' . a . » » ..--1.-_._-..1:.1.-.
» . " . r " rmoF R a . . r ] [ - r .-..q.l"_- | I..I...._ .-..__.
a . . r nr m1 omorora P a ' . . ' . . il . .
- ' r . r P omom o a r . . ' - - - a Lx X &
' N r " r w1 oaroroa B a r .. ] L. . P —.'._ r g .
. . . ' . " s aonmom a r . r r '
a . . oeor rro1oa P a ' . 1 K L - . . . . .
N . r r w1 a r . .. na . ' a arrarr o '
' . . r rr 21 omomoroa P a r . . . nrom . e om s oromoa . - - . . .
. . . ' r " raomom a . . . srarm ' rE s A ow . ln-_l ' .
a N . N " r w1 orroroa B a ' .. ] nrom - . nrrromoroa . o ¥ W) - - 3 '
- .. r r " marroa a . r . . omom e . ENCPE RN .__.ﬁ.n .". ""-_-..
' . r r e om1 omaroa P a r . . nar - ror r .. ' -
. ' r ' r . . . ' . s st . N
' - r a P a ' . . . . . ' ' . . ' '
. N . . . . L a .. r . . . . - . . . . .. .. .. . . '
" r s rarassEErFrFrErsLsrErrrEErTFrTAECFGaNE a4 & r 2 mar @ EEFF L PP EFFCFFFralLrL L FN ar - - A rrrr s s rrarrrrrrrr Frrrar e rrasE s Esa = EarCrEFrsCr 11 2 rFrErECrsrCrCreECrsirCrErsousmagmcr
. . r . a . . . . . r r - . e
a . r - P a ' . . . . . a4 - . . '
- o r o r e e e e ., . . B . . et . r L Ll.__ - ) " l-_t-. ) l-.-..._
. . . r rromoEror . a P . r . ' - x LN . i .r.ll...-.ll.-.__
. N r "1 "1 o morora B a ' . . . . r B a
- . . r rr e o= o= a . . r . r L] A [ FEF FL oA
a . . ' "= omomoroa P a r . . . 1 . .
N . r . . rrrrorr a . . r . r .
a . . L omon nr o1 oa P a ' . . . ' .. . . .
- . r r "= omomomom a P r . . .._ r .. . . '
a N ' s rr1orcroroa B a r . . . . . i - .
- . . ' . ] - - . . - r 3 I'l.. .__h..-l.!.._.
a ] ] " r s orroEa . a ' . ] ] . . a k. - » .
. . r r " omomoaoa . a P r . . r a ' '
a = ' ' . . = - . ' a a a ' . - - m . § . . .II'.J'. u & .-......
. ' . r a . . r . ' r () 1 1 . .
' N ' ' . r o a B ' ' . . . . . . '
A 4 a4 m s omoaomaaroy - [ T LA L Em L L L L s oA L4 L4 L L 4N m mE E L LA L L N L L E moE M4 L L L LA E N A S 4 N 4 E A a Lo L4 LA LA LoaEoEE L& L L L L LA L4 AE L LA LA L L oEEEL LA L L LaoE a a 4 L m 4 a L oL oL oaoa P A L L L L g am L4 oML oL oE L LR L4 oM A oE LA L L L L L E A S L L L L g a4 4 E am o maom L aoa oL oaqa
rrrrrrrrrrrr el b rir 1 rr b r s rrrrrrd b rrrrr b r b FFrrrrrrrrrrrrrrrrrrrrdkrrrrrrrrrer - For ¥ e r s orr R ErrrFara brrerrrrrrrrrer rrrrrrrarorr b rrrrr P bR rrr s r e rr e e Fr e Fr FFr F R F e kI
N . . . ' . . a B . ' . r
a . .. .. ' . .. .o a P a ' . . - . .
- . r P N a . N - . ' a P . . - . . r
a N ' r " na - B s r . . . .
. . ' - . . . ram P a P . r . r
a . . . ' . . = ar a P a ' . . 1 .
r r ' - r . r r e oa a B . ' . r
a . ' ' . roaoad a P a r . . . .
. . . ¥ i r - a - . e P a P . ' . . r
a . . maromomoa " aom ' . oo r . e omom A rma . amrr P a ' . " non . .
- .o . s rmomrr ' a s r ' . P omoa r nrraronm a . . rroa . .
a . ror A om " ' raooror r a2 2 = s rrrrororoa P a r . . ar o . 1
N o . rrmr oo .or r . ran r r s rcror a B . r e & . .
a . . r e - oa oo e ' a n . a r a " omraomoroa P a ' . . a nn . .
. . . oeor v ' ror ' ror r rrarorr a P . rroa . A —— . r
' N . . F o . ¥ N ¥ a B ' r . Clall il T I .
. ' r ' r r P a P . r . . r
a C e e e e om ' C e e e e . . r . . . c e e e a Coe e a4 . a . . - . .. . R .. e .. . .
T T T T T T R T T T T R e T T T R T T T T R BT I R R T R T R T T T T T T T T R T T T T T T T T T T T T T T T S N T T S T R T R R o r L T T T R R R A R §
a raom . . . Loma e cr o e om e e o1 . = P . a r ' . raon .o e . .
. oA a o omomom e e om ' r . A - r nrom . a P . ' r ar - . r
. ) N nr o oEoEoE . rroa . " aom ' ' " r onm a B a r . R roa . . ] .
- = . B nra ' r .o . . . R a P . ' . = aon . r
a e e . " omonro raor . nrom ' r nror - P a . r rroa . . 1 .
. nro - . nmromomoom " aom ' r . r R . a P ' " r r o . r
a = mr . " noaroaoa . " ar . . - . raoar a P a P ' " ar . ] . .
v roroa . [ T N o [ ' - ] . r oror b ] a . - o ] r e ] ' ] ] L} r
a " mraosan " roEEoEoE . " ram oo . . N rerr s omroa B a ' r " a o omaan nroar oA ] .
. nr R omo.oF e mor o 4w momr o0 . r rrmoaroa a P ' ' . . . o a r mrRror . s oA r e . r
a .o om o om o mom mr o omoE . rror a1 om . " m 1 w1 oamoa P a P ' ' rranr oaa ararr oo . 1 .
N norrroE . raoraaoar s rrarcr ' r rr e acroa a B roa ' ' N o s roacr rrrrroroa rerr " r
a . s om o omomorom raroaonoa " A omaom r r s onr osacrr P a P L r . A r o oaoaan " A oaraa . . .
. oo rr ' el or Lo oreor ra . r Frooa P a P ' oo r rror o ' e i . rr o . . .
P T T T T T T T BT DT e o N N e P T T T T N N I I T T - T e N N 2 .
L O R e e S R T A F R oror e F R R F R I R e O A A O o R e e R . u
a . r a P a P . r r . . .
r . r a B ' ' . r . -
a . r a P a P ' . . . . .
- . r a P r . r
a . r a P a P r . . . . .
. . r a P r . r
a N N C ..o B a B ' - . . ] .
r . .o om . r R a . ' . . N
a . nroa . r roaonom a P a P ' . . . . .
. ' . . nrom . nrom a P . r . . r
. N rroa . ' r nar a B a B ' . . ] .
- ' . rar r rrom a P r . .
a . a s r . ' ' raoa - P a P ' ' ' . . 1 .
N . L e et . . A a B . r . r
a . A om ' . r'ea . amoroa P a P ' ' . . .
- r rrrroror . . r rrasoaroam a P r . .
a N nroaacrom. ' r s rr1orroroa B ' B ' . . . ] .
. . For e o r romor a P r . . . r
a . . a mr omomoam . ' r " m a1 oamoroa P a P ' . . 1 .
- r R e For r FFErrkor a P r . r
a . ' r a P a P r . . . .
N ' . r a B . r . r
a . ' r a P a P ' . . . . .
- r r a P ' r . r
a . ' r a P a P r r . . 1 .
N ' . . r a B r . r
' . ' r a P a ' . . . .
. r . . r a . r . - . . . . . .
L I e b'a 4 8 & & 8 a8 8 8 xa s wraaaaaaa 4 a4 s &8 &8 s s aadaa s s s s aaaad .r 4 8 & & & &8 & s s & h s s S a8 s s s s r e s s s aaasaak b a2 a & & & & &8 & & o8 8 8 8 & &8 8 8 &8 8 &8 8 8 &8 a8 8 a8 8 &8 &8 o282 a8 88 8 8 &8 8 58 8 8 S S S a8 a8 s s fE oSS S S a s s b & & & & & &8 & &8 &8 &8 8 8 8 &8 a8 a8 a8 a8 ocadaokraras raaaanr
a . . r a . . . . . x a .
' . ' r a P a ' ' . . . s - A - * .
N ' . r a B . ' r . N e I‘ - .
' - . ' ' " - - - ' . . . 3 - B - - > .
. ' ' . r a P . . . r . r X [ L] I
. N ' ' . N a B a ' r . . . . . . e W Fhl . F & .
- ' . r . . . r a a . . . ' r . . . . . r Foaora . ka F.
a N S . . ma o ' ooy a1 a r . . a .om o w a B a r r n a . o r - a a F ] r ' I r
. n e ma raom ' = aor . . nroa P a P . ' - . roaon . . . a . . '
a . mrmonoroa rar ' nrom ' . rar a P a ' r . . rr & . . .
r R "o ' raor ' . . raor a a . ' . r R . u r
a N nromon roaoa ' R ' r ] nr o a a a r r r . roaoa r . ] . .
. nrromom " aom ' " om . r raom P a P . . - r " ar - . ] .
a . o roa o ¥ . e a . . K ' Lo Fa P a ' . r ' e . F ' - ¥ 1 . '
r Lo om omor Per o m rroon a1 rax a . " on r rarononom . a . . P roa . oroa . ' n A omow " r 1 onomroa rar .o onon N
a . " romoEoEom . rr s oaomom " omomoam . . omm r arm a1 omorora a a r a nan . reoarraan " roroEmoEoE .. r Ao . .
. ' i PR P a Fo o ow roaom rroa r rr e om1om a P . mrrrororoa . - ' " xoEomror . F a1 o rraororor . r
. N " omoEror. . mrroEorom. nr s Eroroa rr o N a r a " r w1 orroaa B a ' e P r o oow . . " racrm o nrarcroma Frrrasonr o . '
- crmr o n o mr om0 m o r oo non . e wr . r s omonroa a P . rrr oo omoa a . mr A omom rar e mnar o r
a . maomr oo a = r omom o= ra b radkoa I moaoa r " aoa . raaraarouxr P ' ' A roaomoa . raarasmoaoa A Er Ao I s omromomorok .
- L} L} e 0 et L ] a - 0 L} . T L ] L]
a . . ' . . a P ' ' . r . ' . . . .
r ' r a B . ' r . r
a . ' . a P a r r . . . . . '
. . r a P . ' r . .
a N ' r a B a ' ' . . .
N . r a B ' r . . N .
. . . . . . - . . .o . . .. .. . . . . . . S . . L . . . . . .o a . . . . P ' ' . . . . . . .. .. . .
a a2 a2 s aamaaamaraaaaa s xraaa A w2 a2 m a2 namaa s xramnaamamdaaa s s raasx s oaaaaaasaak a2 2 a2 a2 a2 s s s s s amaa s ram s ara s raaa raaraaaaasaamadsaasaraa s aaaaaa s raa - x'm
' . . L . . . . . . L . . o ar W W m S ek a B . T o Ny - . ] ' L . . .
. - ' e a ' P ' . ' . . '
‘__:_. ' r rroaoap a P ' r e s bkonr ' - . . . ' . .. . .. .
N r RN . a . - ' . . r '
a . = a P ' ' - . ' . . .. - - . .
. r ram a . ' a r . . l._l. r & r
' N . r ek F - B ' reomonr . r . . . ' . . it " Th . .
. a . - . R ] a . ' FE#F FEF Ul s a . . 2 - - 'y '
' r a2 n - " an . amra B ' o n Ao r omoaa a2 & a . . ' . - a r ] -
- . e r rr e a . ' e r o oroar e . . . » ¥ > i E e
' r arom mrra o1 ororoa P r " mrmrooroa . mor ok . . . ' . 1 : [ 1o
N . r1oa . s r a1 a . Fror o ro " ar . . N '
a C r a2 n a - "= a1 omoaora P ' " " s araoaa " a ok . . a . .
. . ' T r ' - a . e . e T 1 . r . .
C e e e e e e e e e P T T P I r e . . e .. 1 - o ' C e e e e d e e e
rrrrrrrr e e e rrrrrrrrrrrrrr A P P rEFEFE R R R R R RECFRECRECEE RN rra s rarrrr e rrnrrrErE R R RN ] . s rrrrrrrrrrrrr P r P R P LR R R R RO R ROl F R RN
a . r N . a P ' a . ' e e e e e .. . ' .o
- . . s e m a ' - " x o romom . ' .
' N nroa M - B ' ' . . P r s oar oaa . ] a . .
. r raom a . . . CEE S . . . '
a . . " ron a P ' . ' rr nroaon ' . a a - .
. - . ' Ve . a . - " EoE s omoE r r L PR iy [ g PR e ...TI_..I R e .
a ' - . a rrror a a r r . Frrirr oo . . a . - - . i d a [
- roa o R r § T a . oo . . " . . » _-l‘-. -...._-.[ l.-.u.l 1..; 1.Iﬂ'.. I!.-. F |,
a .. A wr r "= omroroa P r ' a m o nmonn a . - i
- nror . r P moErom - a . r e ' . . r PR FFOR KR [ > [
a ' . on r " mr 1 oFoFa B r r . e e s onr A ] a . ' '
- e r nr komorom . a ' rraroron . . . . .
a ' a a r - " a a1 aoaoaa a ' . 2 a2 a2 aan . . a .
] ok L ] LI . a r . ] . r '
Frrrrrrrrrrasaros roeor N a4 m r @ r ErCrCrrasrasrasrsrrCrCrCrCrCrErSCcECrsSCrCrarrrrrerrrrrer 4 " m rr EmrEEEEFFCFCFEFrFrSCFrCrCrIOCrCrCrrasasroaan . I I a r rrrrCrrrrErCrCErErrrrEFrEFrRrCrErCErrEErCFECrCCTCLCTCD G Eacr
. ' S e e e a . ' . r '
a . .. oa a " a P ' . ' ' . . - .
N e a ' a . rr .o . N '
a ' raom a P r . Fr s ar o . X ' . .
. L or 1k . a . . mramroro . . r .. . .. e e e e
. r nor - B ' . ' A r s oamon a ' ' . a '
. . et . . B . . e . . L e ety e e e e -
a r rrror ' - P ' r ' roroa . . 1 ' . ! l .iT . - tt.i..rh..hl'..i..-t .
. ' . . m w4 omomoar P a . . raon . . . . roa . .
a r " rrsorom . a - ' = = . § ' ' [ ....I_,......,..l_ s - ..-.II” . ' A
r . FraorFraomr a . r = . . N [ Tl da ) | 1 '
' r nromom1om a P ' rr b oaoman . . ' . .. .
. ' rra omomomcr a . ' rr R or o om . . r .
' r s r oo ' B A X ' Frr o oEoroa ] - .
N . e e . e . - . . - o . o . - . o
L b2 w o s wrwr s xras xarawr o ra xraha raammaaarrasaxxraxrnoadraxraaraxraa b 2 a r o s xarara sk ra s araxaamaxraa s rraadakararrxraan i - b 2 2 a2 2 2 a2 o2 8 828 a2 >&a ra2ma2aa rraaoraaaxar
a . r a . . . . . . . - - . ..
. r a B r ' . . Fl . . - R A Iy '
- r a ' . . . . . . a’n ¥ A . '
. . i : : e e e e A . . . R A R R e O
N ' . a ' . . . LA . . r .".-.1+... r _-I“-.ll - B
a r a P r e . a . P . a '
- . - . ' . ' horom . . r . - - [ . *,
a r - P r ' rr & . . ' . . ' r . . . Lo
. . a ' . ' - " an . . r . .
a r a B ' . ' rFra 0 h o . ' . . . - .
- . a ' . ' mnomomoror. . . . . .
a ' a a r r rmoaror o . . ' . ' .
. . B ' . . TN . . ' Ly Y [y B s
a . . a P ' ' r e koar oo . a . Cor - * P - .
- r a ' . ' mxoEroEoroa . " oEomoEoE . r > F o . . r
a . r . rroaox r . ' Frrrrororor Frloor o om . Froror ok ' . ¥ ) FF ok . ..
N P PR . ' a ' . . . ro . . . . . r 1 W y F -lﬂ..
a ' . . . r ' . r ' r r .o r . . . . r . . ' . L .
T T T T T T T T T T T T S T S T S S S S O S R
-.t-.t-.l-.l-i.-.l-.l-.[-.l-.l-.l-.l.!l-..l-.lv.lv.l gl i gl e e e e - .-.l-.l-.l-.lm..l-.l-.l-.li.ﬂ-_.l-.l.-.l-.l-.l-.l-.l-..t-i.-. gl e e e -.l-.l-.t-.l.lrJ..t-.l-.l-.l-.ltl-.l-.l-.l! -.l-.l-.l-.l-.l-.l-.lr.l1.-._!”-.}.-.l-.l-.l-.-.-.l-.l-.l-.l-..l.-‘.-..l-.t-.l-.l-.l-.l-..l-.l-.l'._ll.l-.l-.l-.l-.l-.l-.l-.l-.l..l.f..l-..l!.l-.l-.l-.l-.l-..l-.l- e e e el e e .l-.l-.l-.l-.l-.l-.l-.l-.l.. -.t-.l-.l-.l-.l-.l-.l-.l-.lI..T.-.l-.l-.l-.l-.l-.l-.l-.l-.l.-_l ple gl e i e e e -.-.-.l-.t-.-.-.l-.l-.l-.l!.lﬁ-..l!.l-.l-.l-.l-.l-.l-.l-.l-..l.tt-.l'.l-.l-.-.-..l-.l-.-.-..l-.lI.hT-.l-.l-.l-.l-.l-.l-..l!.l.“. e e e e e e . . T '
- . . " . - s . ] " ¥ n . " .-1.._. e T . . .i..... a . T
- - . e _-”-. a " a C e . . - ™ .rl._..—. . .b.!. - . Y . . . |.I . -
- . A ™ . . . . . ™ - ' . . - . . ] ' - A P P ™
”l md . . . . 1 .ﬁ... . . ._-.- . - . - . ¥ . . - B i Y ' - ....-. ¥r a .-.-_ ..-.—_
* . . * . . . . .IJI_ . --.I. . - . ] . . P . r » r PR . " .
.__.“l. oL " . ._....l_l.i.”..l.....i - . — T . a P . .l_.lult-...-. l"h ...ﬂl.. ....l.i. . n.-.l W » -'.- . - .l”-.
r e - . L 2 . . . . . - . ¥ .-
__1! .1'......1.-._. ", L - . . . . .
A N A 11._.
r ....-- -k ",
g - s
-
1 o . AN

U.S. Patent



U.S. Patent Nov. 12, 2019 Sheet 8 of 28 US 10,476,912 B2

600

\\'

Inttialize network orchestration and security platform application
602

Characterize and classify assels
604

Generate network maps

Display network maps on GUI of network orchestration and security platform
appiication

Physical Network
Map '

L.ogical Network Map

FIG. 6A



US 10,476,912 B2

A A A
R X “ AN
oA A

Sheet 9 of 28

!HH
ﬂi. .H”H!H M ;
TE T TEWT
v

L A,

g ..-.F.-.H”.-.F.-.H”.-.F.-.H”.-.F.-.H”.-.F.IH”.-.F.-.H”.-.P.-.H”.-.F.-.J.-.H.__ i
B E Frrrrfrrfrrr .

Nov. 12, 2019

U.S. Patent

.l-.l.l-l
A A A A A A
A AL
A A A A A

L RSN e e 4

4R

L SRR, TR SRR




U.S. Patent Nov. 12, 2019 Sheet 10 of 28 US 10,476,912 B2

X

,

o
.

I

X
b

X

oy

)

e
e
L

X



U.S. Patent Nov. 12, 2019 Sheet 11 of 28 US 10,476,912 B2

b ]

N
i)
X

X,
iy
)

KK KKK,
",

x
»
]

b ]
b ]

o x.ix:!x.
e . ]
.

RN N

k]
e i ]

h ]
k]

X,

e i i

L3

b ]
E A A

e . ]

. |

b i ]
2

k]
X,

b ]

1,‘!!3!!3!!3!!3

-
A
"

b
L

2

k]

k]
.
k]
k]
.
k]
2,
*
2
)

FIG. 6




U.S. Patent Nov. 12, 2019 Sheet 12 of 28 US 10,476,912 B2

6E




US 10,476,912 B2

Sheet 13 of 28

Nov. 12, 2019

U.S. Patent

X a o
N

i

i
Pttty iy
A A
NN )

o
A

X X kK
Ty
NN W)




U.S. Patent Nov. 12, 2019 Sheet 14 of 28 US 10,476,912 B2

700

S

Generate default security zones for assets

Display visual representation of security zones on GU! of network
orchestration and security platform application
704

Receive data corresponding to user input editing secunty zones
£06

Edit security zones
108

FIG. 7A



US 10,476,912 B2

Sheet 15 of 28

Nov. 12, 2019

U.S. Patent

e )
L)
NN

PR e o e ]

dp e i e e i e e e i

T W OW W W W W K

R L

R S e,

d.

Ol

-




US 10,476,912 B2

Sheet 16 of 28

Nov. 12, 2019

Il

Old

U.S. Patent

L
Hu..v

A

A




US 10,476,912 B2

Sheet 17 of 28

Nov. 12, 2019

U.S. Patent

MIOMIBU O} SOAIIDSND mopaium Alddy

8¢8

110d 0} Buiptiodsanion saAloadp

moyeuym Bunessuah soy sepu Aeidsiq |

9¢8
deld JoMou Uo adlasp
Buipsemioy jo pod Buosies indut
951 0) Buipuodsaiion BlEp SAISaM

uoyeoydde uuoge|d Alunoas pue UOKRASSYDIO YIOMIBU )R] f

318

S]OSSE USaM]aG M| UOHBOIUNUILIOD
0} BUIPUOASSII0D SBARDBMHPD

918
deuw YHOM}oU UO S19SSe usamiag
MUY uoesIBAL0D Buioeles 1ndu;

503

uopeoydde j0 INS uo dew somiou Aeidsi

‘moyeyym Buneseust oy sejni Aejdsiq |

josn 0} BUIPUOASALIOD BB BAI000Y |

| 1osse o} Buipuodssuod saAcap |
| mopauyMm buneieushb Joj sejns Aeidsi(g |

908
dew

}omsu Uo Jesse ue Bunosies ndut

198N 0} BUIPUOAS81I00 BJBP SAIB09Y




U.S. Patent Nov. 12, 2019 Sheet 18 of 28 US 10,476,912 B2

L
A

11!!!111!!1!11!!‘!

e ]
]

X

k]
F

o
L

i i
e . ]
k]

X

]
e Y ]

e ]
')
k]

M
AT A A A

L

b i i ]

L

xxxxuxxxxxxxxx
i

e . ]
X,

k]
L ]

e i
b i, ]

k]
k]

k]

b ]
NN N N K

b

F

H
2

"dx"dH:HHHHH!H‘HH'H"H.'.'.'.'.'.

RN K KK K

|
X,
X
X

S
:HEH” Hxl! >
L. ]

k]
k]

J
o
-

X
X,

X
i)

e i ]

e i ]
X X

'!IEZIHH!

]

L
ix'ldt
i i
2

™.,
™

k]
k]
k]

o ._'H




US 10,476,912 B2

Sheet 19 of 28

X EE A

“-“n"..“a”aa a..Hnnnnnnnnnmnrx”v.rnnx”n o P e R
W
l"....nnnannnnnnanuxu..v_r.ur.v_r.nr.v_r.nr.v_r.nr.xr ~,

o o e e e e e e e e e e
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e

b LI W L L LI W L LI W L

Nov. 12, 2019

U.S. Patent




US 10,476,912 B2

Sheet 20 of 28

Nov. 12, 2019

U.S. Patent

o : K

N N W NN W
1]

A e -

R R e
.lFHHlIlHlHlHlHlHlﬂlﬂlﬂlﬂlﬂlﬂlllﬂlﬂlﬂﬂﬂﬂ Hﬂ

Pl
T Ty T T T T, .......-_.__.r.-.l t1l_|.-......r.-..-...-_I )

E




U.S. Patent Nov. 12, 2019 Sheet 21 of 28 US 10,476,912 B2

Identify communication flows between assets in network
202

Apply whiteflow directives for assets to create whitelist policy

Assign whitelist policy to lowest threat state evel
906

Apply whiteflow directives for higher threat state level using previous threat
state level whitelist policy as a starting point

908

Assign whitelist policy {o higher threat stale level

210

NO - ighest Threat™ \
. State Level?

YES |

<>

FIG. 9A




US 10,476,912 B2

Sheet 22 of 28
WHITEMLOW DHRECTIVES

Jr
4
4

ml.f_..luh.

Jd
J
d

b

R T N Y

TP [Al
ALLO

P

PR IALLOW]

X

dbus TC

9,

VEB
R

Mo

FTR, ETHERNETIP H
SERVE

SCADA

PR T N N W T
Lok b o R b m R o

T
L
L
L
L
L
L
L
L
L

F rbr r r br r r'r ' rk r'r r r'lr r r r r rrk r r'r fr rr r rr r rr fr rrk r rir fk irirr ir irk r ik ir f ir ir irirkir'F irir'rF ik i’r ik ik e i'f 'k i’'r ik irk i’F IF

Nov. 12, 2019

|

U.S. Patent

W SERVER 1

CAl
SUADS SERVER G,

SCADA WEB SERVE

3
L)
Aotar

ot e s s e s s s s s sl s s s s s s s s sl s s s s s sl e s sl s e s s s e s s sl e s s s s s s s s e s sl s e s s s e e s s s e sl s s e s s e e s sl s s s s s e e s e s e s s s e s s e e s sl sl s s s s e e s e s e s s s e s s e s e sl s s e s s e e s e e

PR T I N T T N U T A A U N A N A R N T N A N T R N N Y
el e eSS e e e e Lk b B b b m R o boalh B R R R LR o n

-

L5
SCADA SERVE

.----.---.------.---.------.------.---.------.-------------------------------q O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O

+
¥
¥
+
¥
¥
¥
+
¥
+
¥
¥
¥
+
¥
¥
¥
¥
+
¥
¥
¥
+
¥
+
¥
¥
+
+
¥
¥
+
¥
+
¥
¥
¥
+
¥
¥
¥
¥
+
+
¥
¥
+
¥
+
¥
¥
¥
+
¥
¥
+
¥
+
¥
¥
¥
+
¥
¥
¥
¥
¥
+
¥
¥

AR RNMMMNMMI NN
L Ly
L) L] L) L)

L aC S sl sl sl s
L) PRl
.4...4.4....44...4”..”4...4.4_..”....4.4...

[
*

AR
N MR MR A A

DA
SERVER 2

T LA L C e

SCA

F ik rrrh

e dr X
o

H#HkH*H...H#H*H#Hkkf#HkH* ...H
ek
A e e a e a  ap
o o e

.r.r.-..r.r.-..r..r.-..r.r.-..rxx
b dr ko bk b bk ok bk il

L ] Ea e e el e 3
Al M NN M M N MM N M

el ) ’ .

e dr e A A iyl iy . - o
. ; &
.. ....”.4”.4”...”...HJH...H...H;H...H;”...H...H&H... A k “.ﬁHxHxHxHxHxxxHxHx”xHxHx”xHxHx”xHxHx” H:_H ol
E ok 3l al o . = R i A
L aE ko o al b 2l N N X 2
A e W el iy * O A A
N R A ) 2
r EaC bt 3 sl ok 3l b - A ﬂxgx X a .
P ol Ukl el il ) 2
Lt %ﬁ ok W - Pl : - ol s a XX LN AR
- .r.r.....r H .........-.. a & L - HH = Hxlﬂvv HHHH ..ﬂun .-...........__.
A T » -Ta B e e A A L N R
. Pl L - a . ' s S e e g
T ! ' T iy R R
P Ix b L] I & = M -] A MM M AN A A A N N AL N
- x- - . . .r“....__ " A P e 2 e e o N
o 4 A o o i e L i &
¥ & I & Iroa - E ol il I i .
.........._.... ......_.......1 N .r..... K HH .RHPEPHH HH .._..._......._
Tt e T x T o ol ——
aodrod s a drdp e . roa FAE i i i
dr dr ey b} EaE N i pE. A X ERERER N XX N A A
e e T e B B e oo e o o e L iy
drdp o dp dr e dp dp gy oy ode »* -x.xx.xx.xx.xr..”v_x# x$xﬁx i b
....H....H#H#H#H#H#H#H#H#”#H#H#H.r “ 1H.._ o ”RHHPHHHFHRH HHHFHHH ] HH H -
.....-......#######################.r ........ Nl i e e e e Nl i e e e
. . .
N e )
N ok kol A -y
F
N A N ) ‘i
B ¥
i
b-.r
N
" 8 .
e
J
__....h
J..T .
r & v .
|.:..r .
.*.' -
..:..: .
.Tb -
*
..r...
x !
s
e
..Tb-
o
.T.T.
T.J-.
Tb..
T.Tl
T.,-l
T.Tn
T.Tl
T.J-l
T.'-l
i
ﬂ. R
“. R < Calt T
' et e e e e e
-
. " » -
. ' N .
" HH
. x
F ]
-
& 4
i HHH
»

Ea Al
H#”*H#H#”*“#H#”&.H}.H#”&.H
o
E ot el kg
N A Ny
NN NN NN

X
X
)
X

i

Xy

L L P N N N N PN L )

mmlﬂ
i i i A A
x

; A X,
P P T B DR




US 10,476,912 B2

Sheet 23 of 28

DEFCON 1

ERVER 2

SCADA

AT e e A e e

S
Modbus TCP

. |
X
s
. kA
l___xH“ ”_n ~
e o o o
) e e e R e
ae o e e o e e e e A
N
| Ao
) .a"x .xnxnxnxnxuxnxxrﬂvxv.xxux
X A X
.xnx xHxHxHx o A xHx.
A HX
o a a a a a w N A o
o e R R xrxxv.“;l o
. P i e P TEDE B
A L e )
i) o x a a a a X
L .xxxxxxxxxxxxxxxurw R,
L NN S
2o e o e e e o e e o
et o e o e o > o
. e A R A N A L
L e d ; a
) o ae o o e e e o
oo oo e oo e a oo
» N *
M .xxxxxxxxxxxxxxn.__ﬂ. w K
L i i i i i e
—_— o
e
) k ko b h k& s -
.r.._ .r.._..r.._ .r.._..r.._ > .r.._ .r.r.r.._ .r.._..r.._ .r.._..r.._ .r..__. -
) e e a
. Hm— iy e e iy e i i a a i -
! . drdp dp dp iy e e e e
. I i el el de i & a e -
I dr e dp e p d e de i e
iy ey ey i i -
dr dr dr e kK e bk ke
. . EEaE lak al al 08 a2l
ot e ar sl ol sl
el a al o el
Aﬁ ..Uv m—
. . L E aC N al Nl
. ol e s sl s
? e N
D R E o al N aE bl sl el sl
- e s
L e
bk a0 Al N = a
o N Tl s .
L e S N Al N X% -
___ E o al 0 aE aE N sl ol 3l » W
- e x
A R & & gk k ke &k ko e I
. L ke 3l N Al Nl x
. dr dp dp dp et ok e i
N N x
E N kN kb el sl » )
. - - vy . e ks e
; .r.rw ¥ * Ll N N W
. . . e .y o E aC e Al N x
' Ok d - ol e s sl s )
A W ou h %ﬁw o N N A ok
. B * e N ol »
i N A x
SRCICRENG X N - o M M M M M M MM MM L
¥ ¥ * End o o e L .
T ﬁﬁ% %ﬂ. - o e o e
ir i r r i ol A A ol Yy A Lt I &
X4 : - K . i ; ! o W
. o %1 ) x.m %rﬁ &rﬂvn Ly o Pntanie
e ey * - A A A )
o AN - o ot .
R S U [l i i e e e e e il i il ™ P dr b
e Mol ; o
X e .xxu&‘%u&‘x -
N N ) XN N xxx.rﬂ.».
' l.################&.####### [ T i T S R R R oR o
S N N
. R AN o
iy ol

Nov. 12, 2019

drodr dr o dr o dr dr b b dr b W S N
b & & & & & b A s s AL

EthemetiP

F F

PLC, ED

k. i A k.

. HHHHHH”HHHH ”H”H”_HHHHHH
N

SCADA
SERVER 1

Pl Sl Sl vl Y

L

U.S. Patent




U.S. Patent Nov. 12, 2019 Sheet 24 of 28 US 10,476,912 B2

1002

oo ASSE

Display network map corresponding to first whitelisting policy
1006

Receive user input selecting whitelisting policy

1008

Display Network Map corresponding to selected whitelisting policy
o

FIG. 10A



US 10,476,912 B2

SCADA WEB
SERVER

Sheet 25 of 28

SCADA

Nov. 12, 2019

SCADA WER
CLIENT

U.S. Patent

HME 1

L

L

L

ENC N
NN

F

PN N

RN )

5
X

L)

Ll

Ea
L
L)

& & K
ol

drd e d e ded d d b i
N N N NN N

¥

......_......_ .....r.....__.....r.r.._.._..r.__.._......_
PN NN
i e dr i b
el s
Jr i dr &k d kN
Eaal al k2l a0
el sl sl s el
A AE R e X

sl
i
P it o

[

I

r
e e T

P R

SIS 1

<y
"

[ ] I:I.I I.I I.I.I IJ

"
-
-

r
e
¥,
I
.
¥

e
'l
L,
b
.l
..
k
.l
t

."l
.
t.
¥
L]

oA M M
HHHHH.HHHHU

x

)
X

O
LL.



>
2 CANE AN SN p—
—
& <
N
.
< 3 :
Sy S =
- T - &
- ) .w
= _ &
o 9, M |
U ”.. 2 ‘
= L ;
| .qC T - 5 m
3 e Q. mew oy - i
- . » u' ] - .. m. ___._____._.__ m ; B St
v o . 2 &3 H o {1,
o\ a ” : SR t a -
— B W S i G m
= .= W .. m | = :
O -1 . BB ! -
t *..S *. . .._.....- . P m.
e r e % !
W ‘< ; -
.m = o
i L P
; .ﬁuw ol
i G
<< ¢y p=
y— <L > I
0 CR : Lot -__...._r
S P S . -
S @ AN
P 0
o 5.
\ .
> . g,
S - . O
Z | | :
- : NS [
, x5 -
0 ) < .. . M
" . X
B
C e e

U.S. Patent

FIG. 10C



U.S. Patent Nov. 12, 2019 Sheet 27 of 28 US 10,476,912 B2

1100

1102

(Generate whitelisting policies for assels
1106

Generate and display flow diagram on GUI of network orchestration and
security platform application

FIG. 11A



U.S. Patent Nov. 12, 2019 Sheet 28 of 28 US 10,476,912 B2




US 10,476,912 B2

1

CREATING, VISUALIZING, AND
SIMULATING A THREAT BASED

WHITELISTING SECURITY POLICY AND
SECURITY ZONES FOR NETWORKS

DESCRIPTION OF THE

RELATED ART

Industrial control system (ICS) networks provide hard-
ware and software that momitors and controls the operation
of machinery and other devices 1n industrial environments.
ICS networks are prevalent in a multitude of industries such
as 1n electrical, manufacturing, oil, gas, water, building
automation, chemical, etc.

ICS networks have a variety of differences with conven-
tional IT networks within an enterprise. The lifecycle of
devices within industrial networks 1s typically twelve to
twenty years and includes a multitude of legacy devices used
in combination with new devices. Additionally, the commu-
nication characteristics of the devices are deterministic,
device sessions can last vears, devices are provided by a
multitude of different vendors, and the devices use industrial
protocols. For example, the characteristics of machine-to-
machine (M2M) communication of devices within these ICS
networks may not change for many, many years.

One major 1ssue with ICS 1s the lack of security controls
that protect East/West Network trailic. Conventional net-
work cybersecurity policy and controls for ICS networks are
focused on segmentation and firewall deployments. The
implementation of a firewall 1s usually deployed to create an
industrial DMZ. This DMZ. 1s typically used for devices that
act as a go-between for supplying data from the process to
higher level systems. The concentration of these security
measures are focused on blocking the North/South trafhic.
Indeed, most standards bodies and regulations for these ICS
systems focus on a “security onion” model of defense 1n
depth. However, 1 ICS networks North/South communica-
tion represents less than 5% of the total traflic.

Another major 1ssue with ICS 1s the lack of audits of
existing security controls required to determine their overall
cllectiveness The typical firewall configuration approach for
network security policy uses a table layout that lists the
source host, source port, destination host, destination port
and what the action rule 1s. These processing rules can
become lengthy and complex. To demonstrate the complex-
ity of firewall configuration, this fiecld has become a specialty
where people are dedicated to only configuring these com-
plex rule sets. For ICS this complexity 1s magnified due to
the “high availability” system requirements. Far too many
systems have had “emergency” changes made to firewalls 1n
order to allow traflic due to some immediate operational
need. In many cases, these temporary changes are made
permanent.

Yet another major 1ssue with ICS 1s that ICS network
security policy stakeholders have no way to visualize the
ellect of proposed rule changes to an ICS network. ICS
security controls for industrial networks typically include
firewalls, network segmentation and access control lists
(ACL). Each one of these controls require subject matter
experts (SMEs) to setup their implementation, as well as the
configuration of the ICS network that i1s being protected. The
configuration approach for these controls 1s typically within
a table-like configuration that is broken down into rows,
with each row consisting of a source, destination and appro-
priate action. Each vendor of these tools has a diflerent
approach to the setup of these processing rules as well as the
processing order.
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2
SUMMARY

Techniques described herein are directed toward creating,
visualizing, and simulating a threat based whitelisting secu-
rity policy and security zones for networks.

In one embodiment, a method includes: nitializing an
application including a graphical user interface for editing
and visually representing security zones of a network, where
the network includes a plurality of assets; displaying, on the
graphical user interface, a visual representation of a first
security zone of the network, where the first security zone
includes a first set of assets of the plurality of assets;
receiving data corresponding to user mput at the graphical
user interface editing the first security zone; and in response
to receiving the data, editing the first security zone.

In one implementation, the visual representation of the
security zone 1s a logical container of the at least two or more
of the plurality of assets.

In one 1mplementation, the network 1s an industrial net-
work and the plurality of assets include 1industrial devices.

In one implementation, the network includes a controller
communicatively coupled to a plurality of forwarding
devices, and each of the plurality of assets 15 communica-
tively coupled to a respective port of one of the plurality of
forwarding devices.

In one implementation, the user input at the graphical user
interface editing the first security zone includes at least one
ol: moving a visual representation of one of the plurality of
assets 1nto the logical container of the first security zone or
moving a visual representation of one of the assets from the
logical container of the first security zone into a logical
container of a second security zone of the network.

In one implementation, the user mnput at the graphical user
interface editing the first security zones includes dragging a
visual representation ol an asset not assigned to a security
zone 1nto the logical container of the first security zone.

In one implementation, the user mnput at the graphical user
interface editing the first security zones include dragging a
visual representation of one of the assets from the logical
container of the first security zone mto a logical container of
a second security zone of the network.

In one 1implementation, the method turther includes gen-
erating the first security zone, where the first security zone
1s generated based at least in part on a type ol protocol
communication between assets 1n the first set of assets.

In one embodiment, an industrial network system
includes: a controller; a plurality of forwarding devices
communicatively coupled to the controller over an industrial
network; a plurality of assets, where each of the plurality of
assets 1s communicatively coupled to a respective port of
one of the plurality of forwarding devices; and a non-
transitory computer readable medium having instructions
stored thereon that, when executed by a processor, causes
the system to: 1nitialize an application including a graphical
user mterface for editing and visually representing security
zones of the industrial network; display, on the graphical
user interface, a visual representation of a first security zone
of the network, where the first security zone includes a first
set of assets of the plurality of assets; receive data corre-
sponding to user input at the graphical user interface editing
the first security zone; and 1n response to receiving the data,
editing the first security zone.

In one embodiment, a method includes: identifying a
plurality of communication flows between a plurality of
assets on a network; applying whitetlow directives to the
plurality of communication flows to create a first whitelist-
ing policy; assigning the created first whitelisting policy to
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a first threat state level; creating a second whitelisting policy,
where the second whitelisting policy includes a subset of the
whiteflow directives of the first whitelisting policy; and
assigning the created second whitelisting policy to a second
threat state level.

In one 1mplementation, creating the second whitelisting
policy includes loading the first whitelisting policy and
removing whiteflow directives from the first whitelisting
policy.

In one implementation, the method further includes: stor-
ing the first whitelisting policy and the second whitelisting
policy 1n a datastore.

In one implementation, the method further includes: 1ni-
tializing an application including a graphical user interface
for displaying and editing whiteflow directives.

In one implementation, the method further includes: dis-
playing a network map on the graphical user interface, the
network map wvisually displaying commumication links
between the plurality of assets on the network.

In one implementation, applying whitetflow directives to
the plurality of communication flows to create the first
whitelisting policy includes: recerving data corresponding to
user input at the graphical user interface selecting an asset on
the network map; and displaying rules for generating white-
flow directives corresponding to the selected asset.

In one implementation, applying whitetlow directives to
the plurality of communication flows to create the first
whitelisting policy includes: receiving data corresponding to
user mput at the graphical user interface selecting a com-
munication link on the network map; and displaying rules
for generating a whitetlow directive corresponding to the
selected communication link.

In one implementation, the network 1s an industrial net-
work and the plurality of assets includes industrial devices.

In one implementation, the network includes a controller
communicatively coupled to a plurality of forwarding
devices, wherein each of the plurality of assets 1s commu-
nicatively coupled to a respective port of one of the plurality
of forwarding devices.

In one 1implementation, the method further includes: 1ni-
tializing an application includes a graphical user interface
for displaying and editing whitetlow directives; displaying a
network map on the graphical user interface, the network
map visually displaying ports of the forwarding devices;
receiving data corresponding to user mput at the graphical
user interface selecting a port on the network map; and
displaying rules for generating a whitetflow directive corre-
sponding to the selected port.

In one embodiment, a method includes: itializing an
application including a graphical user interface for display-
ing and editing whitetlow directives; generating a logical
network map of a plurality of assets on a network, where the
logical network map includes the plurality of assets and one
or more conversation links between the plurality of assets;
displaying the logical network map on the graphical user
interface; receiving data corresponding to user input at the
graphical user interface selecting an asset or a conversation
link on the logical network map; and displaying rules for
generating a whiteflow directive corresponding to the
selected asset or the selected conversation link.

In one implementation, the network 1s an industrial net-
work and the plurality of assets includes industrial devices.

In one 1implementation, the network includes: a controller
communicatively coupled to a plurality of forwarding
devices, where each of the plurality of assets 1s communi-
catively coupled to a respective port of one of the plurality
of forwarding devices.
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In one implementation, the method further includes: char-
acterizing and classifying the plurality of assets, where
characternizing and classiiying the plurality of assets includes
identifving the plurality of assets and identifying the proto-
cols or protocol behaviors of communications taking place
between the plurality of assets.

In one implementation, each of the one or more conver-
sation links between the plurality of assets corresponds to a
conversation between two assets using a particular protocol
or protocol behavior.

In one mmplementation, the rules include a decision to
drop a conversation link between assets, a decision to deny
a conversation link between assets, and a decision to allow
a conversation link between assets.

In one implementation, the rules further include a deci-
s10n to encrypt a conversation link between assets.

In one embodiment, an industrial network system
includes: a controller; a plurality of forwarding devices
communicatively coupled to the controller over an industrial
network; a plurality of assets, wherein each of the plurality
of assets 1s communicatively coupled to a respective port of
one of the plurality of forwarding devices; and a non-
transitory computer-readable medium having instructions
stored thereon that, when executed by a processor, causes
the system to: initialize an application include a graphical
user interface for displaying and editing whitetlow direc-
tives; generate a network map of the industrial network;
display the network map on the graphical user interface;
receive data corresponding to user input at the graphical user
interface selecting a component of the network map; and
display rules for generating a whitetlow directive corre-
sponding to the selected component.

In one implementation, the network map includes a logi-
cal network map of the plurality of assets, wherein the
logical network map 1ncludes the plurality of assets and one
or more conversation links between the plurality of assets,
and wherein the selected component 1s one of the plurality
ol assets or one of the one or more conversation links.

In one implementation, the network map includes a physi-
cal network map of the plurality of assets, where the
physical network map graphically displays connections
between forwarding devices on the industrial network,
where the selected component includes a port of one of the
forwarding devices.

Other features and aspects of the disclosure will become
apparent from the following detailed description, taken 1n
conjunction with the accompanying drawings, which 1llus-
trate, by way of example, the features in accordance with
various embodiments. The summary 1s not intended to limit

the scope of the mvention, which 1s defined solely by the
claims attached hereto.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A depicts a diagram of an example of a network
orchestration and security platform environment.

FIG. 1B illustrates an example networking system that
leverages software-defined networking 1n accordance with a
particular implementation to provide network orchestration
and securnity.

FIG. 2 depicts a tlowchart of an example of a method of
tforwarding device deployment and system 1nitialization.

FIG. 3 depicts a flowchart of an example of forwarding
device provisioning.

FIG. 4 depicts a tflowchart of an example of forwarding
device 1nitialization.
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FIG. 5A depicts a flowchart of an example of system
initialization.

FI1G. 5B illustrates an example behavioral tree mapping of
protocol and protocol behaviors to asset types 1n an indus-
trial network.

FIG. 6A depicts a tlowchart of an example method of
generating and displaying network maps on a graphical user
interface ol a network orchestration and security platform
application.

FIG. 6B depicts an example graphical user interface of a
network orchestration and security platform application for
accepting new assets on a network.

FIG. 6C depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a logical network map.

FIG. 6D depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a physical network map.

FIG. 6E depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a physical network map.

FIG. 6F depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a physical network map.

FIG. 7A depicts a tlowchart of an example method of
visually representing and editing security zones.

FIG. 7B depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a visual representation of created security zones.

FIG. 7C depicts an example graphical user interface of a
network orchestration and security platform application dis-
playing a visual representation of created security zones.

FIG. 8A depicts a tlowchart of an example method of
visually creating whitelisting policies using a graphical user
interface ol a network orchestration and security platform
application.

FIG. 8B depicts an example graphical user interface of a
network orchestration and security platform application
whereby assets may be selected on a logical network map to
set whitetlow directives.

FIG. 8C depicts an example graphical user interface of a
network orchestration and security platiorm application
whereby assets may be selected on a physical network map
to set whitetlow directives.

FIG. 8D depicts an example graphical user interface of a
network orchestration and security platform application
whereby whiteflow directives may be modified 1n a tabular
format.

FIG. 9A depicts a tlowchart of an example method of
creating whitelisting policies using a threat state model.

FI1G. 9B depicts whitetlow directives between assets 1n an
example industrial network during a DEFCON 5 threat state
level.

FIG. 9C depicts whiteflow directives between assets in
the industrial network of FIG. 9B during a DEFCON 1 threat
state level.

FIG. 10A depicts a flowchart of an example method of
simulating and visualizing the effects of different whitelist-
ing policies on a network.

FIG. 10B illustrates an example implementation of a GUI
ol a network orchestration and security platform application
whereby a user may drag a slider to advance a policy effect
viewer through different policy configurations.

FI1G. 10C illustrates an example implementation of a GUI
ol a network orchestration and security platform application
whereby a user may drag a slider to advance a policy effect
viewer through different policy configurations.
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FIG. 11A depicts a flowchart of an example method of
generating a network flow diagram on a graphical user
interface ol a network orchestration and security platform
application.

FIG. 11B depicts an example graphical user interface of
a network orchestration and security platform application
displaying a network flow diagram.

DETAILED DESCRIPTION

As used herein, the term “asset” refers to a device 1n a
network (e.g., an industrial network), a service oflered by a
device 1n a network, or some combination thereof. Assets
may include, for example, active directories, batch servers,
batch clients, data concentrators, engineering workstations,
FTP servers, historians, historian web servers, human
machine interfaces (HMI), imtelligent electronic devices
(IED), man machine interfaces (MMI), motion controllers,
programmable automation controllers (PAC), program-
mable logic controls (PLC), phasor measurement units
(PMU), remote terminal units (RTU), supervisory control
and data acqusition (SCADA) systems such as SCADA
servers, SCADA clients, SCADA web servers, SCADA web
clients, synchrophasors, web servers, and other devices
and/or services used in networks.

As used herein, the term ““security zone™ refers to a logical
grouping ol assets by trust. In some implementations, the
term “‘security zone” may also refer to a logical grouping of
assets by trust and cohesive function. Communications
between assets within the same security zone may be
considered by default to have a higher level of trust than
communications between assets across security zones.

As used herein, the term “whiteflow directive” refers to
what communication 1s permitted between two assets that
communicate. As used herein, the term “whaitelisting policy”™
refers to a collection of whiteflow directives. In one 1imple-
mentation, the whitelisting policy may be a collection of all
whiteflow directives on a network. Alternatively, a white-
listing policy may be a collection of all whiteflow directives
on a portion of a network (e.g., a collection of whitetlow
directives 1n a security zone or a collection of whitetlow
directives for one asset).

As used herein, the term “threat state level” refers to an
indication of a defensive posture for cybersecurity 1n a
network. Each threat state level 1s assigned a whitelisting
policy. A threat state level that 1s higher than another threat
state level on the same network or subnetwork has a more
restrictive whitelisting policy (1.e., 1s more restrictive as to
what communications are permitted between assets). The
number of threat state levels can range from two to some
other desired value.

As used herein, the term “DEFCON levels™ 1s an example
of threat state levels. There are five DEFCON levels, which
1s a number of threat state levels due to the use of the
acronym by the United States Armed Forces.

In a Software-Defined Networking (SDN)-implementa-
tion, the term “controller” generally refers to a logically
centralized entity that determines how packets or frames
should be forwarded in a network and communicates this
forwarding information to forwarding devices that forward
packets or frames to assets. Definition as a logically cen-
tralized entity neither prescribes nor precludes implementa-
tion 1n a distributed form, nor details such as the federation
of multiple controllers, the hierarchical connection of con-
trollers, communication intertaces between controllers, nor
virtualization or slicing of network resources. In a particular
implementation, a controller may be implemented 1n accor-
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dance with Issue 1.1 of “SDN Architecture” as prescribed by
the Open Networking Foundation (Document ONF
TR-521).

In an SDN-implementation, a “forwarding device™ refers
to a networked device (e.g., a switch, router, gateway, or
access point) that forwards packets or frames to assets or

other forwarding devices based on forwarding information
received from a controller.

As noted above, conventional industrial networks lack
security controls that protect East/ West network traflic, lack
audits of existing security controls required to determine
theirr overall effectiveness, and do not provide a way to
visualize the eflect of proposed rule changes to an industrial
network. Embodiments of the technology disclosed herein
are directed toward addressing these problems by creating,
visualizing, and simulating a threat based whitelisting secu-
rity policy and security zones for networks. As further
described below, the disclosed technology may be imple-
mented by providing a graphical user intertace (GUI) on a
network orchestration and security platform that facilitates
creation and visualization of security zones and security
policies for networks. As humans are very visual by nature,
the disclosed technology may permit a user of a network
orchestration and security platform to intuitively monitor
and analyze communication flows for every asset on the
network. Additionally, the disclosed technology may reduce
the complexity and high level of skill required to develop
network security configurations.

FIG. 1 depicts a diagram 100 of an example of a network
orchestration and security platform environment. The dia-
gram 100 includes a computer-readable medium 102, assets
104-1 to 104-n (referred to collectively herein as “assets
104) coupled to the computer-readable medium 102, a
network orchestration and security platform 106 coupled to
the computer-readable medium 102, and a management
access system 108 coupled to the computer-readable
medium 102.

The computer-readable medium 102 and other computer
readable mediums discussed 1n this paper are intended to
include all mediums that are statutory (e.g., in the United
States, under 35 U.S.C. 101), and to specifically exclude all
mediums that are non-statutory 1n nature to the extent that
the exclusion 1s necessary for a claim that includes the
computer-readable medium to be valid. Known statutory
computer-readable mediums include hardware (e.g., regis-
ters, random access memory (RAM), non-volatile (NV)
storage, to name a few), but may or may not be limited to
hardware.

The computer-readable medium 102 and other computer
readable mediums discussed 1n this paper are intended to
represent a variety ol potentially applicable technologies.
For example, the computer-readable medium 102 can be
used to form a network or part of a network that mcludes
assets operating at multiple conceptual levels (using naming
conventions of the Purdue Reference Model for Control
Hierarchy logical framework (ISA99 Committee, 2004)):
Level O—physical process, Level 1—basic control, Level
2—area supervisory control, Level 3—site manufacturing
operations and control systems, Level 4—site business
planning and logistics, Level 5—enterprise. Where two
components are co-located on an asset, the computer-read-
able medium 102 can include a bus or other data conduit or
plane. Where a first component 1s co-located on one asset
and a second component 1s located on a different asset, the
computer-readable medium 102 can include a wireless or
wired back-end network or LAN. The computer-readable

10

15

20

25

30

35

40

45

50

55

60

65

8

medium 102 can also encompass a relevant portion of a
WAN or other network, i applicable.

The assets, systems, and computer-readable mediums
described 1n this paper can be implemented as a computer
system or parts of a computer system or a plurality of
computer systems. In general, a computer system will
include a processor, memory, non-volatile storage, and an
interface. A typical computer system will usually include at
least a processor, memory, and a device (e.g., a bus) cou-
pling the memory to the processor. The processor can be, for
example, a general-purpose central processing unit (CPU),
such as a microprocessor, or a special-purpose processor,
such as a microcontroller.

The memory can include, by way of example but not
limitation, random access memory (RAM), such as dynamic
RAM (DRAM) and static RAM (SRAM). The memory can
be local, remote, or distributed. The bus can also couple the
processor to non-volatile storage. The non-volatile storage 1s
often a magnetic floppy or hard disk, a magnetic-optical
disk, an optical disk, a read-only memory (ROM), such as a
CD-ROM, EPROM, or EEPROM, a magnetic or optical
card, or another form of storage for large amounts of data.
Some of this data 1s often written, by a direct memory access
process, mto memory during execution of software on the
computer system. The non-volatile storage can be local,
remote, or distributed. The non-volatile storage 1s optional
because systems can be created with all applicable data
available 1n memory.

Software 1s typically stored in the non-volatile storage.
Indeed, for large programs, 1t may not even be possible to
store the entire program 1n the memory. Nevertheless, it
should be understood that for software to run, 1f necessary,
it 1s moved to a computer-readable location appropriate for
processing, and for illustrative purposes, that location 1s
referred to as the memory 1n this paper. Even when software
1s moved to the memory for execution, the processor will
typically make use ol hardware registers to store values
associated with the software, and local cache that, ideally,
serves to speed up execution. As used herein, a software
program 1s assumed to be stored at an applicable known or
convenient location (from non-volatile storage to hardware
registers) when the software program 1s referred to as
“implemented 1n a computer-readable storage medium.” A
processor 1s considered to be “‘configured to execute a
program” when at least one value associated with the
program 1s stored 1n a register readable by the processor.

In one example of operation, a computer system can be
controlled by operating system soitware, which 1s a software
program that includes a file management system, such as a
disk operating system. One example of operating system
soltware with associated file management system software 1s
the family of operating systems known as Windows® from
Microsolit Corporation of Redmond, Wash., and their asso-
ciated file management systems. Another example of oper-
ating system software with its associated file management
system soltware 1s the Linux operating system and its
associated flle management system. The file management
system 1s typically stored in the non-volatile storage and
causes the processor to execute the various acts required by
the operating system to 1mput and output data and to store
data in the memory, mcluding storing files on the non-
volatile storage.

The bus can also couple the processor to the interface. The
interface can include one or more mput and/or output (1/0)
devices. Depending upon implementation-specific or other
considerations, the I/O devices can include, by way of
example but not limitation, a keyboard, a mouse or other
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pointing device, disk drives, printers, a scanner, and other
I/0 devices, including a display device. The display device
can include, by way of example but not limitation, a cathode
ray tube (CRT), liqud crystal display (LCD), or some other
applicable known or convenient display device. The inter-
face can include one or more of a modem or network
interface. It will be appreciated that a modem or network
interface can be considered to be part of the computer
system. The interface can include an analog modem, ISDN
modem, cable modem, token ring interface, satellite trans-
mission interface (e.g. “direct PC”), or other interfaces for
coupling a computer system to other computer systems.
Interfaces enable computer systems and other devices to be
coupled together 1n a network.

The computer systems can be compatible with or imple-
mented as part of or through a cloud-based computing
system. As used in this paper, a cloud-based computing
system 15 a system that provides virtualized computing
resources, software and/or information to end user devices.
The computing resources, soltware and/or information can
be wvirtualized by maintaining centralized services and
resources that the edge devices can access over a commu-
nication interface, such as a network. “Cloud” may be a
marketing term and for the purposes of this paper can
include any of the networks described herein. The cloud-
based computing system can involve a subscription for
services or use a utility pricing model. Users can access the
protocols of the cloud-based computing system through a
web browser or other container application located on their
end user device.

A computer system can be implemented as an engine, as
part ol an engine or through multiple engines. As used 1n this
paper, an engine includes one or more processors or a
portion thereol. A portion of one or more processors can
include some portion of hardware less than all of the
hardware comprising any given one or more processors,
such as a subset of registers, the portion of the processor
dedicated to one or more threads of a multi-threaded pro-
cessor, a time slice during which the processor 1s wholly or
partially dedicated to carrying out part of the engine’s
functionality, or the like. As such, a first engine and a second
engine can have one or more dedicated processors or a first
engine and a second engine can share one or more proces-
sors with one another or other engines. Depending upon
implementation-specific or other considerations, an engine
can be centralized or its functionality distributed. An engine
can include hardware, firmware, or software embodied 1n a
computer-readable medium for execution by the processor.
The processor transforms data into new data using i1mple-
mented data structures and methods, such as 1s described 1n
this paper.

The engines described in this paper, or the engines
through which the systems and devices described 1n this
paper can be implemented, can be cloud-based engines. As
used in this paper, a cloud-based engine 1s an engine that can
run applications and/or functionalities using a cloud-based
computing system. All or portions of the applications and/or
functionalities can be distributed across multiple computing
devices, and need not be restricted to only one computing
device. In some embodiments, the cloud-based engines can
execute functionalities and/or modules that end users access
through a web browser or container application without
having the functionalities and/or modules 1nstalled locally
on the end-users’ computing devices.

As used 1n this paper, datastores are intended to include
repositories having any applicable organization of data,
including tables, comma-separated values (CSV) files, tra-
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ditional databases (e.g., SQL), or other applicable known or
convenient organizational formats. Datastores can be imple-
mented, for example, as software embodied 1 a physical
computer-readable medium on a specific-purpose machine,
in firmware, 1n hardware, 1in a combination thereof, or 1n an
applicable known or convenient device or system. Data-
store-associated components, such as database interfaces,
can be considered “part of” a datastore, part of some other
system component, or a combination thereof, though the
physical location and other characteristics of datastore-
associated components 1s not critical for an understanding of
the techniques described in this paper.

Datastores can include data structures. As used 1n this
paper, a data structure 1s associated with a particular way of
storing and organizing data 1n a computer so that i1t can be
used efliciently within a given context. Data structures are
generally based on the ability of a computer to fetch and
store data at any place 1n its memory, specified by an
address, a bit string that can be 1tself stored in memory and
mampulated by the program. Thus, some data structures are
based on computing the addresses of data 1items with arith-
metic operations; while other data structures are based on
storing addresses of data items within the structure itsell.
Many data structures use both principles, sometimes com-
bined 1 non-trivial ways. The implementation of a data
structure usually entails writing a set of procedures that
create and manipulate instances of that structure. The data-
stores, described in this paper, can be cloud-based data-
stores. A cloud-based datastore 1s a datastore that 1s com-
patible with cloud-based computing systems and engines.

Referring once again to the example of FIG. 1, the assets
104 are intended to represent a network of assets and
inirastructure under the control of an enfity. In a specific
implementation, the network 1s an industrial network, but
some other applicable personal or enterprise network 1s
possible. The network will also include infrastructure, which
can generally be conceptualized as the part of the computer-
readable medium 102 that i1s under the control of the
applicable entity or on the edge of the network. In a specific
implementation, the assets 104 include wired or wireless
interfaces through which the assets 104 can send and receive
data to and from the computer-readable medium 102. The
assets 104 function to transmit data between sources and
destinations that may be 1n or outside the network.

The assets 104 may or may not include unique identifiers
that can be used 1n the transmission of data. Unique 1den-
tifiers of the assets 104 can include identifiers created in
accordance with Internet Protocol version 4 (hereinafter
referred to as “IPv4”), or identifiers created in accordance
with Internet Protocol version 6 (heremaiter referred to as
“IPv6”), of which both protocol versions are hereby incor-
porated by reference. In particular implementations, further
described below, the assets 104 may be assigned a unique 1D
by the network orchestration and security platform 106.

Depending upon implementation-specific or other consid-
erations, the assets 104 can include applicable communica-
tion interfaces for receiving and sending data according to
an applicable wireless device protocol. Examples of appli-
cable wireless device protocols include Wi-F1, ZigBee®,
Bluetooth®, and other applicable low-power communica-
tion standards. In a specific implementation, the network
devices act as stations. A station, as used 1n this paper, can
be referred to as a device with a media access control (MAC)
address and a physical layer (PHY) interface to a wireless
medium that complies with the IEEE 802.11 standard. Thus,
for example, the network devices can be referred to as
stations, 1f applicable. IEEE 802.11a-1999, IEEE 802.11b-
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1999, IEEE 802.11g-2003, IEEE 802.11-2007, and IEEE
802.11n TGn Dratt 8.0 (2009) are 1ncorp0rated by reference.
As used 1n this paper, a system that 1s 802.11 standards-
compatible or 802.11 standards-compliant complies with at
least some of one or more of the mcorporated documents’
requirements and/or recommendations, or requirements and/
or recommendations from earlier drafts of the documents,
and includes Wi-F1 systems. Wi-F1 1s a non-technical
description that 1s generally correlated with the IEEE 802.11
standards, as well as Wi-F1 Protected Access (WPA) and
WPAZ2 security standards, and the Extensible Authentication
Protocol (EAP) standard. In alternative embodiments, a
station may comply with a diferent standard than Wi-Fi1 or
IEEE 802.11, may be referred to as something other than a
“station,” and may have diflerent interfaces to a wireless or
other medium.

In a specific 1mplementat10n the assets 104 are config-
ured to access network services in compliance with IEEE
802.3. IEEE 802.3 1s a working group and a collection of
IEEE standards produced by the working group defining the
physical layer and data link layer’s MAC of wired Ethernet.
This 1s generally a local area network technology with some
wide area network applications. Physical connections are
typically made between nodes and/or infrastructure devices
(hubs, switches, routers) by various types of copper or fiber
cable. IEEE 802.3 1s a technology that supports the IEEE
802.1 network architecture. As 1s well-known 1n the relevant
art, IEEE 802.11 1s a working group and collection of
standards for implementing wireless local area network
(WLAN) computer communication i the 2.4, 3.6 and 5
GHz frequency bands. The base version of the standard
IEEE 802.11-2007 has had subsequent amendments. These
standards provide the basis for wireless network products
using the Wi-F1 brand. IEEE 802.1 and 802.3 are incorpo-
rated by reference.

In the example of FIG. 1, the network orchestration and
security platform 106 is intended to represent a platform that
has been designed to simplify network design, deployment,
configuration, and orchestration for networks, such as mndus-
trial control networks. In a specific implementation, the
network orchestration and security platform 106 integrates
network security concepts into a unified system for provid-
ing comprehensive situational awareness. The unified sys-
tem and comprehensive situation awareness yields improved
overall efliciency of configuration tasks, providing preven-
tion and protection controls applicable across various net-
work segments, and integration of support for incident
response personnel. For example, the network orchestration
and security platform 106 can provide visibility into what
devices are on a network as well as what conversations are
taking place (e.g., M2M communications) and using which
languages (network protocols) and information related
thereto 1s logged for historical access. The network orches-
tration and security platform 106 can leverage Software
Defined Networking (SDN) and incorporate features such as
Network Segmentation, Security Zones, Whitelisting Secu-
rity Policy, and Threat State Modeling. SDN devices, such
as SDN applications, SDN controllers, SDN forwarding
devices, SDN Control to Data-Plane Interfaces (CDPI), and
SDN NorthBound Interfaces (NBI) to name several. In a
specific implementation, the solution 1s applied to industrial
network configuration and management, although tech-
niques described 1n this paper may be applicable to other
types of networks.

In a specific implementation, the network orchestration
and security platform 106 functions to generate security
zones mcluding ICS assets that are 1n the six levels of the
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Purdue Reference Model for Control Hierarchy logical
framework (ISA99 Committee, 2004). For example, security
zones may be generated for motors, tlow meters, and sensors
(representative examples of Level O devices of the Purdue
Retference Model), PLCs (representative examples of Level
1 devices of the Purdue Reference Model), SCADA systems
or HMIs (representative examples of Level 2 devices of the
Purdue Reference Model), historians, Manufacturing Execu-
tion Systems (MES), or Operations Management Systems
(MOS) (representative examples of Level 3 devices of the
Purdue Reference Model), devices that facilitate manage-
ment of business-related activities of a manufacturing opera-
tion (representative examples of Level 4 devices of the
Purdue Reference Model), devices that facilitate corporate
IT infrastructure systems and applications (representative
examples of Level 5 devices of the Purdue Reference
Model) or the like. Devices of a given level can generally
communicate with devices only one level down and only
one level up. The security zones may be visually represented
as a logical container of assets whose function 1s related to
the automation of a related physical process. For example,
the infeed process for a chemical facility would have an
automated system for the delivery of raw product from rail
cars and trucks and unloading of the dry product to storage
silos and to batch tanks for wet product. In a specific
implementation, the security zones define a logical grouping
of trust and have policy rules that can be applied to deter-
mine what communication 1s allowed (e.g., what M2M
communications are permitted) and by what languages these
conversations should be permitted (e.g., what network pro-
tocols).

In a specific implementation, the network orchestration
and security platform 106 1s implemented, at least 1n part,
through a local agent on a network having all subnetworks
under common administrative control, generally referred to
as, €.g., an enterprise network or a home network. A local
agent, as used in this paper, 1s implemented on a physical
device locally coupled to at least one of the assets 104.
Depending upon implementation or other considerations, the
network orchestration and security platform 106 can be
implemented as part of a private cloud. A private cloud
implementing the network orchestration and security plat-
form 106, at least 1n part, can be specific to an entity. The
network orchestration and security platform 106 may or may
not be a dedicated platform for a single public or private
network, though that 1s a likely implementation given the
desire by enterprises to maintain control of their respective
networks. However, some aspects of the network orchestra-
tion and security platform 106 could provide services to
multiple networks not under common administrative con-
trol, while other aspects could be oflered only to a specifi-
cally-identified network under the administrative control of
the applicable entity.

In the example of FIG. 1, the management access system
108 1s mntended to represent one or more devices (e.g., a
workstation, a laptop, a smartphone, etc.) through which
agents communicate with the network orchestration and
security platform 106. Agents can be human or artificial and
will generally have Create, Read, Update, Delete (CRUD)
rights to all or a subset of data associated with an applicable
network or subnetwork. Such rights can be used to access
data and to provide commands (the equivalent of, e.g.,
updating an nstruction set) to assets to change asset behav-
1or or drop asset communications ifrom the network.

In a specific implementation, a portion of the management
access system 108 1s implemented remote from the network
devices 104 and the network orchestration and security
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platform 106. Depending upon implementation-specific or
other considerations, portions of the management access
system 108 can transmit and receive data to and from the
enterprise network through virtual private network (herein-
alter “VPN”) tunnels. For example, the management access
system 108 may be capable of receiving outbound network
traih

ic sent from the network devices 104 or the network
orchestration and security platiorm 106 over a VPN tunnel.
In a specific example, VPN tunnels through which the
management access system 108 send and receive data are
maintained using dedicated networking equipment, such as
dedicated routers.

In an example of operation of the example system shown
in FIG. 1, the assets 104 and at least a portion of the
computer-readable medium 102 form, e.g., an industrial
network. The network orchestration and security platform
106—or local agents associated therewith that are also part
of the industrial network—provides data to and receives
instructions from the management access system 108. In an
example of operation, the system provides a visually-based
security policy development approach for industrial net-
works, which enables, for example, the management access
system 108 to provide a graphical representation of security
zones enabling a simplified drag-and-drop operation of
assets from one zone to the next by the admimstrator. This
worktlow involves an administrator viewing a logical net-
work topology of assets of the system and observed con-
versations between assets. The administrator can select the
conversation link between assets and select an appropriate
action: Allow, Drop (conversation will not be allowed and
no deny response 1s provided to sender), or Alert (allow but
generate an alert anytime that conversation 1s observed.

Continuing the example, a real-time peer review cycle 1s
incorporated for configuration workilows. This peer review
mechanism includes a list of stakeholders for the configu-
ration that allows for real-time notification when a change 1s
made and 1s then ready for review. Via the management
access system 108, a peer (team member) can access a first
(e.g., original, old, previous, or current) network configura-
tion, the proposed change, who proposed the change, and the
reason for the change. The data can be presented graphically,
which 1s of particular value for the network configuration
and proposed changes because they can be presented 1n
association with the security zone paradigm. The peer (team
member) can than accept the change or deny the change and
provide the reason for demial. This approach increases the
elliciency of the network configuration and security design
process tremendously.

In a specific implementation, a security policy 1s not
defined for all threat levels and threat vectors. Rather, a
threat state model resembles the defense readiness model of
the US Military, DEFCON, made applicable to security
measures for, e.g., an industrial network that controls a
physical process. By adopting this type of methodology, the
security for a site becomes agile and adaptable to the threat
state of the system or site. This approach can provide a
reduction 1n autonomous attack surface of the industrial
control system. Thus, when the threat 1s nonexistent (DEF-
CON 5), the maximum functionality and connectivity can be
realized. Yet, when there 1s a direct threat against the system
the system can ensure the mission critical function of the
process 1s msured at an appropriate level (DEFCON 4, 3, 2,
or 1) to define an associated defensive posture for cyberse-
curity. This 1s accomplished by defining the security zones
within a security zone management application of the net-
work orchestration and security platform 106. A next work-
flow 1s defining the Whitelisting policy by designing each
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WhiteFlow Directive within the umique wvisualization
approach. The combination of the security zones plus the
Whitelisting policy 1s then assigned to a threat state (e.g.
DEFCON 3). When an administrator wants to configure the
Whltehstmg policy for the next elevated threat state, which
in this example 1s DEFCON 4, the DEFCON 5 visualization
1s provided via the management access system 108 as a
starting point. The concept i1s that the Whitelisting policy
becomes more and more restrictive with each threat-state
DEFCON level. The incorporation of threat indicators and
threat intelligence can be fed into a model to define recom-
mended actions via the management access system 108. The
actual definition of each DEFCON threat state 1s predefined
during configuration and can be integrated into a Disaster
Recovery Process (DRP) at the network orchestration and
security platform 106.

As an administrator configures the Whitelisting policy, the
policy 1s tested 1 a simulated environment to test for any
violations or indications of adverse reactions by the system.
For example, a first test can be a simulation test. After the
simulation test, the policy 1s submitted to the peer review
team for approval. Once approval has been granted, the
system 1s still not permitted to execute the policy 1n a
protective state. Each of the Whatelisting rules are converted
to a special type of “alert only” rule that provides a permis-
s1ve rule environment while evaluating any possible adverse
reactions prior to their acceptance as a protective policy.

FIG. 1B illustrates an example networking system 150
that leverages software-defined networking in accordance
with a particular implementation to provide network orches-
tration and security. System 150 comprises assets 104,
forwarding devices 106-1 to 106-N (referred to collectively
herein as forwarding devices “106), a management access
system 108, and a network orchestration and security plat-
form 106 including controller 110, data store 120, and
application 130. In this implementation, soitware-defined
networking may be leveraged to simplily network design,
deployment, configuration, and orchestration for a network
such as an industrial control network.

Assets 104 are connected to a forwarding device 106 that
1s connected via a secure command channel to controller 110
(1.e., transport layer security 1s established between forward-
ing device 106 and controller 110). Controller 110 may
communicate with forwarding devices 106 using any suit-
able protocol known 1n the art (e.g., OpenFlow, OVSDB,
ctc.) In thus implementation, controller 110 may be used to
maintain a centralized view of the entire network infrastruc-
ture, including assets 104-1 to 104-N, conversations taking
place between assets 104-1 to 104-N, the protocols/protocol
behaviors of conversations taking place between assets
104-1 to 104-N, and forwarding devices 106-1 to 106-N. In
implementations, controller 110 1s implemented as an appli-
cation executed on a server.

Controller 110 1dentifies communication flows on the
network, determines how packets or frames should be for-
warded 1n a network, and communicates this forwarding
information to forwarding devices 106. This forwarding
information (e.g., fowarding rules/configuration) may be
sent using a secure command channel (e.g. OpenFlow). As
further described below, this functionality may be imple-
mented by applying a whitetflow directive to each commu-
nication flow on the network, which may be used to deter-
mine which assets are allowed to communicate and what the
permitted protocols and protocol behaviors are between the
assets. The collection of whitetlow directives on the network
may be stored as a whitelist policy that 1s assigned a threat
state level. Additionally, controller 110 may be used to
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assign security zones 140-1 to 140-N (referred to collec-
tively herein as security zones “140°”) which may be used to
create a logical grouping of trust of assets 104.

Data store 120 may store information associated with
assets on the network (e.g., asset type, asset vendor, asset
level (e.g., under the Purdue Model), asset IP address, asset
MAC address, asset protocols/protocol behaviors, etc.),
information associated with forwarding devices on the net-
work (e.g., forwarding device 1D, forwarding device port
information, etc.), whitelisting policies, security zone infor-
mation, a historical log of all communications that take place
between assets, a historical log of all assets and forwarding,
devices that have been on the network, user logs of changes
made to assets, application audit logs, and other information.

Application 130, when executed, may provide an inter-
tace for devices of management access system 108 to use the
controller to manage device behavior on the network. In
various 1implementations further described below, applica-
tion 130 may provide a graphical user interface for visual-
1zing, editing, and tracking assets, security zones, whitetlow
directives, whitetlow policies, network maps (e.g., logical
and physical network maps), and other information on the
network. Although illustrated 1n FIG. 1B as being a com-
ponent of network orchestration and security platform 106,
in some embodiments application 130 may be a component
ol a management access system 108.

FIGS. 2-5 illustrate an example of a high level workflow
using a forwarding device deployment model to create a
scalable network such as an industrial network. Techmques
described herein will primarily described with reference to
industrnial networks, however one having ordimnary skill 1n
the art would appreciate that 1n some instances these tech-
niques may be applied to other types of networks.

FIG. 2 depicts a flowchart 200 of an example of a method
of forwarding device deployment and system 1nitialization.
The flowchart 200 starts at block 202 with forwarding
device (e.g., switch) pre-deployment. The actions and con-
figurations taken during forwarding device pre-deployment
can depend upon implementation and configuration-specific
tactors. For example, forwarding device pre-deployment can
entail setting up a network orchestration and security plat-

form, such as the network orchestration and security plat-
form described by way of example 1n association with FIG.
1.

After setting up the platform, 1t may or may not be
necessary to deploy a controller depending upon whether
controller-less forwarding devices are deployed, though in a
specific SDN implementation, at least an SDN controller 1s
deployed prior to forwarding device deployment. Concep-
tually, any actions or configurations taken prior to deploy-
ment of a forwarding device could be considered part of
forwarding device pre-deployment, with the mundane
aspects being omitted from this paper and with the under-
standing techniques described in this paper may necessitate
certain pre-deployment activities to ensure awareness of and
proper function of deployed forwarding devices. Specifi-
cally, the network orchestration and security platform 1is
intended to retain its complete visibility of network infra-
structure before and after deployment of forwarding devices.

In the example of FIG. 2, the flowchart 200 continues to
block 204 with forwarding device provisioning. An example
of forwarding device provisioning i1s described 1n detail
below with reference to FIG. 3. At block 206, the forwarding,
devices are mitialized. An example of forwarding device
initialization 1s described in detail below with reference to
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FIG. 4. At block 208, the system 1s 1initialized. An example
of system 1nitialization 1s described 1n detail below with
reference to FIG. 3.

FIG. 3 depicts a flowchart 300 of an example of forward-
ing device provisioming. The flowchart 300 starts at block
302 with deployment of a solftware-defined networking
(SDN) forwarding device. In an SDN-compatible 1mple-
mentation, administrators may manage network services
through abstraction of lower-level functionality to facilitate
dynamic, scalable computing and storage needs of more
modern computing environments. This 1s done by decou-
pling the system that makes decisions about where trathic 1s
sent (the control plane) from the underlying systems that
forward trathic to the selected destination (the data plane). In
an SDN-compatible implementation, the provisioning of the
forwarding device may be carried out so as to support
directly programmable network control and abstraction of
underlying infrastructure from applications and network
SErvices.

At block 304, the forwarding device discovers the SDN
controller. The forwarding device discovers the SDN con-
troller, which controls behavior of the forwarding device in
the network. At block 306, the forwarding device 1s authen-
ticated by the controller and a secure command channel 1s
established. The secure command channel enables commu-
nication with the forwarding device on the control plane. In
a specific implementation, the control plane 1s decoupled
from the data plane to support dynamic, scalable computing
and enable administrators to manage network services
through abstraction of lower-level functionality of the for-
warding device.

At block 308, a training mode for the forwarding device
1s established. Industrial devices communicate with other
devices 1n a known pattern which 1s unique for the site and
device’s role. In a specific implementation, the network
traflic 1s mspected and protocol requests and responses are
analyzed to 1dentify a role of each device. Other indicators
to define manufacturer and software/firmware revision lev-
els can also be utilized. Upon the deployment of a new
forwarding device to the network, a training mode 1s enabled
which allows the controller to learn the flows needed, and
responsively configure the forwarding device. During this
process, the forwarding device 1s forwarding the data stream
from 1ts physical ports to the controller.

FIG. 4 depicts a flowchart 400 of an example of forward-
ing device mitialization. The flowchart 400 starts at block
402 where protocol proxy rules are established. Due to the
network infrastructure wvisibility afforded by techniques
described 1n this paper, certain legacy network services such
as Address Resolution Protocol (ARP) and other network
services such as Dynamic Host Configuration Protocol
(DHCP) and Domain Name System (DNS) are not necessary
as conventionally implemented. End point hosts connected
to forwarding device imirastructure may utilize these ser-
vices, but because broadcast trathic within the broadcast
domain 1s eliminated, the technique can improve network
elliciency. In a specific implementation, protocol proxies are
used for applicable services: ARP Proxy, DHCP Proxy, and
DNS Proxy, to name three.

In the example of FIG. 4, the flowchart 400 continues to
block 404 where default reactive forwarding 1s established.
In a specific implementation, a network orchestration and
security platform (e.g., a SDN controller) pushes a configu-
ration to a forwarding device to instruct the forwarding
device to forward applicable traflic to an appropriate proxy
server (e.g., SDN controller). The proxy server (e.g., SDN
controller) then responds appropriately to the sender.




US 10,476,912 B2

17

At block 406, tull mesh whaitelisting rules are established
for assets on the network. Whitelisting allows only trusted
communication between trusted assets. In an SDN-compat-
ible implementation, assets are connected to SDN forward-
ing devices that are then connected via a command channel
to an SDN controller. The controller i1dentifies network

flows, each of which has a whitetlow directive applied. This
directive determines which assets are allowed to communi-

cate and determines what the permitted protocols are, and

the allowed actions. For example, a whiteflow directive may
allow a SCADA server to initiate communications over

HTTP with a PLC over a TCP port 80. As another example,

a whitetflow directive may allow an HMI to communicate
with an IED using the DNP3 protocol.

At block 408, selective packet copy at destination ports 1s
established. A packet stream may be captured and forwarded
to the controller for further analysis and/or analytics.

FIG. SA depicts a flowchart 500 of an example of a
method for system 1nitialization. The flowchart 500 starts at
block 502 where traiming data i1s ingested to a system
datastore (e.g., by manual user input) and proceeds to block
504 where a baseline 1s established from the ingested
training data. In embodiments, the training data may gen-
erate a baseline mapping of the likelihood that a particular
protocol and protocol behavior corresponds to an asset type.

FIG. 5B illustrates an example behavioral tree mapping of
protocol and protocol behaviors (e.g., UDP 2222 CIP (1m-
plicit), TCP 44818 CIP (explicit)) to asset types (e.g., HMI,
PLC, SCADA) 1n an industrial network. As shown in this
example, a five-level Likert scale indicates the likelihood
that a particular protocol and protocol behavior 1s exhibited
by an asset type. In this example, no solid squares indicates
that an asset type never exhibits the protocol/protocol behav-
ior, one solid square indicates that an asset type rarely
exhibits the protocol/protocol behavior, two solid squares
indicates that the asset type frequently exhibits the exhibits
the protocol/protocol behavior, and four solid squares 1ndi-
cates that the asset type always exhibits the protocol/proto-
col behavior.

By way of example, the Activity Directory asset type will
never use the three protocols of the Open Platform Com-
munications classic family: data access (IDA), historical data
access (HAD), and Alarm and Events (A&E). By contrast,
the Batch Server asset type will frequently use these proto-
cols. As another example, 1f Modbus imnformation 1s being
sent using the Transmission Control Protocol (i.e., Modbus
TCP), 1t may give an indication of the asset type depending
on where Modbus TCP 1s acting as a server or a client. For
example, 1t the protocol behavior 1s Modbus TCP Client,
then 1t 1s much more likely that the asset type 1s supervisory
such as a SCADA as opposed to a PLC. Conversely, 11 the
protocol behavior 1s Modbus TCP Server, then 1t 1s much
more likely that the asset type 1s a PLC as opposed to a
SCADA.

Although the behavioral tree mapping of protocol behav-
1or to asset type 1 FIG. 5B 1s implemented using a Likert
scale with discrete levels, as would be appreciated by one
having skill in the art, other mappings may be used. For
example, a protocol behavior may be mapped to a continu-
ous probability value (e.g., normalized to 0-1) for each asset
type. Additionally, the mapping may be weighted based on
the frequency with which an asset type appears 1n compari-
son to another asset type, the type of network where training
data 1s being ingested, the presence of other protocols/
protocol behaviors, and other factors. For instance, an indus-
trial network of a power distribution center 1s likely to have
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a different distribution of asset types and protocols/protocol
behaviors as compared to a manufacturing plant.

At block 506, protocols are identified. At block 508,
protocol-specific filters are established for the forwarding
device.

FIG. 6 A depicts a flowchart of an example method 600 of
generating and displaying network maps on a GUI of a
network orchestration and security platform application.
FIG. 6 A will be described in conjunction with FIGS. 6B-6F,
which illustrate an example GUI of a network orchestration
and security platform application that may be used to display
the generated network maps. At block 602, a network
orchestration and security platform application (e.g., appli-
cation 130) 1s mmitialized. In embodiments, the application
may be provided to a management access system 108 (e.g.,
a workstation, a mobile device, etc.) as a web application, a
mobile application (e.g., client program 1nstalled on device
directly connects with an API gateway), as a native-based
application, as a cloud-based application or some combina-
tion thereol. The application may be accessed using a variety
of frameworks, such as, for example, HTML 5, Angular IS,
ASP.NET, etc. In SDN embodiments, the application may be
used to manage a SDN controller.

At block 604, assets on the network are characterized and
classified. For example, the following may be identified for
an asset: asset type, asset vendor, asset level (e.g., under the
Purdue Model), asset IP address, asset MAC address, and
protocols/protocol behaviors. In a SDN-compatible imple-
mentation, prior to asset characterization, assets are con-
nected to SDN forwarding devices that are then connected
via a command channel to an SDN controller. The controller
then 1dentifies network flows, which may be used to char-
acterize and classily the assets.

In embodiments, asset characterization and classification
may comprise a network orchestration and security platform
106 (c.g., a controller) performing an imtial, automated
characterization and classification of an asset newly added to
the network followed by manual review of a user accessing
a network orchestration and security platform application.
One such implementation 1s depicted by the example GUI of
FI1G. 6B, 1n which a user confirms new assets detected on the
network and 1s given the option of editing asset information.
Particular systems and methods for characterizing and clas-
siiying assets are described 1n greater detail in a copending
U.S. Patent Application, titled “Network Asset Character-
ization, Classification, Grouping And Control”, filed Sep.
18, 20177, which 1s incorporated herein by reference. Addi-
tionally, assets may be assigned to a security zone and
whiteflow directives may established for the assets to create
a whitelisting policy. All of the collected network data may
be assembled into a dataset for visual transtormation, further
described below.

At block 606, one or more network maps (e.g., industrial
network maps) are generated based on the characterized and
classified assets. As further described below, the generated
network maps may include a physical network map and a
logical network map. At block 608, the generated network
maps are displayed on the GUI of the network orchestration
and security platform application. FIG. 6C depicts an
example GUI of the network orchestration and security
platform application displaying a visualization of a logical
network map. In the logical network map, each conversation
between assets 1s indicated graphically by a connecting link.
Each protocol that 1s used for a conversation between assets
has 1ts own graphical connecting link. As shown in this
example, when an asset 1s selected (e.g., by clicking on the
asset), the conversation links to the asset are highlighted and
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information identifying and classifying the asset may be
displayed. For example, the selected asset in FIG. 6C 1s a
batch server asset type assigned a umique network 1D 10. In
implementations, displayed conversation links may repre-
sent a historical view of the network over a predefined
period of time (e.g., hours, days, weeks, months, years, etc.)
in order to represent an accurate depiction of all conversa-
tion/protocol conversations. In further implementations, a
user may filter the logical network map by time period,
thereby displaying conversations that took place during a
specific point 1n time. For example, a dataset of a whitelist-
ing policy associated with a particular time period may be
loaded from a datastore. Although FIG. 6C illustrates a
visualization of a logical network map for an entire network,
in some 1mplementations a logical network map of a subset
of the network (e.g., by security zone) may be visualized.

FIGS. 6D-6F depicts an example GUI of the network
orchestration and security platform application displaying a
visualization of a physical network map. As 1illustrated by
FIG. 6D, the physical network map may graphically display
all connections between forwarding devices (e.g., switches)
on the network. A user may select one of the forwarding
devices and toggle the ports of the forwarding device and/or
assets connected to ports of the forwarding device to display
the assets/ports. FIGS. 6E-6F 1llustrate the physical network
map after ports and assets have been toggled. As shown 1n
FIG. 6F, selection of a port of a forwarding device (e.g., a
switch port) may display port information. Although FIGS.
6D-6F 1llustrate a visualization of a physical network map
for an entire network, in some 1mplementations a physical
network map of a subset of the network may be visualized.

FI1G. 7A depicts a flowchart of an example method 700 of
visually representing and editing security zones. FIG. 7TA
will be described 1n conjunction with FIGS. 7B-7C, which
illustrate an example GUI of a network orchestration and
security platform application that may be used to display a
visual representation of the security zones. At block 702,
default security zones may be automatically generated for
assets on the network by a network orchestration and
security platform. For example, default security zones may
be generated by observing the regularity of communications
between assets and the type of communication between
assets. By way ol example, consider an industrial network
where communication between a first device and second
device 1s observed to take place over Modbus TCP at
subsecond updates with a determinism of within 300 ms.
Also, consider that the server implementation of Modbus
TCP 1s the first device and the client implementation of
Modbus TCP i1s device B, and that the function codes
consistently read registers coming from device 2 to device 1.
From this combination of behaviors 1t may be determined
that device 1 1s a PLC, device 2 1s an HMI, and that the
devices should be logically grouped into the same security
zone. Particular systems and methods for generating security
zones are described 1n greater detail in a copending U.S.
Patent Application, titled “Network Asset Characterization,
Classification, Grouping And Control™, filed Sep. 18, 2017,
which 1s incorporated herein by reference.

Following generation of default security zones, a user
may manually modily the generated security zones by
moving visual representations assets from one security zone
to another security zone, by assigning assets without a
security zone to another security zone, by deleting security
zones, by creating a new security zone, or by performing
some other function.

At block 704, a visual representation of the generated
security zones 1s displayed on a GUI of a network orches-
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tration and security platform application. One such example
visual representation 1s illustrated by FIG. 7C. As shown,
security zones (1.¢., “logical process groups™) are visually
represented as a logical container of assets. In industrial
network implementations, security zones may visually rep-
resent a logical container of assets whose function 1s related
to the automation of a related physical process. For example,
the infeed process for a chemical facility may have an
automated system for the delivery of raw product from rail
cars and trucks and unloading of the dry product to storage
silos and to batch tanks for wet product. In industrial
network 1mplementations, the security zone logical con-
tamner may additionally group assets by conceptual level
within the Purdue Reference Model for Control Hierarchy
logical framework (ISA99 Committee, 2004).

At block 706, the application receives data corresponding
to user input editing one or more security zones, and at block
708 the one or more security zones are edit. The changes to
the security zone may be stored in a datastore of the network
orchestration and security platform. For example, a user may
create a new security zone (illustrated by FIG. 7C), move an
asset from one security zone to another security zone, move
an asset without an assigned security zone into a security
zone, or perform some other operation on a security zone. In
the implementation of FIGS. 7B-7C, the visualization of the
security zones provide a simplified method of moving visual
representations of assets from one zone to the next by the
user. For example, a user may drag and drop assets from one
security zone to another security zone or drag and drop
assets not mitially assigned to a security zone into a security
zone. At block 708, 1n response to receiving the use

FIG. 8A depicts a flowchart of an example method 800 of
visually creating whitelisting policies using a GUI of a
network orchestration and security platform application.
FIG. 8 A will be described 1n conjunction with FIGS. 8B-8E,
which illustrate an example GUI of a network orchestration
and security platform application that may be used to set
whiteflow directives {for assets using various visual
approaches. At block 802, a network orchestration and
security platform application 1s mitiated. At block 804, a
network map 1s displayed on the GUI of the application. For
example, a logical network map or a physical network map
as described with reference to FIG. 6 A may be displayed. In
some 1nstances, the network map may first need to be
generated (e.g., as described with reference with FIG. 6A).
For example, after initializing the network orchestration and
security platform application, a user may select a whitelist-
ing policy, and a network map may be generated from this
whitelisting policy.

Following display of a network map, a user may visually
configure whiteflow directives between assets following a
plurality of different visual approaches. With reference to a
first visual approach, at block 806 the application receives
data corresponding to user input selecting an asset on a
network map. For example, the user may click on an asset
displayed on a network map. At block 808, rules (e.g., drop
conversation link, deny conversation link, allow conversa-
tion link, generate system alert) for generating whiteflow
directives corresponding to the asset are displayed. The rules
may be displayed in response to the user selecting the asset
or alter selection of an additional tab or menu (e.g., “direc-
tives”) that 1s made available after the user selects the asset.
FIG. 8B 1illustrates the approach of blocks 806-808 using a
logical network map. As 1llustrated 1n this example, a list of
conversation links associated with the selected asset are
displayed. The list displays the protocol behavior of each
conversation link and provides the user with the option of
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taking action with respect to each conversation link (e.g.,
DROP, DENY, ALLOW, ALERT) by selecting a drop down
tab.

With reference to a second visual approach, at block 816
the application receives data corresponding to user input
selecting a conversation link between assets on a network
map. At block 818, rules (e.g., drop conversation, deny
conversation, allow conversation, generate system alert) for
generating a whitetlow directive corresponding to the con-
versation link are displayed. The rules may be displayed
along with the protocol behavior of the conversation link
and 1dentification of the assets on the conversation link.

With reference to a third visual approach, at block 826 the
application receives data corresponding to user input select-
ing a port of a forwarding device port on a network map. At
block 828, rules (e.g., drop conversation, deny conversation,
allow conversation, generate system alert) for generating
whiteflow directives corresponding to conversation links
that traverse the port are displayed. The rules may be
displayed along with the protocol behavior of the conver-
sation links and an i1dentification of the assets on the con-
versation link. FIG. 8C illustrates the approach of blocks
826-828 using a physical network map. In this example, a
physical port of a switch 1s selected.

In response to the user generating whiteflow directives
(1.e., defining what conversations are allowed on the net-
work), at block 850 the whiteflow directives may be applied
to the network. For example, 1n a SDN implementation a
controller may generate the appropriate flow rules and
actions for each forwarding device in the infrastructure
based on a whitelisting policy created by the collection of
whiteflow directives. In such an implementation, centralized
orchestration (controller) with distributed execution (for-
warding devices) 1s provided.

Although implementations for visually creating whitelist-
ing policies have primarily been described with reference to
using visual representations ol network maps, 1 some
implementations, whitetlow policies may be created by
displaying rules in a tabular format or other suitable format
for generating whiteflow directives. One such implementa-
tion 1s 1llustrated by FIG. 8D, which shows a graphical user
interface displaying a list of whitetlow directives associated
with a threat state level (e.g., DEFCON 5). As shown, for
cach communication flow between a source asset and a
destination asset using a defined protocol, a user may apply
a rule to the communication flow.

FIG. 9A depicts a flowchart of an example method 900 of
creating whitelisting policies using a threat state model. As
turther described below, the disclosed method configures
whitelisting policies starting from a least restrictive threat
state level. To configure a whitelisting policy for a hlgher
threat state level, the whitelisting policy of the previous
threat state level 1s used as a starting point and made more
restrictive. In other words, the whitelisting policy of the
higher threat state level comprises a subset of the whiteflow
directives of the lower threat state level. Associating elastic
trust zones based on a threat state model 1s a unique
approach to control and expand security controls on mndus-
trial control systems, based on the identified threat level.
This approach results 1n policies that become more restric-
tive 1n terms of what devices are permitted to communicate
as well as how they communicate, based on threat levels.
This methodology results 1n policies that are like a funnel 1n
that the most permissive policy 1s at the wide part of the
tunnel, with the most restrictive policy at the narrow end of
the funnel.
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With reference now to method 900, at block 902 com-
munication tlows between assets in the network are i1denti-
fied. In a SDN implementation, SDN forwarding devices are
connected to a SDN controller (e.g., via command channel)
that identifies each network flow between assets such that a
whiteflow directive may be applied to each network flow.

At block 904, whiteflow directives are applied for assets
in the network to create a whitelisting policy. At block 906,
the created whitelisting policy 1s assigned to a lowest threat
state level. The created whitelisting policy and metadata
identifying 1ts associated threat state level may be stored 1n
an operational data store of the network. At block 908,
whitetlow directives for a higher threat state level are
applied using the previous threat state level whitelisting
policy as a starting point. A whitelisting policy 1s created
from these directives and 1t may be stored 1n the operation
data store of the network. At block 910, the whitelisting
policy 1s assigned to the next, higher threat state level. This
process 1teratively continues until a whitelisting policy has
been assigned to the highest threat level of the threat state
model.

In one implementation, the threat state model 1s based on
the DEFense readiness CONdition model of the US Military,,
DEFCON, made applicable to security measures for, e.g.,
industrial network that controls a physical process. In thls
implementation, a whitelisting policy 1s created for the five
DEFCON levels, DEFCON 35 being the least restrictive (1.e.,
threat nonex1stent) and DEFCON 1 being the most restrlc-
tive. By adopting this type of methodology, the security for
a site becomes agile and adaptable to the threat state of the
system or site. This approach can provide a reduction 1n
autonomous attack surface of the industrial control system.
Thus, when the threat 1s nonexistent (DEFCON 35), the
maximum functionality and connectivity can be realized.
Yet, when there 1s a direct threat against the system the
system can ensure the mission critical function of the
process 1s msured at an appropriate level (DEFCON 4, 3, 2,
or 1) to define an associated defensive posture for cyberse-
curity.

FIG. 9B depicts whiteflow directives between assets 1n an
example industrial network during a DEFCON 35 threat state
level. FIG. 9C depicts whitetlow directives between assets 1n
the industrial network of FIG. 9B during a DEFCON 1 threat
state level. As 1llustrated, the network of FIG. 9C 1s more
restrictive and does not allow communications between
SCADA server 1 and the SCADA web server. Additionally,
the network does not permit FTP and HITP protocol com-
munications between the PLC and SCADA Server 1.

In a SDN mmplementation, as threat indicators, threat
intelligence or other factors determine that the threat level
has risen past the defined state defimition, the threat state
level may be automatically changed to a higher defense
readiness level. This may automatically load the policy n
the controller which creates the appropriate whitetlow direc-
tives for each forwarding device and deploys a new pre-
defined configuration to each forwarding device in the
network infrastructure.

FIG. 10 depicts a flowchart of an example method 1000
of simulating and visualizing the eflects of different white-
listing policies on a network. Method 1000 may be 1mple-
mented, for example, by a user of a management access
system 108 accessing an application 130 that provides a GUI
for visualizing whitelisting policies and network maps. In
implementations, method 1000 may be used to visualize a
simulation of the eflects of new whitelisting policies on
industrial processes before they are deployed for enforce-
ment.
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At block 1002, assets on the network are characterized
and classified. As discussed above, 1 SDN implementa-
tions, a controller may capture all communications between
assets and all communication protocols/behaviors being
used. Using this captured information, assets may be char-
acterized and classified. At block 1004, whitelisting policies
are generated for assets. At block 1006, a network map
corresponding to one of the generated whitelisting policies
1s displayed (e.g., on a GUI of a network orchestration and
security platform application). For example, a logical net-
work map may be displayed for a whitelisting policy cor-
responding to a lowest threat state level. The logical network
map may depict all assets connected to the network, includ-
ing communication tlows and the protocols being used.
When a threat to a system 1s at 1ts lowest threat state, such
a whitelisting policy would be 1n eflect. This would repre-
sent the most permissive policy with the objective of
enabling all non-critical services. For example, the policy
may restrict which assets can communicate with each other
but may allow any type of communication.

At block 1008, user input corresponding to selection of a
whitelisting policy 1s received. For example, a user of a GUI
of a network orchestration and security platform application
may select a whitelisting policy corresponding to a diflerent
threat state level by dragging a slider, by selecting a drop
down box, or by some other method. FIGS. 10B-10C
illustrate one such example implementation of a GUI of a
network orchestration and security platiorm application
whereby a user may drag a slider to advance a policy eflect
viewer through different policy configurations. In response
to the user mput selecting the whitelisting policy, at block
1010 the displayed network map may be updated to reflect
the asset communications permitted for the selected policy.
For instance, 1n the industrial networking example of FIG.
10C, the user selects a whitelisting policy corresponding to
the highest threat state level (Policy 5), which eliminates
communication flows of non-essential network services and
the functionality of ICS devices and ancillary systems. In
this example network state, the SCADA web server and
SCADA web client devices are no longer permitted to have
any communication as they are not mission-critical. Addi-
tionally, communication flows for example SOAP via HT'TP
between HMI’s have also been eliminated because they are
not mission-critical.

Following the approach of method 1000, a user may
determine the objective for each policy based upon a disaster
response planning of the system and the definition of each
threat state level to the system. Based upon these objectives,
the user may define a security policy to meet the objective
and generate a graphical visualization of the effects of the
policy for peer feedback.

FIG. 11A depicts a flowchart of an example method 1100
of generating a network tlow diagram on a GUI of a network
orchestration and security platform application. As further
described below, the network flow diagram may provide an
intuitive way of visually analyzing all communications
taking place between assets on the network. At block 1102,
assets on the network are characterized and classified. At
block 1104, security zones are generated for the assets. At
block 1106, whitelisting policies are generated for the assets.
At block 1108, a flow diagram 1s generated and displayed on
a GUI of the network orchestration and security platform
application.

FIG. 11B depicts an example GUI of a network orches-
tration and security platform application displaying a net-
work flow diagram. As 1llustrated 1n this implementation, the
network flow diagram visualizes all communication flows or
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conversation links 1n the network using a hierarchical con-
centric ring architecture that divides each ring into sectors.
In this implementation, the outermost ring 1s divided into
sectors corresponding to security zones, the next ring 1s
divided 1nto sectors corresponding to asset conceptual level
(e.g., level 1, 2, 3, of the Purdue Model), the next ring 1s
divided 1nto sectors corresponding to specific assets (e.g.,
PLC, SCADA, etc.), and the innermost ring 1s divided into
sectors corresponding to a particular protocol/protocol
behavior associated with an asset. For example, security
zone 1 (“logical process group 17°) includes under the Purdue
Model Level 2 an asset number 14 that communicates using
10 different protocols/protocol behaviors. As would be
appreciated by one having skill in the art, in some 1mple-
mentations, certain rings of the network flow diagram may
be filtered from view.
In some implementations, a user may manually select an
asset or protocol/protocol behavior (e.g., by clicking on the
asset or protocol/protocol behavior of an asset) to bring up
additional information. For example, selection of an asset
may display the asset’s type, flow rules associated with the
asset, a security zone associated with the asset, whitetlow
directives associated with asset, etc.
In some mmplementations, each of the protocols on the
network flow diagram may be color coded to {facilitate
analysis of communications and conversation patterns on the
network. In additional implementations, the tlow diagram
may be filtered by time period. For example, the flow
diagram may show a real time view of conversations
between assets or a {iltered view of historical conversations
between assets.
These and other examples provided in this paper are
intended to 1illustrate but not necessarily to limit the
described implementation. As used herein, the term “1mple-
mentation” means an implementation that serves to illustrate
by way of example but not limitation. The techniques
described 1n the preceding text and figures can be mixed and
matched as circumstances demand to produce alternative
implementations.
What 1s claimed 1s:
1. A method comprising:
generating a plurality of security zones 1n a network
comprising a plurality of assets, wherein each of the
plurality of security zones comprises a respective set of
assets of the plurality of assets, wherein the plurality of
security zones are generated based at least 1n part on a
regularity of communications between assets of the
plurality of assets and a type of protocol communica-
tion between assets of the plurality of assets;

imitializing an application comprising a graphical user
interface for editing and visually representing the plu-
rality of security zones of the network;

displaying, on the graphical user interface, a visual rep-

resentation of a first security zone of the plurality of
security zones of the network, wherein the first security
zone comprises a first set of assets of the plurality of
assets;

receiving data corresponding to user input at the graphical

user mnterface editing the first security zone; and

in response to receiving the data, editing the first security

ZOone.

2. The method of claim 1 wherein the visual representa-
tion of the first security zone 1s a logical container of at least
two or more of the plurality of assets.

3. The method of claim 2, wherein the network 1s an
industrial network and wherein the plurality of assets com-
prises 1ndustrial devices.
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4. The method of claim 3, wherein the network comprises
a controller communicatively coupled to a plurality of
torwarding devices, wherein each of the plurality of assets
1s communicatively coupled to a port of one of the plurality
of forwarding devices, wherein the controller 1s configured
to generate the plurality of security zones.
5. The method of claim 2, wherein the user input at the
graphical user interface editing the first security zone com-
prises at least one of: moving a visual representation of one
of the plurality of assets into the logical container of the first
security zone or moving a visual representation of one of the
assets from the logical container of the first security zone
into a logical container of a second security zone of the
network.
6. The method of claim 5, wherein the user input at the
graphical user interface editing the first security zone com-
prises dragging a visual representation of an asset not
assigned to a security zone into the logical container of the
first security zone.
7. The method of claim 5, wherein the user iput at the
graphical user interface editing the first security zone com-
prises dragging a visual representation of one of the assets
from the logical container of the first security zone into a
logical container of a second security zone of the network.
8. A non-transitory computer-readable medium having
instructions stored thereon that, when executed by a proces-
SOr, causes a system to:
generate a plurality of security zones 1n a network com-
prising a plurality of assets, wherein each of the plu-
rality of security zones comprises a respective set of
assets of the plurality of assets, wherein the plurality of
security zones are generated based at least 1n part on a
regularity of communications between assets of the
plurality of assets and a type of protocol communica-
tion between assets of the plurality of assets;

initialize an application comprising a graphical user inter-
face for editing and visually representing the plurality
ol security zones of the network;

display, on the graphical user interface, a visual represen-
tation of a first security zone of the plurality of security
zones of the network, wherein the first security zone
comprises a lirst set of assets of the plurality of assets;

receive data corresponding to user mput at the graphical
user mterface editing the first security zone; and

in response to recerving the data, editing the first security

Zone.

9. The non-transitory computer-readable medium of claim
8, wherein the visual representation of the first security zone
1s a logical container of at least two or more of the plurality
ol assets.

10. The non-transitory computer-readable medium of
claim 9, wherein the network 1s an industrial network and
wherein the plurality of assets comprises industrial devices.

11. The non-transitory computer-readable medium of
claim 10, wherein the network comprises a controller com-
municatively coupled to a plurality of forwarding devices,
wherein each of the plurality of assets 1s communicatively
coupled to a port of one of the plurality of forwarding
devices.

12. The non-transitory computer-readable medium of
claim 9, wherein the user input at the graphical user interface
editing the first security zone comprises at least one of:

10

15

20

25

30

35

40

45

50

55

60

26

moving a visual representation of one of the plurality of
assets 1nto the logical container of the first security zone or
moving a visual representation of one of the assets from the
logical container of the first security zone into a logical
container of a second security zone of the network.

13. The non-transitory computer-readable medium of
claaim 12, wherein the user input at the graphical user
interface editing the first security zone comprises dragging
a visual representation of an asset not assigned to a security
zone nto the logical container of the first security zone.

14. The non-transitory computer-readable medium of
claam 12, wherein the user input at the graphical user
interface editing the first security zone comprises dragging
a visual representation of one of the assets from the logical
container of the first security zone into a logical container of
a second security zone of the network.

15. An industrial network system, comprising:

a controller;

a plurality of forwarding devices communicatively

coupled to the controller over an industrial network;

a plurality of assets, wherein each of the plurality of assets

1s communicatively coupled to a port of one of the
plurality of forwarding devices; and

a non-transitory computer-readable medium having

istructions stored thereon that, when executed by a
processor, causes the system to:
generate a plurality of security zones in the industrial
network, wherein each of the plurality of security zones
comprises a respective set of assets of the plurality of
assets, wherein the plurality of security zones are
generated based at least mn part on a regularity of
communications between assets of the plurality of
assets and a type of protocol communication between
assets of the plurality of assets;
imitialize an application comprising a graphical user inter-
face for editing and visually representing the plurality
of the security zones of the industrial network;

display, on the graphical user interface, a visual represen-
tation of a first security zone of the plurality of security
zones of the network, wherein the first security zone
comprises a lirst set of assets of the plurality of assets;

recerve data corresponding to user input at the graphical
user mterface editing the first security zone; and

in response to receiving the data, editing the first security

Zone.

16. The industrial network system of claim 15, wherein
the visual representation of the first security zone 1s a logical
container of at least two or more of the plurality of assets.

17. The industrial network system of claim 16, wherein
the user iput at the graphical user interface editing the first
security zone comprises at least one of: moving a visual
representation of one of the plurality of assets into the
logical container of the first security zone or moving a visual
representation of one of the assets from the logical container
of the first security zone 1nto a logical container of a second
security zone of the network.

18. The industrial network system of claim 17, wherein
the user input at the graphical user interface editing the first
security zone comprises dragging a visual representation of
an asset not assigned to a security zone into the logical
container of the first security zone.
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