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MEMORY SYSTEM, MEMORY SYSTEM
CONTROL METHOD, AND PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s based upon and claims the benefit of
priority from Japanese Patent Application No. 2018-055211,
filed on Mar. 22, 2018; the entire contents of all of which are

incorporated herein by reference.

FIELD

Embodiments described herein relate generally to a

memory system, a memory system control method, and a
program.

BACKGROUND

In a memory system using a NAND type flash memory
(which will be referred to as “NAND memory”, hereinaiter)
as a storage medium, a threshold voltage of a memory cell
might change because of, for example, data retention and/or
read disturb, whereby a bit error rate of data read from the
NAND memory 1s deteriorated, and thus the reliability of the
memory system 1s lowered. Methods for improving the
reliability thus lowered may include a shift read that
executes a read operation by using a read voltage level

shifted from a read voltage level used for a normal read
operation (which will also be referred to as “normal read”,
hereinafter). Hereinafter, a read voltage level will be simply
referred to as “read voltage”.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating a schematic con-
figuration example of a memory system according to a first
embodiment;

FIG. 2 1s a diagram illustrating an example of a bit
allocation table, a threshold voltage distribution, and sets of
read voltages for respective pages, according to the first
embodiment;

FIG. 3 1s a conceptual diagram illustrating an example of
a history value management table according to the first
embodiment;

FIG. 4 1s a diagram for explaining a relationship among
pages, word lines, blocks, planes, and a chip;

FIG. 5 1s a diagram 1llustrating a schematic configuration
example of a nonvolatile memory composed of a plurality of
chips inside the memory system according to the first
embodiment;

FIG. 6 1s a sectional view illustrating an example of a
memory cell array having a three-dimensional NAND struc-
ture according to the first embodiment;

FIG. 7 1s a diagram 1illustrating an example of the history
value management table, which 1s set with respect to a
physical address space of the memory cell array 1llustrated
in FIG. 6;

FIG. 8 1s a functional block diagram illustrating a func-
tional configuration example for executing a read operation
according to the first embodiment;

FIG. 9 1s a flowchart 1llustrating an example of a read
operation according to the first embodiment;

FIG. 10 1s a flowchart illustrating an example of a first
type of representative history value update processing
according to the first embodiment;
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FIG. 11 1s a flowchart illustrating an example of a second
type of representative history value update processing
according to the first embodiment;

FIG. 12 1s a tflowchart illustrating an example of a third
type of representative history value update processing
according to the first embodiment;

FIG. 13 1s a functional block diagram illustrating a
functional configuration example for executing a read opera-
tion according to a second embodiment;

FIG. 14 1s a diagram 1llustrating an example of a history
value management table according to the second embodi-
ment,

FIG. 15 1s a flowchart illustrating an example of a read
operation according to the second embodiment; and

FIG. 16 1s a flowchart illustrating an example of a read
operation according to a third embodiment.

DETAILED DESCRIPTION

In general, according to one embodiment, a memory
system comprises a nonvolatile memory, and a memory
controller configured to manage a history value about setting
of a read voltage 1n performing reading of data from the
nonvolatile memory, 1n accordance with a first management
umt and a second management unit, a size of the second
management unit being smaller than a size of the first
management unit. A first region of the nonvolatile memory
corresponds to the first management unit. A plurality of
second regions of the nonvolatile memory each correspond
to the second management umt. The first region includes the
plurality of second regions. The controller 1s configured to:
obtain a first history value for the first region, and obtain a
second history value for at least one of the second regions;
and 1n execution of a read operation to a region included 1n
the second regions, when the second history value for the
region included in the second regions 1s not obtained,
execute the read operation to the region included in the
second regions by using the first history value obtained for
the first region.

Exemplary embodiments of a memory system, a memory
system control method, and a program will be explained
below 1n detail with reference to the accompanying draw-
ings. The present invention i1s not limited to the following
embodiments.

First Embodiment

FIG. 1 1s a block diagram illustrating a schematic con-
figuration example of a memory system according to a first
embodiment. As 1llustrated 1n FIG. 1, the memory system 1
includes a memory controller 10, a nonvolatile memory 20,
and a DRAM 21. The memory system 1 can be connected to
a host 30, and 1s 1llustrated 1n a state connected to the host
30 1n FIG. 1. The host 30 may be electronic equipment, such
as a personal computer or a portable terminal device, for
example.

The nonvolatile memory 20 1s a nonvolatile memory that
stores data 1n a nonvolatile manner, and 1s a NAND type
flash memory (which will be simply referred to as “NAND
memory”’), for example. The following will describe an
example where a NAND memory is used as the nonvolatile
memory 20. However, as the nonvolatile memory 20, any
memory other than the NAND memory may be used, such
as a three-dimensional structure tlash memory, a resistance
random access memory (ReRAM), or a ferroelectric random
access memory (FeRAM). Further, 1t 1s not essential that the
nonvolatile memory 20 1s a semiconductor memory. This
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embodiment can be applied to various storage media other
than the semiconductor memory.

The memory system 1 may be a memory card or the like
in which the memory controller 10 and the nonvolatile
memory 20 are formed as one package, or may be a solid

state drive (SSD) or the like.

The memory controller 10 may be a semiconductor inte-
grated circuit formed as a system-on-a-chip (SoC), for
example. Some or all of the functions of each component of
the memory controller 10 described below may be realized
by a central processing unit (CPU) that executes firmware,
or may be realized by dedicated hardware. The CPU 1n the

memory controller 10 1s not shown 1n FIG. 1.

The memory controller 10 controls writing into the non-
volatile memory 20 in accordance with a write request from
the host 30. Further, the memory controller 10 controls
reading from the nonvolatile memory 20 1n accordance with
a read request from the host 30. The memory controller 10
includes a host iterface (host I/F) 15, a memory interface
(memory I/'F) 13, a central control circuit 11, an encoding/
decoding circuit 14, a data bufler 12, and a DRAM controller
19. The host I'F 15, the memory IF 13, the central control
circuit 11, the encoding/decoding circuit 14, and the data
butler 12 are connected to each other by an 1nternal bus 16.

The host IF 15 performs processing that conforms to an
interface standard with respect to the host 30, and outputs,
to the internal bus 16, a request, user data of a write target,
and so forth received from the host 30. Further, the host I/'F
15 transmits, to the host 30, user data read from the
nonvolatile memory 20 and restored, a response generated
by the central control circuit 11, and so forth.

The memory IF 13 performs write operation on the
nonvolatile memory 20, on the basis of an instruction from
the central control circuit 11. Further, the memory I'F 13
performs read operation on the nonvolatile memory 20, on
the basis of an instruction from the central control circuit 11.

The central control circuit 11 conducts overall control on
the respective components of the memory system 1. When
receiving a request from the host 30 via the host IF 15, the
central control circuit 11 performs control 1in accordance
with the request. For example, 1n response to a write request
from the host 30, the central control circuit 11 instructs the
memory I/'F 13 to write user data and parity into the
nonvolatile memory 20. Further, in response to a read
request from the host 30, the central control circuit 11
instructs the memory I/’F 13 to read user data and parity from
the nonvolatile memory 20. The definition of “parity” wall
be described later.

When recerving a write request from the host 30, the
central control circuit 11 determines a storage area on the
nonvolatile memory 20 with respect to user data stored 1n the
data buffer 12. In other words, the central control circuit 11
manages write destinations for user data. The correlations
between a logical addresses of user data received from the
host 30 and a physical addresses representing storage areas
on the nonvolatile memory 20 that store the user data are
managed by an address conversion table. This address
conversion table 1s stored 1n, for example, the nonvolatile
memory 20, and 1s read therefrom as needed and cached in
the DRAM 21 or the like.

When receiving a read request from the host 30, the
central control circuit 11 converts a logical address desig-
nated by the read request into a physical address by using the
address conversion table described above, and instructs the
memory I/F 13 to perform reading from this physical

address.
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Generally, in a NAND memory, writing and reading are
performed 1n units of data called “page”, and erase operation
1s performed 1n units of data called “block™. In this embodi-
ment, a plurality of memory cells connected to the same
word line will be referred to as “memory cell group”. Each
memory cell stores data on the basis of a threshold voltage
written by a write operation. Memory cells may be called
differently depending on the possible number of threshold
voltage states. For example, when the possible number of

threshold voltage states 1s two, this memory cell 1s called a
“single level cell (SLC)”, which can hold data of 1 bat.

Further, when the possible number of threshold voltage
states 1s four, this memory cell 1s called a “multiple level cell
(MLC)”, which can hold data of 2 bits. When the possible
number of threshold voltage states 1s eight, this memory cell

1s called a “triple level cell (TLC)”, which can hold data of
3 bits. When the possible number of threshold voltage states

1s sixteen, this memory cell 1s called a “quad level cell
(QLC)”, which can hold data of 4 bits. In a case where each
memory cell 1s the SLC, one memory cell group corresponds
to one page. In a case where each memory cell 1s the MLC,
TLC, or QLC, one memory cell group corresponds to a
plurality of pages. Further, each memory cell 1s connected to
a word line, and 1s further connected to a bit line. Accord-
ingly, each memory cell can be 1dentified by a combination
ol an address that 1dentifies a word line and an address that
identifies a bit line.

The data bufler 12 temporarily stores user data received
by the memory controller 10 from the host 30, until the user
data 1s stored into the nonvolatile memory 20. Further, the
data bufler 12 temporarily stores user data read from the
nonvolatile memory 20, until the user data 1s transmitted to
the host 30. As the data bufler 12, for example, a general
purpose memory may be used, such as a static random
access memory (SRAM) or dynamic random access memory
(DRAM).

The DRAM controller 19 1s a controller that controls
accesses from the memory controller 10 to the DRAM 21.
The DRAM controller 19 1s a controller that enables to
access the DRAM 21 at a double data rate (DDR), for
example.

The DRAM 21 may be used as a working memory, which
1s to store the address conversion table; master tables (i.e.,
snapshots) such as various types of management table, read
from the nonvolatile memory 20 and loaded at the startup or
the like; and log information that indicates a change log of
the various types of management table. Further, the DRAM
21 may also be used as a cache memory when data transfer
1s performed between the host 30 and the nonvolatile
memory 20. Note that an SRAM or the like may be used in
place of the DRAM 21.

User data transmitted from the host 30 1s transferred
through the internal bus 16, and 1s once stored into the data
buffer 12. The encoding/decoding circuit 14 encodes the
user data stored in the nonvolatile memory 20, and thereby
generates a codeword. Other than the user data, the code-
word includes parity, which 1s to be used for detecting and/or
correcting an error 1n the user data, on the basis of an error
detection code and/or error correction code. Further, the
encoding/decoding circuit 14 decodes a codeword read from
the nonvolatile memory 20, and thereby restores user data.
Accordingly, the encoding/decoding circuit 14 includes an
encoder 17 and a decoder 18. Here, data treated as an
encoding target by the encoding/decoding circuit 14 may
include control data and so forth used inside the memory
controller 10, other than user data.
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In the case of write operation 1n the memory system 1
configured as described above, when writing data into the
nonvolatile memory 20 1s to be performed, the central
control circuit 11 instructs the encoder 17 to encode the data.
At this time, the central control circuit 11 determines a
storage location for writing the data in the nonvolatile
memory 20, and gives the storage location thus determined
to the memory I'F 13. On the basis of the instruction from
the central control circuit 11, the encoder 17 encodes the
user data 1n the data bufler 12, and thereby generates write
data. The write data thus generated 1s written via the memory
I/F 13 1nto the storage location designated on the nonvolatile
memory 20. Here, as the encoding method of the encoder 17,
for example, an encoding method using a low-density par-

ity-check (LDPC) code, Bose-Chaudhuri-Hocquenghem
(BCH) code, or Reed Solomon (RS) code may be adopted.

On the other hand, 1n the case of read operation, when
reading data from the nonvolatile memory 20 1s to be
performed, the central control circuit 11 1nstructs the
memory I/F 13 to read the data, while designating an address
on the nonvolatile memory 20. Further, the central control
circuit 11 instructs the decoder 18 to start decoding. In
accordance with the istruction from the central control
circuit 11, the memory I/F 13 executes reading with respect
to the designated address on the nonvolatile memory 20, and
inputs read data obtained by this reading into the decoder 18.
Then, the decoder 18 decodes the read data thus input, and
thereby restores the original user data.

In the configuration described above, as read operations
that the memory controller 10 instructs the nonvolatile
memory 20 to execute, there are a plurality of read opera-
tions different in purpose, read time, and/or reliability. In this
embodiment, the read operations to be executed by the
nonvolatile memory 20 may include at least a read operation
that reads data while learning a shift amount, read voltage,
and so forth that succeed 1n reading, (which will be referred
to as “learning read”, hereinafter); and a shift read that
executes reading by using a read voltage shifted on the basis
of a history value acquired 1n the learning read, (which will
be referred to as “history value read”, heremnatter). Here, “to
succeed 1n reading’” 1n this description means that 1t 1s made
to succeed 1n restoring the original data by executing error
correction to data that has been read.

Further, in the learning read, a history value learned in
units of a page may also be applied to a history value used
in units of a word line or in units of a larger region. For
example, a shift amount with respect to a certain read
voltage can be applied to another read voltage.

FI1G. 2 illustrates a bit allocation table, a threshold voltage
distribution, and sets of read voltages for respective pages
(cach of which will be referred to as “read voltage set”,
heremnafter). FIG. 2-(a) illustrates an example of the bit
allocation table based on 2/3/2 coding, which 1s set with
respect to a nonvolatile memory that includes TLCs. FIG.
2-(b) 1llustrates an example of the threshold voltage distri-
bution 1n the nonvolatile memory that includes TLCs. FIG.
2-(¢) 1llustrates an example of the read voltage sets to be
used 1n reading respective pages composed of memory cells,

where writing has been performed by the 2/3/2 coding
illustrated in FIG. 2-(a).

As 1illustrated 1 FIGS. 2-(a) and 2-(b), the TLCs store
data corresponding to respective states of threshold voltage

distribution (i.e., an Er-state to a G-state in FIG. 2-(b)), 1n
accordance with the bit allocation table illustrated in FIG.
2-(a). Further, read voltages VA to VG for differentiating the
respective states are set between the respective states.
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Further, as illustrated 1n FI1G. 2-(¢), read voltage sets each
formed of different read voltages are used for reading of
respective ones of the upper page, middle page, and lower
page. For example, for reading of the upper page, a read
voltage set 1s used, which 1s composed of a read voltage VC
used for reading that differentiates a B-state and a C-state
(which will be referred to as “C-level read (CR)”, herein-
alter), and a read voltage VG used for reading that difler-
entiates an F-state and the G-state (which will be referred to
as “G-level read (GR)”, heremafter). Further, for reading of
the middle page, a read voltage set i1s used, which 1s
composed of a read voltage VB used for reading that
differentiates an A-state and the B-state (which will be
referred to as “B-level read (BR)”, hereimnafter), a read
voltage VD used for reading that diflerentiates the C-state
and a D-state (which will be referred to as “D-level read
(DR)”, hereinafter), and a read voltage VF used for reading
that differentiates an E-state and the F-state (which will be
referred to as “F-level read (FR)”, hereinatiter). Further, for
reading of the lower page, a read voltage set 1s used, which
1s composed ol a read voltage VA used for reading that
differentiates the Er-state and the A-state (which will be
referred to as “A-level read (AR)”, heremaftter), and a read
voltage VE used for reading that differentiates the D-state
and an E-state (which will be referred to as “E-level read
(ER)”, hereinatter).

In the learning read, a read voltage shift amount, with
which error correction of data that has been read becomes
successiul, 1s learned 1n units of page. As described above,
the shift amount thus learned may be applied to the history
value 1n unmits of a word line or 1n units of a larger region.
Specifically, for example, 1n read operations to TLCs, a shift
amount used for reading of the lower page (for example, the
A-level read and the E-level read) may be applied to that for
reading of the upper page (for example, the C-level read and
the G-level read). At this time, when a shiit amount for the
A-level read and a shift amount for the E-level read are
different from each other, either one of the shift amounts (for
example, that for the E-level read) may be applied to those
for the C-level read and the G-level read.

It should be noted that the above explanation does not
exclude managing the history values individually to each
type of pages, such as lower/middle/upper. Here, 1n a case
where the history values are managed individually to each
type of pages, for example, even when an individual history
value has been learned by reading of the lower page of a
word line #0, an individual history value of the middle page
of the word line #0 1s still 1n an unlearned state.

Further, other than the above, the read operations may
include the normal read, another read operation with higher
reliability (which will be referred to “high reliability read”,
hereinafter), and so forth. Here, being higher in reliability
means that the bit error rate of data that has been read 1s
lower. For this high rehability read, a read method among
various read systems may be used, such as a read method
using an enhanced error correction code, and a shift read
using a shift value with higher accuracy, as long as the read
method 1s higher 1n reliability than at least the normal read.
Here, the normal read 1s a read operation that uses a
reference read voltage preset as a read voltage to be applied
to word lines 1n reading. Further, 1n place of the normal read,
or in addition to the normal read, a fast read may be included
in the read operations. The fast read 1s a read operation that
shortens the read time by setting a time to apply a read
voltage to word lines to be shorter than that of the normal
read, for example. Accordingly, when the fast read and the
normal read are used together, the fast read may be executed
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ahead of the normal read, in a read sequence. Further, a shift
read 1n the fast read may be achieved by shifting the read
voltage used 1n the fast read.

The normal read might be high 1n probability of failure in
reading data from a memory cell in which the threshold
voltage has been changed, and thus might be high in
frequency of execution of a high reliability read (which will
be referred to as “retry read”, hereinafter). On the other
hand, the history value read 1s capable of reading data from
a memory cell in which the threshold voltage has been
changed because of data retention, read disturb, etc, and thus
has a merit to reduce the probability to cause the retry read
with respect to the same page (which will be referred to as
“retry rate”, hereinatter), which shortens the read time. Here,
“being capable of reading data” means that error correction
1s successiul in data that has been read.

Further, the learming read may include a read operation
using a shift table (which will be referred to as “shiit table
read”, hereinaiter), and a tracking read. The shift table read
1s a read operation that prepares a shift table 1n advance 1n
which a plurality of read voltage sets are registered for
respective types of page (for example, lower middle upper
pages), and executes a read operation by sequentially using,
respective ones of the plurality of read voltage sets, to learn
indexes that specily read voltage sets that succeed in read-
ing. The tracking read 1s a read operation that executes a read
operation a plurality of times while shifting a read voltage by
a predetermined pitch width, for example, and thereby
creates a distribution histogram of threshold voltages pro-
grammed 1n a plurality of memory cells included 1n a
relevant page (which will be simply referred to as “threshold
voltage distribution”, hereinafter); then, on the basis of the
threshold voltage distribution thus created, this operation
learns a shift amount for shifting the read voltage to a
voltage level that succeeds 1n reading. Further, the tracking,
read may include a read method i which the memory
controller 10 performs the learning, and a read method 1n
which the nonvolatile memory 20 performs the learming
(which will also be referred to as “self-adjusting read or
on-chip tracking read”); in this embodiment, either one of
the read methods 1s adoptable.

In general, in a memory controller that adopts the history
value read, a physical address space of the nonvolatile
memory 20 1s divided into a plurality of regions, and history
values are managed in units of the region. For example,
when one page 1s composed of a plurality of memory cells
connected to one word line, each region defined with one or
more pages serves as a management unit, and one history
value 1s managed with respect to each region.

Here, when each region serving as the management unit
1s made larger, a history value set at a certain region might
be different from the optimum value, because of, for
example, variation in shift amount among pages in the
management unit, and/or the presence of a page having a
unique characteristic. An example of such a page 1s a page
composed of memory cells connected to a word line posi-
tioned at the end of each block 1n a tflash memory having a
three-dimensional structure. On the other hand, when the
management unit 1s made smaller, since each region requires
learning of a history value, the number of times of learning
1s increased, and the learning time for history values is
thereby prolonged. As a result, there may be a case where,
for example, after power supply recovery, a time necessary
for the read operation to reach the peak performance
becomes longer.

Accordingly, 1n this embodiment, the memory cells of the
nonvolatile memory 20 are hierarchically managed by using,
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a hierarchical structure composed of a plurality of hierar-
chies with different sizes 1n management unit, and history
values are hierarchically managed by using the management
unmits of the respective hierarchies. This enables suitable
history values to be set at respective regions while shorten-
ing the learning time. Here, in the following description, the
expression “to set a history value at a region” includes both
ol a case where a history value 1s newly set at a region at
which a history value has not yet been set, and a case where
a history value 1s updated at a region at which the history
value has already been set.

Specifically, in this embodiment, a hierarchical structure
composed of two or more hierarchies 1s managed in the
physical address space of the nonvolatile memory 20. Each
hierarchy 1s diflerent from the other hierarchies in size of the
physical address space. For example, an upper hierarchy
includes regions set 1 units of one or more blocks, and a
lower hierarchy includes regions set 1n unmits of one or more
word lines.

In the following description, for the sake of simplicity, a
case will be illustrated where a hierarchical structure com-
posed of two hierarchies 1s set in the physical address space
of the nonvolatile memory 20, 1n which the management
unit of a first hierarchy 1s defined by a large region, and the
management unit of a second hierarchy 1s defined by a small
region smaller than the large region.

FIG. 3 1s a conceptual diagram 1llustrating an example of
a table for hierarchically managing history values (which
will be referred to as “history value management table”,
hereinafter) according to this embodiment. As 1llustrated in
FIG. 3, each large region belonging to the first hierarchy is
correlated with a plurality of small regions belonging to the
second hierarchy. Each small region 1s composed of one or
more word lines, for example. In the history value manage-
ment table illustrated 1 FIG. 3, the history value at each
large region (which will be referred to as “representative
history value”, heremaiter), and the history value at each
small region (which will be referred to as “individual history
value”, hereinalter) are registered. However, 1n the mitial
state, since the individual history values have been
unlearned, the history values at small regions are not yet
registered. In this case, the history value at each small region
1s expressed by null (NULL), for example.

In this embodiment, as described above, 1n the nonvolatile
memory 20 1n which history values are hierarchically man-
aged by using management units different in size for respec-
tive hierarchies, when a read operation 1s to be executed to
a word line 1included 1n a small region having 1ts individual
history value already registered, this individual history value
at the small region 1s used to execute a history value read.
On the other hand, when a read operation 1s to be executed
to a word line included 1 a small region for which an
individual history value has been unlearned (1.e., a small
region having NULL, as its individual history value), a
representative history value set at the large region that
includes this small region 1s used to execute a history value
read. Consequently, when a history value read 1s to be
executed to a small region having no individual history
value, 1t 1s possible to omit a time necessary for learning a
history value, and thereby to shorten the read time.

Further, for a small region that includes a word line
having a unique characteristic (which will also be referred to
as “‘unique region’’) 1 which a suitable history value might
be different from a representative history value, an individu-
ally acquired history value may be used to execute a read
operation. This enables to reduce the frequency of a history
value being different from the optimum value due to the
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characteristic of the unique region. As a result, 1t 1s possible
to reduce the probability that the history value read after
completion of learming ends up with a read error.

Here, with reference to FIGS. 4 and 5, an explanation will
be given of “page”, “word line”, “block”, “plane”, “chip”,
“logical block™”, and “logical word line”. Here, in this
description, in order to discriminate the block and the word
line from the logical block and the logical word line, the
block and the word line will be referred to as “physical
block™ and “physical word line”, respectively, as the case
may be. Further, in this description, the chip means a
memory chip.

As 1illustrated in FIG. 4, one physical word line includes
one or more physical pages. For example, when memory
cells are formed of TLCs, as illustrated in FIG. 4, one
physical word line includes three physical pages, which are
an upper page, a middle page, and a lower page. Further,
cach physical block 1s composed of a plurality of physical
word lines. Each plane 1s composed of a plurality of physical

blocks. Further, one memory chip 1s provided with one or
more (two in FIG. 4) planes.

Then, as illustrated 1n FIG. 5, each logical block 1s defined
as follows: For example, physical blocks are selected one by
one with respect to each chip and each plane, and physical
blocks thus selected are combined such that a logical block
1s formed of a combination of physical blocks of one or more
chips that correspond to one or more channels and one or
more banks. In the memory system 1, state transition and/or
erase operation 1s executed 1n units of this logical block.

Further, a logical page 1s an assembly of single physical
pages of respective physical blocks 1 a logical block.
Similarly, a logical word line 1s an assembly of single
physical word lines of respective physical blocks composing,
a logical block.

Here, 1n this description, 1mnside the same logical block, a
form obtained by grouping physical blocks of a plurality of
planes 1n each chip (which will be referred to as “multi-plane
processing’) will be referred to as “physical block set”.
Similarly, inside one logical block, a form obtained by
applying the multi-plane processing to physical word lines
of a plurality of physical blocks 1n each plane in each chip
will be referred to as “physical word line set”, and a form
obtained by applying the multi-plane processing to physical
pages of a plurality of physical word lines 1n each physical
block 1 each plane in each chip will be referred to as
“physical page set”.

Further, inside the same physical block, a form obtained
by grouping a plurality of physical pages adjacent to each
other will be referred to as “physical page group™, and a
form obtained by grouping a plurality of physical word lines
adjacent to each other will be referred to as “physical word
line group”. Further, a form obtammed by applying the
multi-plane processing to physical page groups will be
referred to as “physical page set group™, and a form obtained
by applying the multi-plane processing to physical word line
groups will be referred to as “physical word line set group”.
Further, inside the same logical block, a form obtained by
grouping a plurality of logical pages adjacent to each other
will be referred to as “logical page group”, and a form
obtained by grouping a plurality of logical word lines
adjacent to each other will be referred to as “logical word
line group”™.

In the history value management table 1llustrated in FIG.
3, as the large region serving as the management unit of the
first huerarchy, for example, the physical word line, physical
block, physical page set, physical word line set, physical
block set, physical page group, physical word line group,
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physical page set group, physical word line set group,
logical block, logical word line, logical word line group,
logical page, and logical page group may be adopted.

On the other hand, as the small region serving as the
management unit of the second hierarchy, a region 1s
selected to satisly the condition that this region 1s smaller
than the large region, and, for example, the physical page,
physical word line, physical block, physical page set, physi-
cal word line set, physical block set, physical page group,
physical word line group, physical page set group, physical
word line set group, logical word line, logical word line
group, logical page, logical page group may be adopted.

In the following description, a case will be illustrated
where one block composes one large region, and one to four
word lines composes one small region. When each large
region 1s defined by one block, which i1s a relatively large-
s1ized region, it 1s possible to reduce to some extent the
number of times of learning for respective regions, and thus
it 15 possible to reduce a time necessary for learning. On the
other hand, when each small region 1s defined by one to four
word lines, which are relatively small-sized regions, 1t 1s
possible to reduce to some extent the probability that a
history value (1.e., individual history value) becomes difler-
ent from the optimum value, and thus 1t 1s possible to shorten
the read time by reducing the retry rate.

FIG. 6 1s a sectional view 1illustrating an example of a
memory cell array 1n a case where the nonvolatile memory
20 according to this embodiment 1s a NAND memory
having a three-dimensional NAND structure. FIG. 7 1s a
diagram 1llustrating an example of the history value man-
agement table, which 1s set with respect to the physical
address space of the memory cell array illustrated in FIG. 6.

The memory cell array 1llustrated 1n FIG. 6 has a structure
in which a lower tier 231A and an upper tier 231B are
stacked on the substrate 230, and each tier has a three-
dimensional NAND structure of 48 layers. Thus, 1n this
embodiment, as illustrated in FIG. 7, total 96 word-lines
consisting of word lines #0 to #95 are divided 1nto total 28
small regions #0 to #27, each of which 1s composed of one
to four word-lines. In the history value management table
illustrated 1n FIG. 7, a history values 1s correlated with each
small region. Further, 1n the history value management table
illustrated 1 FIG. 7, i place of the representative history
value, an 1individual history value flag 1s provided, which 1s
meta information mdicating whether a history value corre-
lated with respect to each small region 1s an individual
history value. This individual history value flag may be a
binary flag. In this case, for example, an individual history
value flag with a value of “1” may indicate that a history
value correlated with the relevant small region 1s an 1ndi-
vidual history value. On the other hand, an individual history
value flag with a value of “0” may indicate that a history
value correlated with the relevant small region has been
unlearned. How ever, the value of an individual flag “0” may
indicate that a representative history value 1s correlated
when any value 1s stored as a history value. On the other
hand, when any value 1s not stored as a history value, the
history value includes empty data such as null (NULL) data.
As described above, also 1n the configuration that utilizes
individual history value flags indicating whether a history
value corresponding to each small region 1s an individual
history value or representative history value, the history
values can be hierarchically managed.

Further, 1n the history value management table illustrated
in FIG. 7, small regions near the upper end or lower end of
each of the tiers include a smaller number of word lines, as
compared with small regions near the middle of each of the
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tiers. For example, at the uppermost end or lowermost end
of each of the lower tier 231 A and the upper tier 231B, one
word line (1.e., a word line #0, #47, #48, or #93) serves as
the management unit of the relevant small region. This 1s
because, the number of word lines (corresponding to a small
region) that can be collectively treated as those having
similar characteristics might differ, in each tier, between a
location near the ends and a location near the middle,
because changes 1n varnation of cell characteristic (1.e., cell
characteristic diversity) might difer with respect to changes
in spatial directions (1.e., word line address change). In
consideration of the above, 1n this embodiment, small
regions are defined such that word lines near the ends and
word lines near the middle are not included therein in a
mixed state. Consequently, 1t i1s possible to reduce the
frequency of a history value being diflerent from the opti-
mum value due to a unique region. Here, this embodiment
accepts that word lines of different tiers near the ends are
grouped 1n the same small region. In other words, one or
more word lines composing one small region are not nec-
essary required to be continuous 1n the same tier, but may be
discontinuous in the same tier, or may be dispersed 1n
different tier.

As 1illustrated in FIG. 7-(a), in the initial state where
history values have not yet been learned, for example 1n a
state immediately after power supply recovery, the history
value management table may include null (NULL) as the
history value at each small region. Further, each individual
history value flag 1s set to “0”.

From this initial state, for example, when a history value
for a word line of word line number #20 1s obtained by
learning, as illustrated 1n FIG. 7-(b), the history value for the
word line word line of word line number #20 obtained by a
learning read 1s stored as the history value at a small region
of number #6 to which the word line of word line number
#20 belongs. The imdividual history value flag at the small
region of number #6 1s set to “1” indicating that the history
value at the small region of number #6 1s an individual
history value. Further, as the history values at the small
regions ol other numbers than #6, the history value for the
word line of word line number #20 1s stored. The imndividual
history value flags at the small regions of other than number
#6 are not updated but kept as “0”. This indicates that the
history values at the small regions of other numbers than #6
are a representative history value.

Thereafter, for example, when a history value for a word
line of word line number #69 1s obtained by a learming read,
as 1llustrated 1n FI1G. 7-(c¢), the history value for the word line
of word line number #69 obtained by learning 1s stored as
the history value at a small region of number #20 to which
the word line of word line number #69 belongs, and the
individual history value flag at the small region of number
#2015 set to *“1”. This indicates that, 1n addition to the history
value at the small region of number #6, the history value at
the small region of number #20 1s an individual history
value. Further, among the small regions of other numbers
than #20, for the history value at each small region having
an 1ndividual history value flag of “0”, the history value for
the word line of word line number #69 1s stored. This
indicates that the history values at the small regions of other
numbers than #6 and #20 are a representative history value.

As described above, 1n this example, for example, as the
history value at a small region subjected to individual
learning, a history value obtained by this individual learning
1s set as an individual history value. Further, at a small
region not subjected to learning, a history value obtained by
the latest learming may be set as a representative history
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value. In this way, since a history value obtained by the latest
learning 1s used as a representative history value at a small
region not subjected to learning, it 1s unnecessary to learn a
history value for each word line every time when the first
access 1s made to each word line after power supply recov-
ery, and thus it 1s possible to remarkably shorten the read
time.

Here, FIG. 7-(c) 1llustrates a case where the representative
history value at each small region having an individual
history value tlag of “O” 1s updated by using a history value
obtained by the latest learning read (a history value obtained
by a learning read for the word line of word line number
#69); however, this 1s not limiting. In this respect, various
modifications may be made such that, for example, the
representative history value at each small region having an
individual history value flag of “0” 1s not updated by a
history value obtained by the latest learning read, but 1s kept
with a history value obtained by the first a learning read (in
the example of FIG. 7, a history value obtained by a learming
read for the word line of word line number #20). Here, 1n a
case where the representative history value obtained by the
first learning read 1s kept at each small region having an
individual history value flag of “0”, update of the represen-
tative history value 1s executed by using a history value
obtained by a learning read with respect to each small region
having an individual history value flag of “0” and having
“NULL” stored as a history value.

Next, an explanation will be given of a functional con-
figuration for executing a read operation according to this
embodiment 1n detail with reference to drawings. FIG. 8 1s
a Tunctional block diagram 1llustrating a functional configu-
ration example for executing a read operation according to
this embodiment. As 1llustrated 1n FIG. 8, a memory system
1 according to this embodiment includes a history value
management circuit 101 and a read control circuit 102. The
history value management circuit 101 manages a history
value management table 211. This history value manage-
ment table 211 1s held inside the DRAM 21, for example.

In the above configuration, the history value management
circuit 101 manages history values by using the history
value management table 211. In response to a request from.,
for example, the read control circuit 102, the history value
management circuit 101 executes registration of a new
history value into the history value management table 211,
update of a history value already registered, and response
with a history value (individual history value or represen-
tative history value) set at a region including a word line
designated by a read target address. Here, when the history
value 1n response 1s an individual history value, the history
value management circuit 101 may directly send the indi-
vidual history value to the read control circuit 102 as a
response. On the other hand, when the history value in
response 1s a representative history value, the history value
management circuit 101 may revise as needed the represen-
tative history value acquired from the history value man-
agement table 211, and send the received representative
history value to the read control circuit 102 as a response.

Here, as the revision processing to be executed to the
representative history value by the history value manage-
ment circuit 101 may include a revision processing to
compensate for a change in characteristic caused according
to the physical location or the like of a read target word line
in a memory chip. In this revision processing, for example,
the representative history value 1s revised 1n accordance with
a revising method preset with respect to the read target
address. Here, as the revising method, various methods may
be used, such as a method of adding an offset according to
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a word line address, and a method of performing linear
interpolation between two representative history values 1n
accordance with a word line address.

The read control circuit 102 1s composed of the central
control circuit 11, the data bufler 12, the encoding/decoding
circuit 14, and the memory I/F 13, which are included 1n the
configuration 1illustrated i FIG. 1, and 1s configured to
execute reading of data from the nonvolatile memory 20,
decoding of read data, and so forth. The read control circuit
102 includes a read command 1ssuing circuit 103 that 1ssues
a read command to a command processing circuit (not
illustrated) of the nonvolatile memory 20, and a decoder 18
that decodes read data iput from the nonvolatile memory
20. Further, the read command 1ssuing circuit 103 issues, for
example, a read command for instructing execution of a
history value read, and a read command for instructing
execution of a learning read, such as a tracking read or a shuft
table read. However, read commands to be 1ssued by the read
command 1ssuing circuit 103 are not limited to them. A read
command may be suitably added or changed, such as a read
command for mstructing execution of other a high reliability
read.

Next, an explanation will be given of an operation 1n
reading according to this embodiment 1n detail with refer-
ence to drawings. FIG. 9 1s a flowchart illustrating an
example of a read operation according to this embodiment.
Here, the read operation 1llustrated in FIG. 9 1s executed, for
example, when a read request 1s received from the host 30,
or when an operation ivolving a read operation, such as
patrol reading or garbage collection, 1s performed.

As 1llustrated in FIG. 9, 1n this operation, the read control
circuit 102 first determines whether a history value is set at
a small region that includes a word line designated by the
physical address of a read target (which will be referred to
as “read target address”, hereinaiter) (step S101). Specifi-
cally, as 1illustrated in FIG. 8, notice of a history value
request (“HISTORY VALUE REQUEST” in FIG. 8) 1s
given together with a read target address, from the read
control circuit 102 to the history value management circuit
101. Here, 1n a case where this operation based on a read
request from the host 30, the physical address of a read target
can be obtained by converting a logical address included 1n
the read request using the address conversion table. In this
case, when a history value registered at a small region that
includes a word line designated by the read target address 1s
an individual history value 1n the history value management
table 211, the history value management circuit 101 directly

inputs thJS individual history value into the read control
circuit 102 (“INDIVIDUAL  HISTORY VALUE

RESPONSE” 1 FIG. 8). On the other hand, when the
registered history value 1s a representative history value, the
history value management circuit 101 may perform the
revision according to, for example, the read target address,
to the representative history value acquired from the history
value management table 211, and nputs the revised repre-
sentative history value into the read control circuit 102

(“REVISED REPRESENTATIVE HISTORY VALUE
RESPONSE” 1n FIG. 8). Here, when a history value 1s not
registered, the history value management circuit 101 mputs
information of, for example, null (NULL) nto the read
control circuit 102 (“NULL RESPONSE” in FIG. 8).
When the history value 1s not set at the small region (NO
at step S101), 1.e., when a NULL response 1s made from the
history value management circuit 101 to the read control
circuit 102, the read control circuit 102 causes the read
command 1ssuing circuit 103 to 1ssue a read command for a
normal read to the nonvolatile memory 20. Consequently,
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the nonvolatile memory 20 executes the normal read (step
S102). On the other hand, when the history value 1s set at the
small region (YES at step S101), the read control circuit 102
causes the read command 1ssuing circuit 103 to 1ssue a read
command for a history value read to the nonvolatile memory
20. At this time, the nonvolatile memory 20 1s also given
information about a read voltage or 1ts shift amount accord-

ing to the history wvalue (“INDIVIDUAL HISTORY
VALUE” or “REVISED REPRESENTATIVE HISTORY
VALUE” 1n FI1G. 8). Consequently, the nonvolatile memory
20 executes the history value read by using the read voltage
according to the history value (step S103).

Read data read by the normal read of step S102 or the
history value read of step S103 1s input 1nto the decoder 18
in the read control circuit 102, and 1s subjected to error
correction executed by the decoder 18 (step S104). When
this error correction has succeeded (YES at step S105), 1.¢.,
when user data 1s restored 1n the decoder 18, the user data
thus restored 1s output to, for example, the data bufler 12

(see FIG. 1) (step S116). Therealter, this operation ends.
Here, in a case where error correction to the read data read
by the history value read has succeeded, when the history
value used for the history value read 1s a representative
history value, 1.e., when a history value 1s set at a small
region but the individual history value flag at this small
region 1s <07, the history value management circuit 101 may
update the 1individual history value tlag at this small region
to “1”” and thereby set the representative history value set at
this small region to an individual history value. On the other
hand, when the error correction has failed (NO at step S105),
this operation proceeds to step S106.

In step S106, the read control circuit 102 causes the read
command 1ssuing circuit 103 to 1ssue a read command for
executing a learning read to the nonvolatile memory 20.
Consequently, the nonvolatile memory 20 executes the
learning read, such as a tracking read or a shift table read
(step S106). At this time, in the read control circuit 102 or
the nonvolatile memory 20, a history value 1s specified on
the basis of a read voltage or shift amount designated in
reading, or a read voltage used for reading (step S107).

Read data read 1n step S106 1s input into the decoder 18
in the read control circuit 102, and 1s subjected to error
correction executed by the decoder 18 (step S108). When
this error correction has succeeded (YES at step S109), 1.¢.,
when user data 1s restored by the decoder 18, this operation
proceeds to step S110. On the other hand, when this error
correction has failed (NO at step S109), this operation
proceeds to step S113.

In step S110, the individual history value registered at the
small region that includes the read target word line 1n the
history value management table 211 1s updated by using the
history value learned 1n step S107. Specifically, as illustrated
in F1G. 8, the read control circuit 102 outputs a history value
update request to the history value management circuit 101.
At this time, the read control circuit 102 also gives infor-
mation for specitying an update target small region (1.e., the
read target address) to the history value management circuit
101. Here, as described above, when the history value has
been obtained 1n the nonvolatile memory 20 by a tracking
read, such as self-adjusting read (which will also be referred
to as “on-chip tracking read”), the history value update
request may be output directly from the nonvolatile memory
20 to the history value management circuit 101, or may be
output via the read control circuit 102.

Then, at the small region where the individual history
value has been updated 1n step S110, the individual history
value flag 1s changed to “1” (step S111). Consequently, 1n the
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history value management table 211, the history wvalue
registered at this small region 1s managed as an individual
history value.

Then, processing 1s executed to update the representative
history value at the large region that includes the small
region where the individual history value has been updated
in step S110 (step S112). An example of this representative
history value update processing will be explained later with
reference to FIGS. 10 to 12. Thereatfter, the restored user
data 1s output to, for example, the data bufler 12 (see FIG.
1) (step S116), and this operation ends. Here, the user data
output processing 1n step S116 and the processing in step
S110 to S112 may be executed 1n parallel.

On the other hand, 1n step S113, a read operation (1.e.,
high reliability read) 1s executed that 1s higher 1n reliability
than the history value read, tracking read, and shift table
read. Read data read by this high reliability read 1s iput mnto
the decoder 18 1n the read control circuit 102, and 1s
subjected to error correction executed by the decoder 18
(step S114). When this error correction has succeeded (YES
at step S115), 1.e., when user data 1s restored by the decoder
18, this operation proceeds to step S110. On the other hand,
this error correction has failed (NO at step S115), notice of
read error 1s given from, for example, the read control circuit
102 to the host 30 (see FIG. 1) (step S117). Thereatter, this
operation ends.

Next, an explanation will be given of an example of the
representative history value update processing in step S112
of FIG. 9. FIG. 10 1s a flowchart illustrating an example of
a first type of representative history value update processing
according to this embodiment. FIG. 11 1s a flowchart 1llus-
trating an example of a second type of representative history
value update processing according to this embodiment. FIG.
12 1s a flowchart illustrating an example of a third type of
representative history value update processing according to
this embodiment. Here, for each small region with an
individual history value flag of “0”, the above-described
operation that keeps a representative history value obtained
by the first learning read may be suitably combined with the
operation to be described with reference to FIGS. 10 to 12.

In the first type of representative history value update
processing illustrated in FIG. 10, as mentioned in the above
description, a history value obtained by the latest learning 1s
set as a representative history value at each small region 1n
an unlearned state. Accordingly, as illustrated 1n FIG. 10, the
first representative history value update processing 1is
arranged as follows. In the history value management table
211, among the small regions belonging to the large region
that includes a small region for which a history value has
been learned 1n step S107 of FI1G. 9, the history value at each
small region having an individual history value flag of “0”
1s updated by using the history value specified in step S107
of FIG. 9 (step S121). Then, this operation returns to the
operation 1illustrated in FIG. 9.

In the second type of representative history value update
processing 1illustrated 1n FIG. 11, the average value of
individual history values obtained by, for example, learning
1s used as a representative history value. Accordingly, as
illustrated 1n FI1G. 11, the second representative history value
update processing 1s arranged as follows. For example, in
the history value management table 211, among the small
regions belonging to the large region that includes a small
region for which a history value has been learned in step
S107 of FIG. 9, the individual history values at small regions
having an individual history value flag of “1” are specified
(step S131), and then the average value of the individual
history values thus specified 1s calculated (step S132). Here,
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when the average value thus calculated includes a figure
below a decimal point, the figure below the decimal point

may be processed by any of rounding-up, rounding-down, or
rounding-ofl, to determine the average value. Then, i the
history value management table 211, among the small
regions belonging to the large region that includes the small
region for which the history value has been learned 1n step
S107 of FIG. 9, the history value at each small region having,
an individual history value flag of “0” 1s updated by using
the average value calculated 1n step S132 (step S133).
Thereatter, this operation returns to the operation illustrated
in FIG. 9.

In the third type of representative history value update
processing illustrated in FIG. 12, among history values
obtained by, for example, learning, the history value highest
in appearance Irequency 1s used as a representative history
value. Accordingly, as illustrated in FIG. 12, the third
representative history value update processing is arranged as
follows. For example, every time a history value 1s learned
in step S107 of FIG. 9, the appearance frequency of the
history value thus learned 1s determined by using, for
example, a counter (not illustrated), for each large region, 1n
units of a small region included 1n this large region (step
S141). Then, 1n accordance with the appearance frequency
thus determined, 1n the history value management table 211,
the most frequently appeared history value 1s specified in the
large region that includes a small region for which a history
value has been learned 1n step S107 of FIG. 9 (step S142).
Then, 1n the history value management table 211, among the
small regions belonging to the large region that includes the
small region for which the history value has been learned 1n
step S107 of FIG. 9, the history value at each small region
having an individual history value flag of *“0” 1s updated by
using the most frequently appeared history value specified in
step S142 (step S143). Thereatfter, this operation returns to
the operation illustrated 1n FIG. 9.

As described above, according to this embodiment, when
a read operation 1s to be executed to a word line included 1n
a small region for which a history value has been unlearned,
a representative history value set at the large region that
includes this small region 1s used to execute a history value
read. Consequently, 1n a history value read executed on a
small region having no individual history value, a time
necessary for learning a history value can be omitted, and
the read time can be thereby shortened.

Second Embodiment

Next, an explanation will be given of a memory system,
a memory system control method, and a program according
to a second embodiment 1n detail with reference to drawings.
In the second embodiment, when the effectiveness of a
history value seems to have {fallen, such as when the
freshness of a history value has declined because of a lapse
of long time from learning of the history value, or when
there 1s a large difference between the temperature 1n learn-
ing and the temperature i reading, the history value read 1s
skipped, or the existing history value 1s invalidated and a
new history value 1s acquired again. In the following
description, for the arrangements, operations, and eflects the
same as those of the embodiment described above, the
former description 1s incorporated by reference, and their
repetitive description will be omitted. Here, “freshness™ in
this description 1s one index for evaluating the eflectiveness
ol a history value, and, for example, this may be an index
that declines depending on a lapse of time from learming of
the history value.
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A schematic configuration example ol a memory system
according to this embodiment may be the same as that of the
memory system 1 described with reference to FIG. 1 1n the
first embodiment. However, a functional configuration
example for executing a read operation according to this
embodiment 1s as illustrated 1n FIG. 13. Further, the history
value management table according to this embodiment 1s as
a history value management table 212 illustrated in FI1G. 14.

As 1llustrated 1in FIG. 13, the memory system 2 according
to this embodiment 1includes a timer 202 and a temperature
sensor 201, 1n addition to the configuration of the memory
system 1 illustrated 1n FIG. 8. Further, as illustrated 1n FIG.
14, 1n the history value management table 212 according to
this embodiment, an update time and a learning-time tem-
perature are correlated with each small region, 1n addition to
the configuration of the history value management table 211
illustrated by using FIG. 7.

By referring to, for example, the timer 202, the history
value management circuit 101 specifies the time when a
history value learned 1n the nonvolatile memory 20 1s input
via the read control circuit 102, or the time when a history
value 1n the history value management table 212 1s updated.
Then, as 1illustrated in FIG. 14, the history value manage-
ment circuit 101 registers the time thus specified (which waill
be referred to as “update date”, hereinaiter), 1n correlation
with each history value updated in the history value man-
agement table 212 inside the DRAM 21.

Further, 1n this embodiment, the temperature 1n learning,
of a history value (which will be referred to as “learning-
time temperature”, hereinaiter) 1s noticed from the tempera-
ture sensor 201 1n the nonvolatile memory 20 to the history
value management circuit 101. As 1llustrated 1in FIG. 14, the
history value management circuit 101 registers the noticed
learning-time temperature, 1n correlation with each history
value updated 1n the history value management table 212
inside the DRAM 21.

Next, an explanation will be given of an operation in
reading according to this embodiment 1n detail with refer-
ence to drawings. FIG. 15 1s a flowchart illustrating an
example of a read operation according to this embodiment.
Here, 1n the operation illustrated 1n FIG. 15, the operations
corresponding to those illustrated 1n FIG. 9 are denoted by
the same reference symbols, and their detailed description
will be omaitted.

As 1llustrated 1n FIG. 15, in this operation, similarly to
step S101 of FIG. 9, 1t 1s first determined whether a history
value 1s set at a small region that includes a word line
designated by a read target address. At this time, as a
response, the read control circuit 102 1s notified of infor-
mation about an update time and a learning-time tempera-
ture, together with a history value (“INDIVIDUAL HIS-
TORY VALUE” or “REVISED REPRESENTATIVE
HISTORY VALUE” in FIG. 13).

Then, when the history value 1s set at the small region
(YES at step S101), the read control circuit 102 specifies the
current time by referring to the timer 202, and calculates a
lapse of time on the basis of the current time thus specified
and the update time noticed together with the history value.
Further, the read control circuit 102 determines whether the
lapse of time thus calculated is less than a predetermined
time (step S201). Here, the predetermined time may be a
time with which the freshness of a history value can be
maintained so that the effectiveness of the history value can
be maintained, for example.

When the lapse of time 1s the predetermined time or more
(NO at step S201), the read control circuit 102 requests t

he
history value management circuit 101 to invalidate the
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history value registered at the small region that includes the
word line designated by the read target address. In response
to this, the history value management circuit 101 invalidates
the history value registered at the small region that includes
the word line designated by the read target address in the
history value management table 212 (step S203). Further,
the history value management circuit 101 proceeds to step
5102, and executes the subsequent operations as 1n the first
embodiment. Here, the history value thus invalidated 1is
managed as an unlearned history value (for example,
NULL).

On the other hand, when the lapse of time 1s less than the
predetermined time (YES at step S201), the read control
circuit 102 then acquires the current temperature from the
temperature sensor 201 in the nonvolatile memory 20, and
calculates a temperature diflerence on the basis of the
current temperature thus acquired and the learning-time
temperature noticed together with the history value. Further,
the read control circuit 102 determines whether the tem-
perature difference thus calculated 1s less than a predeter-
mined temperature diflerence (step S202). Here, the prede-
termined temperature difference may be a temperature
difference that can maintain the effectiveness of the history
value. Further, the timing of acquiring the current tempera-
ture does not have to be during execution of step S202. In
this respect, various modifications may be made, such as a
method of acquiring the current temperature at timing before
step S101, and a method of periodically measuring tempera-
ture and holding this temperature as the current temperature,
for example.

When the temperature difference i1s the predetermined
temperature difference or more (NO at step S202), this
operation proceeds to step S203, and invalidates the history
value registered at the small region that includes the word
line designated by the read target address 1n the history value
management table 212. Further, this operation proceeds to
step S102, and executes the subsequent operations as 1n the
first embodiment. On the other hand, when the temperature
difference 1s less than the predetermined temperature ditler-
ence (YES at step S202), this operation proceeds to step
5103, and executes the subsequent operations as in the first
embodiment. Here, FIG. 15 illustrates an arrangement such
that, when the temperature difference 1s the predetermined
temperature diflerence or more (NO at step S202), step S203
1s then executed; however, this 1s not limiting. In this
respect, various modifications may be made such that, for
example, step S203 1s skipped and step S102 1s executed.
Further, in FIG. 15, the execution order of step S201 and
step S202 may be reversed.

As described above, according to this embodiment, when
the eflectiveness of a history value seems to have fallen,
such as when the freshness of a history value has declined
because of a lapse of long time from learning of the history
value, or when there 1s a large diflerence between the
temperature in learning and the temperature in reading, the
existing history value 1s invalidated and a new history value
1s acquired. Consequently, 1t 1s possible to avoid execution
ol a history value read that 1s unlikely to succeed in reading,
and, as a result, 1t 1s possible to shorten the read time.

Here, 1n the above description, an attribution for deter-
mining the effectiveness of a history value 1s exemplified by
a lapse of time from learning and a temperature diflerence
from the temperature in learning; however, this 1s not
limiting. In this respect, it may be arranged to determine the
ellectiveness of a history value by using various attributions
with which the reliability of the history value can be
estimated.
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The other arrangements, operations, and effects can be the
same as those of the embodiment described above, and thus

their description in detail will be omitted here.

Third E

Embodiment

Next, an explanation will be given of a memory system,
a memory system control method, and a program according
to a third embodiment 1n detail with reference to drawings.
In the embodiments described above, a case where a history
value 1s learned, for example, when a read request i1s
received from the host 30 or when an event involving a read
operation such as patrol reading or garbage collection occurs
has been explained. On the other hand, 1n the third embodi-
ment, a case where a history value 1s learned, for example,
at power supply recovery of the memory system or during an
idle period of the memory system will be explained. Here,
in the following description, for the arrangements, opera-
tions, and eflects the same as those of the embodiments
described above, the former descriptions are incorporated by
reference, and their repetitive description will be omuitted.

A schematic configuration example of a memory system
according to this embodiment can be the same as that of the
memory system 1 described with reference to FIG. 1 1n the
first embodiment. Further, a {functional configuration
example for executing a read operation according this
embodiment can be the same as that of the configuration
illustrated in FIG. 8 or 13.

Next, an explanation will be given of a read operation
according to this embodiment, to be executed at power
supply recovery of the memory system 1 or during an 1dle
period of the memory system 1 with no access from the host
30, 1n detail with reference to drawings. FIG. 16 1s a
flowchart illustrating an example of a read operation accord-
ing to this embodiment.

The read operation illustrated 1n FIG. 16 1s executed, for
example, at power supply recovery of the memory system 1,
or during an 1dle period of the memory system 1 to which no
access has been made for a predetermined time from the host
30. As 1illustrated 1n FIG. 16, 1n this operation, the history
value management circuit 101 first determines whether
representative history values have been learned for all the
managed large regions (step S301). Here, in using the
history value management table 211/212 1llustrated 1n FIG.
7 or 14, 1t 1s determined whether representative history
values have been learned for all the large regions. When
representative history values have been learned for all the
large regions (YES at step S301), this operation proceeds to
step S305. On the other hand, when there are one or more
large regions for which representative history values have
been unlearned (NO at step S301), the history value man-
agement circuit 101 selects one of the large regions with
their representative history values unlearned, and requests
the read control circuit 102 to execute a learning read to one
or more word lines included 1n a small region belonging to
this large region. In response to this, the read command
1ssuing circuit 103 in the read control circuit 102 1ssues to
the nonvolatile memory 20 a command for executing a
learning read to the learning target word lines thus desig-
nated. Consequently, the nonvolatile memory 20 executes
the learning read on the learning target word lines (step
S302).

Then, the history value management circuit 101 acquires
a history value learned by the learning read from the
nonvolatile memory 20 or read control circuit 102, and
updates the individual history value at the small region that
includes the learning target word lines in the history value
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management table, by using the history value thus acquired
(step S303). Then, the history value management circuit 101
executes representative history value update processing of
updating the representative history value at the large region
to which the small region including the learning target word
lines belongs (step S304), and then executes step S301
again. Here, the representative history value update process-
ing may be any one of the first to third types of represen-
tative history value update processing illustrated in FIGS. 10
to 12 described above.

In step S303, it 1s determined whether access, such as a
read request, has been made from the host 30 to the memory
system 1. Here, 1n step S305, 1t may also be determined
whether an event mvolving a read operation, such as patrol
reading or garbage collection, has occurred. Hereinafter,
“access from the host 30” may include a read operation
through such an event. When access from the host 30 has
been made (YES step S305), this operation temporarily
stops the processing until the access from the host 30
completes, to preferentially execute a request from the host
30. On the other hand, when no access from the host 30 has
been made (NO at step S305), the history value management
circuit 101 selects one of the large regions that have not been
selected from the history value management table (step
S5306), and determines whether individual values have been
learned for all the small regions belonging to the large region
thus selected (step S307). When individual values have been
learned for all the small regions belonging to the selected
large region (YES at step S307), this operation proceeds to
step S312.

On the other hand, in step S307, when the small regions
belonging to the selected large region include one or more
small regions for which individual values have not yet been
learned (NO 1n step S307), the history value management
circuit 101 selects one of the small regions with their
individual values unlearned, from the small regions belong-
ing to the selected large region, and requests the read control
circuit 102 to execute a learning read on one or more word
lines included in this small region. In response to this, the
read command 1ssuing circuit 103 in the read control circuit
102 1ssues to the nonvolatile memory 20 a command for
executing a learning read on the learning target word lines
thus designated. Consequently, the nonvolatile memory 20
executes the learning read on the learning target word lines
(step S308). Then, the history value management circuit 101
acquires a history value learned by the learning read from
the nonvolatile memory 20 or read control circuit 102, and
updates the individual history value at the small region that
includes the learning target word lines 1n the history value
management table, by using the history value thus acquired
(step S309).

Then, for example, as 1 step S305, 1t 1s determined
whether access from the host 30 has been made to the
memory system 1 (step S310). When access from the host 30
has been made (YES step S310), this operation proceeds to
step S312. On the other hand, when no access from the host
30 has been made (NO at step S310), the history value
management circuit 101 determines whether individual val-
ues have been learned for all the small regions belonging to
the large region selected 1n step S306 (step S311). When
individual values have been learned for all the small regions
belonging to the selected large region (YES at step S311),
this operation proceeds to step S312. On the other hand,
when the small regions include a small region for which an
individual value has not yet been learned (NO 1n step 331),
the history value management circuit 101 returns to step
S308, and executes the subsequent operations.
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In step S312, the history value management circuit 101
determines whether all the large regions have already been
selected 1n step S306 (step S312). When all the large regions
have already been selected (YES at step S312), this opera-
tion ends. On the other hand, when all the large regions have
not yet been selected (NO at step S312), the history value
management circuit 101 returns to step S305, and executes
the subsequent operations.

As described above, according to this embodiment, at
power supply recovery of the memory system 1 or during an
idle period of the memory system 1, learning of a history
value 1s performed as background processing. Further,
according to this embodiment, learning 1s executed 1n such
order that representative history values for all the large
regions are lirst learned, and individual history values for the
small regions are then learned. The learning of representa-
tive history values for the large regions 1s executed most
preferentially, for example, and the learning of individual
history values for the small regions 1s executed while host
access 1s given higher preference. However, the learning of
representative history values for the large regions does not
have to be executed most preferentially, but may be executed
while host access 1s given higher preference. As a result, it
1s possible to reduce the probability that a learning read 1s
caused when a read request from the host 30 has been made,
and thus 1t 1s possible to shorten the read time while reducing
reliability deterioration.

Here, FIG. 16 1llustrates a read operation arranged such
that the learning of representative history values for all the
large regions, and the learning of individual history values
for all the small regions are executed, until access from the
host 30 1s made (YES at step S305 and YES at step S310);
however, this 1s not limiting. In this respect, for example, an
upper limit may be set for the number of times of updating,
the representative history value and/or individual history
value, to fimish the operation illustrated 1n FIG. 16 when the
number of times of updating reaches the upper limait.

The other arrangements, operations, and eflects can be the
same as those of the embodiments described above, and thus
their description 1n detail will be omitted here.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claiams and their equivalents are intended to cover such
forms or modifications as would fall within the scope and
spirit of the inventions.

What 1s claimed 1s:

1. A memory system comprising:

a nonvolatile memory; and

a memory controller configured to manage a history value

about setting of a read voltage 1n performing reading of
data from the nonvolatile memory, in accordance with
a first management unit and a second management unit,
a size ol the second management unit being smaller
than a size of the first management unit,

wherein

a lirst region ol the nonvolatile memory corresponds to

the first management unit,

a plurality of second regions of the nonvolatile memory

cach correspond to the second management unit,

the first region includes the plurality of second regions,

and
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the controller 1s configured to:

obtain a first history value for the first region, and
obtain a second history value for at least one of the
second regions; and

in execution of a read operation to a region included 1n
the second regions, when the second history value
for the region included in the second regions 1s not
obtained, execute the read operation to the region
included in the second regions by using the first
history value obtained for the first region.

2. The memory system according to claim 1, wherein

the controller 1s further configured to:

execute a learning read to learn a history value to be
used 1n a read operation, and

obtain the first history value for the first region by using
a history value learned by the learming read, and
obtain the second history value for the at least one of
the second regions on the basis of a history value
learned by the learning read.

3. The memory system according to claam 2, wherein,
when the first history value has already been obtained for the
first region, the controller 1s configured to not update the first
history value already obtained for the first region on the
basis of the history value learned by the learning read.

4. The memory system according to claim 1, wherein

the controller 1s further configured to:

execute a learning read to learn a history value to be
used 1n a read operation,

obtain the second history values for at least two of the
second regions by using a history value learned by
the learning read,

calculate an average value of the second history values
obtained for the at least two of the second regions,
and

update the first history value obtained for the first
region by using the average value.

5. The memory system according to claim 1, wherein

the controller 1s further configured to

execute a learning read to learn a history value to be
used 1n a read operation,

obtain the second history values for at least two of the
second regions by using a history value learned by
the learning read,

specily a most frequently appeared history value of the
second history values obtained for the at least two of
the second regions, and

update the first history value obtained for the first
region by using the most frequently appeared history
value.

6. The memory system according to claim 1, wherein

the first management unmit 1s any one of a physical word

line, physical block, physical page set, physical word
line set, physical block set, physical page group, physi-
cal word line group, physical page set group, physical
word line set group, logical word line, logical page,
logical word line group, logical page group, and logical
block, and

the second management unit 1s a region smaller than the
first management unit, and 1s any one of a physical
page, physical word line, physical block, physical page
set, physical word line set, physical block set, physical
page group, physical word line group, physical page set
group, logical word line, logical page, logical word line
group, logical page group, and physical word line set

group.
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7. The memory system according to claim 1, wherein the
controller 1s further configured to revise the first history
value on the basis of an address of a read target.

8. The memory system according to claim 1, wherein,
when a lapse of time from setting of the first history value 5
or the second history value has reached a predetermined
time, the controller 1s configured to invalidate corresponding,
one of the first history value or the second history value.

9. The memory system according to claim 1, wherein,

when a temperature difference between a temperature in 10 .

setting the first history value or the second history value and
a current temperature 1s a predetermined temperature dif-
ference or more, the controller 1s configured to invalidate
corresponding one of the first history value or the second
history value. 15
10. The memory system according to claim 2, wherein
the learning read 1s a shift table read or a tracking read,
and
the history value includes an 1index for specifying a shift
table of read voltages to be used 1n the shiit table read, 20
or a read voltage shift amount specified by the tracking
read.
11. The memory system according to claim 1, wherein the
controller 1s configured to:
define the first region and the plurality of the second 25
regions on a basis of addresses in the nonvolatile
memory; and
manage history values for respective ones of the first
region and the plurality of the second regions on a basis
of the addresses. 30
12. A method of controlling a memory system including
a nonvolatile memory and a memory controller configured
to manage a history value about setting of a read voltage in
performing reading of data from the nonvolatile memory, in
accordance with a first management umt and a second 35
management unit, a size of the second management unit
being smaller than a size of the first management unit, a first
region of the nonvolatile memory corresponding to the first
management umt, a plurality of second regions of the
nonvolatile memory each corresponding to the second man- 40
agement unit, the first region including the plurality of
second regions, said method comprising:
obtaining a first history value for the first region;
obtaining a second history value for at least one of the
second regions; and 45
in execution of a read operation to a region included 1n the
second regions, when the second history value for the
region included 1n the second regions 1s not obtained,
executing the read operation to the region included 1n
the second regions by using the first history value 50
obtained for the first region.
13. The method according to claim 12, further compris-
ng:
executing a learning read to learn a history value to be
used 1n a read operation; 55
obtaining the first history value for the first region by
using a history value learned by the learning read; and
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obtaining the second history value for the at least one of
the second regions on the basis of a history value
learned by the learning read.

14. The method according to claim 13, wherein, when the
first history value has already been obtained for the first
region, the first history value already obtained for the first
region on the basis of the history value learned by the
learning read 1s not updated.

15. The method according to claim 12, further compris-
ng:

executing a learning read to learn a history value to be

used 1n a read operation;

obtaining the second history values for at least two of the

second regions by using a history value learned by the
learning read;

calculating an average value of the second history values

obtained for the at least two of the second regions; and
updating the first history value obtained for the first region
by using the average value.

16. The method according to claim 12, further compris-
ng:

executing a learning read to learn a history value to be

used 1n a read operation;

obtain the second history values for at least two of the

second regions by using a history value learned by the
learning read;

speciiving a most frequently appeared history value of the

second history values obtained for the at least two of
the second regions; and

updating the first history value obtained for the first region

by using the most frequently appeared history value.

17. The method according to claim 12, further comprising

revising the first history value on the basis of an address

of a read target.

18. The method according to claim 12, further compris-

Ing,

when a lapse of time from setting of the first history value
or the second history value has reached a predeter-
mined time, mvalidating corresponding one of the first
history value or the second history value.

19. The method according to claim 12, further compris-

Ing,

when a temperature difference between a temperature 1n
setting the first history value or the second history value
and a current temperature 1s a predetermined tempera-
ture difference or more, invalidating corresponding one
of the first history value or the second history value.

20. The method according to claim 13, wherein

the learming read 1s a shift table read or a tracking read,
and

the history value includes an index for specifying a shait
table of read voltages to be used 1n the shiit table read,
or a read voltage shift amount specified by the tracking
read.
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