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Obtaining Frequency Spectrum{FS) |

| Extracting Componentsof FS ||
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Differentiating

FIG. 4
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Converting to linear power
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1

SOUND IDENTIFICATION UTILIZING
PERIODIC INDICATIONS

BACKGROUND

Technical Field

The present mmvention relates to estimation of sound
identification based on periodic indications 1n the frequency
spectrum of an audio signal.

Description of the Related Art

A number of conventional speech recognition systems use
teatures processed by log-Mel or Mel-Frequency Cepstrum
Coetlicients (MFCC) as mput features. Log-Mel and MFCC
apply a Mel-filter bank to a frequency spectrum of the audio
signal data. However, a Mel-filter bank does not preserve
higher resolution information 1n the audio signal data. Typi-
cally, harmonic structures in human speech are lost through
a Mel-filtering process. The harmonic structure provides
information that may be used to discriminate vowels from 3¢
other phonemes.

Meanwhile, current speech recognition systems are com-
putationally expensive, and thus require lots of time or many
computational resources. There 1s a need for integrating the

harmonic structure into a speech recognition system 1 a 25
way that may improve performance of the system.

10

15

SUMMARY

According to an aspect of the present invention, a com- 30
puter-implemented method 1s provided. The computer-
implemented method 1s performed by a speech recognition
system having at least a processor. The method includes
estimating, by the processor, sound identification mforma-
tion from a neural network having periodic indications and 35
components of a frequency spectrum of an audio signal data
inputted thereto. The method further includes performing,
by the processor, a speech recognition operation on the audio
signal data to decode the audio signal data into a textual
representation based on the estimated sound identification 40
information. The neural network includes a plurality of
tully-connected network layers having a first layer that
includes a plurality of first nodes and a plurality of second
nodes. The method further comprises training the neural
network by 1mitially isolating the periodic indications from 45
the components of the frequency spectrum 1n the first layer
by setting weights between the first nodes and a plurality of
input nodes corresponding to the periodic indications to O.

According to another aspect of the present invention, a
computer program product i1s provided. The computer pro- 50
gram product has instructions embodied therewith. The
istructions are executable by a speech recognition system
that includes a processor or programmable circuitry to cause
the processor or programmable circuitry to perform a
method. The method includes estimating sound identifica- 55
tion information from a neural network having periodic
indications and components of a frequency spectrum of an
audio signal data iputted thereto. The method further
includes performing a speech recognition operation on the
audio signal data to decode the audio signal data mto a 60
textual representation based on the estimated sound 1denti-
fication mnformation. The neural network includes a plurality
of tully-connected network layers having a first layer that
includes a plurality of first nodes and a plurality of second
nodes. The method further includes training the neural 65
network by 1mitially 1solating the periodic indications from
the components of the frequency spectrum 1n the first layer

2

by setting weights between the first nodes and a plurality of
input nodes corresponding to the periodic indications to O.

According to yet another aspect of the present invention,
a speech recognition system 1s provided. The speech recog-
nition system includes a processor. The speech recognition
system further includes one or more computer readable
mediums collectively 1including instructions that, when
executed by the processor, cause the processor to estimate
sound 1dentification information from a neural network
having periodic indications and components of a frequency
spectrum of an audio signal data inputted thereto, and
perform a speech recognition operation on the audio signal
data to decode the audio signal data into a textual represen-
tation based on the estimated sound 1dentification informa-
tion. The neural network 1s trained by 1nitially 1solating the
periodic indications from the components of the frequency
spectrum 1n the first layer by setting weights between the
first nodes and a plurality of input nodes corresponding to
the periodic 1indications to O.

These and other features and advantages will become
apparent from the following detailed description of illustra-
tive embodiments thereof, which 1s to be read 1n connection
with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The following description will provide details of preferred
embodiments with reference to the following figures
wherein:

FIG. 1 shows an exemplary configuration of an apparatus
10, according to an embodiment of the present invention;

FIG. 2 shows a spectrogram of an observed spectrum 1n
audio signal according to an embodiment of the present
invention;

FIG. 3 shows an operational flow according to an embodi-
ment of the present invention;

FIG. 4 shows an operational sub-flow corresponding to
S130 according to an embodiment of the present invention;

FIG. § shows an operational sub-flow corresponding to
S150 according to an embodiment of the present invention;

FIG. 6 shows log power spectrum according to an
embodiment of the present invention;

FIG. 7 shows cepstrum according to an embodiment of
the present invention;

FIG. 8 shows cut-ofl cepstrum according to an embodi-
ment of the present invention;

FIG. 9 shows I-DCT spectrum according to an embodi-
ment of the present invention;

FIG. 10 shows periodic indications according to an
embodiment of the present invention;

FIG. 11 shows Mel-filtered periodic indications according,
to an embodiment of the present invention;

FIG. 12 shows a deep neural network according to an
embodiment of the present invention;

FIG. 13 shows a convolutional neural network according
to an embodiment of the present invention;

FIG. 14 shows a deep neural network according to an
embodiment of the present invention;

FIG. 15 shows a convolutional neural network according
to an embodiment of the present invention; and

FIG. 16 shows an exemplary hardware configuration of a
computer 800 that functions as a system, according to an
embodiment of the present invention.

DETAILED DESCRIPTION

Heremaftter, example embodiments of the present mnven-
tion will be described. The example embodiments shall not
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limit the invention according to the claims, and the combi-
nations of the features described 1n the embodiments are not
necessarily essential to the mvention.

FIG. 1 shows an exemplary configuration of an apparatus
10 (e.g., a computer, programmable circuitry, etc.), accord-
ing to an embodiment of the present mnvention. The appa-
ratus 10 may estimate sound identification information
based on audio signal data. In an embodiment, the sound
identification information may be phoneme information.

The apparatus 10 may comprise a processor and one or
more computer readable mediums collectively including
instructions. The 1nstructions, when executed by the proces-
sor or programmable circuitry, may cause the processor or
the programmable circuitry to operate as a plurality of
operating sections. Thereby, the apparatus 10 may be rep-
resented as a storing section 100, an obtaining section 102,
an Extracting section 104, a Mel-filtering section 106, a
normalizing section 108, an estimating section 112, and a
training section 114.

The storing section 100 may store a variety of data used
for operations of the apparatus 10. The storing section 100
may comprise a volatile or non-volatile memory. One or
more other elements 1n the apparatus 10 (e.g., the obtaining,
section 102, the extracting section 104, the Mel-filtering
section 106, the normalizing section 108, the estimating
section 112, and the training section 114, etc.) may commu-
nicate directly or indirectly via the storing section 100.

The obtaiming section 102 may obtain a frequency spec-
trum of audio signal data. The obtaining section 102 may
also obtain training data for training a neural network. The
training data may comprise one or more sets of audio signal
data and correct sound identification information corre-
sponding to the respective set of audio signal data.

The extracting section 104 may extract periodic indica-
tions from the frequency spectrum. The periodic indications
may represent tluctuations in the frequency spectrum that
periodically appear 1n a frequency direction of the frequency
spectrum. In an embodiment, the periodic indications may
represent a harmonic structure of the audio signal data.
Details of the extraction of the periodic indications are
explained below.

The Mel-filtering section 106 may perform a Mel-filtering,
process. The Mel-filtering section 106 may Mel-filter the
periodic indications. The Mel-filtering section 106 may also
log-Mel-filter the frequency spectrum. Details of the Mel-
filtering processes are explained below.

The normalizing section 108 may perform normalization.
The normalizing section 108 may normalize the Mel-filtered
periodic indications. The normalizing section 108 may also
normalize the log-Mel-filtered frequency spectrum. Details
of the normalization process are explained below.

The estimating section 112 may direct the processing of a
neural network. In an embodiment, the estimating section
112 may mput the periodic indications and components of
the frequency spectrum into a neural network. The compo-
nents of the frequency spectrum may include values relating
to power and/or strength of the audio signal data 1n a
plurality of frequency bands in the frequency spectrum. In
an embodiment, the components of the frequency spectrum
may be the normalized Mel-filtered frequency spectrum of
the audio signal data. In an alternative embodiment, the
components of the frequency spectrum may include the
Mel-filtered or normalized frequency spectrum of the audio
signal data, or the frequency spectrum itsellf.

The estimating section 112 may perform a calculation of
the neural network and estimate sound 1dentification infor-
mation from the neural network. In an embodiment, the
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estimating section 112 may i1dentify phoneme information as
the sound 1dentification information. Details of the calcula-
tion of the neural network are explained below.

The training section 114 may perform traiming of the
neural network using the training data.

As described above, the apparatus 10 may estimate sound
identification 1nformation from the neural network, nto
which the periodic indications and the components of the
frequency spectrum are input. The apparatus 10 may
improve accuracy ol estimation of the sound i1dentification
information based on both normalized Mel-filtered periodic
indications and the frequency spectrum.

FIG. 2 shows a spectrogram of an observed spectrum 1n
audio signal data according to an embodiment of the present
invention. The horizontal axis in FIG. 2 corresponds to time,
the vertical axis corresponds to frequency, and the shade
corresponds to power of the audio signal data. In FIG. 2,
horizontal dark stripes can be observed repeating along the
vertical axis, denoting sharp fluctuations 1n strength across
the frequency bands of the frequency spectrum. The stripes
may correspond to periodic indications of the audio signal
data. A group of periodic indications may represent a har-
monic structure. The audio signal data may oiften include
such periodic indications due to vocal cord vibration, and the
apparatus may utilize the periodic indications to identify the
phoneme expressed in the audio signal data. In particular,
the apparatus may extract the periodic indications from the
audio signal data and may identily a specific phoneme
expressed 1n the audio signal data, even 1f recorded 1n a
noisy environment.

FIG. 3 shows an operational flow according to an embodi-
ment of the present imvention. The present embodiment
describes an example 1 which an apparatus, such as the
apparatus 10, performs the operations from S110 to 5210, as
shown 1 FIG. 3. The apparatus may estimate the sound
identification information by performing the operations
S110-S210.

At S110, an obtaining section, such as the obtaining
section 102, may obtain a frequency spectrum of an audio
signal data. In an embodiment, the obtaining section may
obtain a frequency spectrum represented by a power spectral
density. In an embodiment, the audio signal data may be
coded 1nto spectrums over-a plurality of time frames, and the
obtaining section may obtain a plurality of frequency spec-
trums for a plurality of time frames of the audio signal data.

For example, the audio signal data may be conversational
speech recorded at 8 kHz. The time frames of the audio
signal data may each have a 20 ms frame size with a 10 ms
frame shift. The apparatus 10 may perform the operations of
FIG. 3 for the frequency spectrum of each time frame.

In an embodiment, the frequency spectrum is represented
by v (), where t (=1 ... T) represents a time frame number
of the audio signal data having T time frames, and 1 (=1 . .
. ) represents a frequency bin number corresponding to each
frequency band in the frequency spectrum. In an embodi-
ment, the number of bins J may be typically but not limited
to 256 or 512.

At 5130, the apparatus may obtain components of the
frequency spectrum from the frequency spectrum of the
audio signal data.

FIG. 4 shows an operational sub-tlow corresponding to
S130 according to an embodiment of the present invention.
The apparatus may perform operations S132 and S136 of
FIG. 4 at the operation S130 of FIG. 3.

At S132, a Mel-filtering section, such as the Mel-filtering
section 106, may log-Mel filter the frequency spectrum of




US 10,460,723 B2

S

the audio signal data obtained at S110. In an embodiment,
the Mel-filtering section may first calculate:

S{A=Z.())-B(d,j) (1)

to Mel-filter the frequency spectrum y,(j). Then, the Mel-
filtering section may calculate: s,(d)=log(S,(d)) to obtain a
log-Mel-filtered frequency spectrum s (d), where B(d,j)
represents a Mel-filter bank and i1s the d-th (d=1 . . . D)
triangle filter for the j-th bin, log (*) may represent natural
logarithm or common logarithm, and D represents the num-
ber of dimensions of the Mel-ilter bank, and may be
selected from 13-80.

In an alternative embodiment, the estimating section may
calculate MFCC trom the frequency spectrum vy (1) and use
the calculated MFCC as s (d).

At S134, a normalizing section, such as the normalizing
section 108, may normalize the frequency spectrum pro-
cessed at S132. The normalizing section may adopt mean
and variance normalization or other types of normalization.
In an embodiment, the normalizing section may calculate:

v(d)=($(d)-5(d)N () (2)

to obtain normalized a log-Mel-filtered frequency spectrum
v (d), where s(d) represents a mean value of log-Mel-filtered
frequency spectrum of at least a part of training data, and
v (d) represents a variance of the log-Mel-filtered frequency
spectrum of the at least a part of training data. In an
embodiment, the at least a part of training data may be one
or more utterance units of audio signal data in the training
data.

In an embodiment, v,(j), Y,(j), s (d), and/or v(d) may
include values relating to powers of the audio signal data 1n
a plurality of frequency bands “d” and *4” in the frequency
spectrum, and may be treated as the components of the
frequency spectrum.

At 5136, the estimating section may differentiate the
frequency spectrum processed at S134 with respect to time.
In an embodiment, the estimating section may calculate a
first derivation Avy.(d) of v.(d). In an embodiment, the esti-
mating section may further calculate a second derivation
AAy(d) of v,(d).

According to the operations of S132-136, the estimating
section may obtain the components of the frequency spec-
trum that may include values relating to powers of the audio
signal data 1n a plurality of frequency bands in the frequency
spectrum. The estimating section may further obtain the first
derivation and the second derivation with respect to time of
the components of the frequency spectrum such as Avy/(d)
and AAy (d).

After the operation of S130 of FIG. 3, an extracting
section such as the extracting section 104 may extract the
periodic indications from the frequency spectrum.

FIG. 5 shows an operational sub-flow corresponding to
S150 according to an embodiment of the present invention.
The apparatus may perform operations S152 and S158 of
FIG. § at the operation S150 of FIG. 3.

At S152, the extracting section may obtain a Cepstrum by
performing a Discrete Cosine Transformation on the log
power spectrum Y ,(3).

FIG. 6 shows a power spectrum for a single time frame in
the frequency spectrum, according to an embodiment of the
present mvention. The horizontal axis 1n FIG. 6 represents
frequency and the vertical axis represents log power.

In an embodiment, the extracting section may calculate:

CL)=Z D7)y A7) (3)

to obtain the cepstrum C (1), where D(1,7) 1s a DCT matrix.
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FIG. 7 shows a cepstrum according to an embodiment of
the present invention. The horizontal axis in FIG. 7 repre-
sents frequency and the vertical axis represents log power.
The extracting section may obtain the cepstrum of FIG. 7
from the log power spectrum of FIG. 6.

At S154, the extracting section may cut ofl a part of the
cepstrum C(1). In an embodiment, the extracting section
may filter out an upper part and/or a lower part of the C.(1).
In the embodiment, the extracting section may calculate:

Cy=eC () if (i<Cy) or (i>Cy) (4)

C (H)=C.,(i) otherwise (5)

where € represents a very small constant (e.g., 0.001) or O,
C, represents a lower cut-ofl number, and C,, represents an
upper cut-oil number. Thereby, the extracting section may
choose a range of cepstrum between C, and C,,as a cut-oil
cepstrum C (1).

FIG. 8 shows a cut-ofl cepstrum according to an embodi-
ment of the present invention. The horizontal axis and the
vertical axis of FIG. 8 represent the same umts as FIG. 7.
The extracting section may obtain the cut-ofl cepstrum of
FIG. 8 from the cepstrum of FIG. 7.

At S156, the extracting section may convert the cut-off
cepstrum back to a log power spectrum by performing
iverse-DCT (I-DCT). In an embodiment, the extracting
section may calculate:

W()=ZD(7,0)-C (i)
to obtain an I-DCT spectrum W (7).

FIG. 9 shows an I-DCT spectrum according to an embodi-
ment of the present mnvention. The horizontal axis in FIG. 9
represents frequency and the vertical axis represents log
power. The extracting section may obtain the I-DCT spec-
trum of FIG. 9 from the cut-off cepstrum of FIG. 8.

At S158, the extracting section may convert the I-DCT
spectrum (1.e., log power spectrum) to a linear power
spectrum. In an embodiment, the extracting section may
calculate:

(6)

wAj)=exp(W.(j)) (7)

to obtain w(j), which 1s represented in the linear power
spectrum domain. The apparatus may use w (j) for a plural-
ity of bins j, as the periodic indications.

FIG. 10 shows periodic indications according to an
embodiment of the present mvention. A horizontal axis
represents frequency and the vertical axis represents linear
power 1 FIG. 10. The extracting section may obtain the
linear spectrum of FIG. 10 from the log power spectrum of

FIG. 9.

After the operation of S150 of FIG. 3, the Mel-filtering
section may compress the periodic indications by reducing
a number of dimensions of the periodic indications. In an
embodiment, the Mel-filtering section may Mel-filter the
periodic indications to reduce the number of dimensions by
calculating:

WAd)=Z WA )-B(d j) 2 B(d]') (8)

to obtain Mel-filtered periodic indications w” (d), where
B(d,;) represents a Mel-filter bank and 1s the d-th (d=1 . . .
D) triangle filter for the j-th bin.

FIG. 11 shows Mel-filtered periodic indications according,
to an embodiment of the present invention. The horizontal
axis represents frequency and the vertical axis represents
linear power 1 FIG. 11. The Mel-iltering section may
obtain the Mel-filtered periodic indications of FIG. 11 from
the periodic indications of FIG. 10.



US 10,460,723 B2

7

As shown in FIG. 11, the Mel-filtering section may
compress the periodic indications by reducing a number of
dimensions of the periodic indications, especially 1n a high
frequency range. Thereby, relatively important information
of the periodic indications may be preserved after the
compression. In an embodiment, the number D may be
selected from 20-40.

At S190, the normalizing section may normalize the
Mel-filtered periodic indications. In an embodiment, the
normalizing section may perform the normalization so as to
maintain an ordinal scale among a plurality of bands in the
periodic 1indications. Thereby, the normalizing section may
preserve mformation of the ordinal scale of the periodic
indications, which may be beneficial for the estimation of a
neural network. In an example, the normalizing section may
perform the normalization based on sigmoid normalization.
In the example, the normalizing section may calculate:

B.(d)=1.0/(1.0+exp(-a-(W (d)-1.0-b))) (9)

to obtain the normalized Mel-filtered periodic indications
3.(d), where a and b are constant values.

In another example, the normalizing section may perform
the normalization based on max-variance normalization. In
the example, the normalizing section may calculate:

n 10
Bi(d) = (ad) ~ ) [V s 10

where

a,(d) = log(w,(d) + &) (11)

a(d) = Elald)] (12)

a(d) = log(W(d) + ) (13)

(14)

Xmax = Max(X(d))
d

X(d) = E[(a(d) — @(d))*] (15)

u represents a constant value, E[ | represents a function
calculating an expectation, and w'(d) represents a Mel-
filtered periodic indications obtained by the training data. In
an embodiment, the normalizing section may preliminarily
calculate the formulae (12)-(15) by utilizing audio signal
data of the training data before starting the operations in
FIG. 3, and may store the result of calculation of (12)-(15).

At S210, an estimating section, such as the estimating
section 112, may estimate a sound identification informa-
tion, such as phoneme information, by processing a calcu-
lation of a neural network. The estimating section may 1nput
the compressed normalized periodic indications obtained at
S190 and the components of the frequency spectrum
obtained at S134 into the neural network. The estimating
section may further mput the first and second derivation of
the components of the frequency spectrum into the neural
network obtained at S136.

In an embodiment, the neural network used by the esti-
mating section may be a convolutional neural network or a
deep neural network. The convolutional neural network may
include one or more convolutional neural network layers,
which may comprise one or more sets of convolutional
layers and pooling layers. The convolutional neural network
may also include one or more of fully-connected layers. The
convolutional neural network may further include other
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types of layers. The deep neural network may include a
plurality of fully-connected layers, and may optionally
include other types of layers.

As explained above in relation to FIG. 3, the apparatus
may extract the periodic indications, and 1nput the periodic
indications with the components of the frequency spectrum
into the neural network to estimate the sound 1dentification
information. Since the apparatus may use not only the
components of the frequency spectrum but also the periodic
indications, which may indicate confidence of the existence
of human voice, the apparatus may improve accuracy of
identification of the sound identification information.

In addition, 1n some embodiments, since the periodic
indications and the frequency spectrum may be compressed
(e.g., Mel-filtered) by reducing a number of dimensions of
the periodic indications before being inputting into the
neural network, the computational resources needed for the
estimation of the sound identification information may be
reduced.

Furthermore, since the periodic indications may be nor-
malized so as to maintain an ordinal scale among a plurality
of bands 1n the periodic indications, the periodic indications
may be properly processed with the components of the
frequency spectrum without losing information of an ordinal
scale of the periodic indications among frequency bands.

In some embodiments, the apparatus may not normalize
the periodic indications and the frequency spectrum. In these
embodiments, the apparatus may not perform S134 and
S190. In some embodiments, the apparatus may not Mel-
filter the periodic indications and the frequency spectrum. In
these embodiments, the Mel-filtering section may only cal-
culate log(v (1)) without Mel-filtering process at S132 and
the apparatus may not perform S210.

FIG. 12 shows a deep neural network according to an
embodiment of the present invention. In an embodiment, the
estimating section may use the neural network shown 1n
FIG. 12 at the operation S210 of FIG. 3.

In the embodiment, the neural network may include six
2048-node layers, a 512-node layer, and a 9300-node layer,
which may be fully-connected layers. The neural network
may 1nput the periodic indications, and, the components of
the frequency spectrum into a first layer of the neural
network. In the embodiment of FIG. 12, the neural network
may include four 40x11 mput nodes, where each 40x11
input nodes mput the component of frequency spectrum
(CEFS), ACFS, AACFS, and the periodic indications (PI) into
the first 2048-node layer.

40x11 means 40 dimensional features by 11 time frames.
In an embodiment, CFS may correspond to the normalized
log-Mel-filtered frequency spectrum v.(d) (1=d=D,
t —5=t=t +5 where D=40 and t. 1s a current time frame)
obtained at S134. Thereby, the neural network may input the
teatures of 11 time frames that center the current time frame
t . and include 5 time frames before and after t .

ACFS and AACFS may correspond to the first derivation
of CFS Ay/(d) and the second derivation of CFS AAy . (d)
obtained at S136. PI may correspond to the normalized
Mel-filtered periodic indications 3 (d) obtained at S190. The
neural network may mput CFS (y.(d)), ACFS (Avy[(d)),
AACFS (AAv (d)) and PI(p (d)) for each time frame t of the
audio signal data.

In the embodiment of FIG. 12, the first 2048-node layer
includes a plurality of first nodes and a plurality of second
nodes. A portion corresponding to the first nodes 1s repre-
sented as A and a portion corresponding to the second nodes
1s represented as B in FIG. 12. Before starting the training
of the neural network, a training section, such as the training
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section 114, may set weights between the first nodes A and
a plurality of input nodes corresponding to PI to O, weights
between the second nodes B and a plurality of input nodes
corresponding to CFS, ACFS and AACES to 0. The training
section may set other weights between the nodes 1n the first
2048-node layer and the input nodes to predetermined
constant value(s) or random values. Thereby, at the begin-

ning of the traiming, the periodic indications (PI) and stan-
dard features such as CFS, ACFS and AACEFS are 1solated in

the first 2048-node layer.

This technique may be referred to as block 1nitialization,
and may enable independent processing of the periodic
indications at least at the beginning of the training. The
standard features and the periodic indications may be
regarded as different types of information, and thus it may
be preferable to avoid integration of these features at the
very first layers of the neural network 1n some cases.

According to the block mitialization, the periodic indica-
tions and the standard features may substantially be inte-
grated after middle layers of the neural network. Thereby,
the estimating section may integrate the periodic indications
and the standard features in the neural network after
abstracting the periodic indications and the standard fea-
tures, and thus may improve the performance of the neural
network.

In the embodiment, the neural network may output the
sound 1dentification information S, for each time frame t
from the 9300-node layer. The number “9300” corresponds
to the number of phonemes, and each of the 9300 nodes in
the 9300-node layer corresponds to each of the existent 9300
phonemes. While nodes in the last layer of the neural
network may correspond to phonemes, the number of nodes
in the last layer 1s not limited to 9300. In some embodiments,
the nodes 1n the last layer of the neural network may
correspond to sequential combinations of two or more
phonemes.

In an embodiment, only one node in the 9300-node layer
may output 1, and other nodes 1n the 9300-nodes layer may
output O, meaning that a phoneme corresponding to the one
node 1s identified as the sound identification information
output from the neural network. In another embodiment,
cach node 1n the 9300-nodes layer may output a value
corresponding to a possibility that a phoneme corresponding
to that node 1s 1dentified from the audio signal data.

FIG. 13 shows a convolutional neural network according
to an embodiment of the present invention. In an embodi-
ment, the estimating section may use the neural network
shown i FIG. 13 at the operation S210. Here, only the
differences between the neural networks of FIG. 12 and FIG.
13 may be explained.

In the embodiment, the neural network may include a
128-node convolutional neural network (CNN) layer, a
256-node CNN layer, four 2048-node layers, a 512-node
layer, and a 9300-node layer. The four 2048-node layers, the
512-node layer, and the 9300-node layer may be fully-
connected layers. The neural network may input the periodic
indications and the components of the frequency spectrum
into a first layer (1.e., the 128-node CNN layer) of the neural
network.

FIG. 14 shows a deep neural network according to an
embodiment of the present invention. In an embodiment, the
estimating section may use the neural network shown 1n
FIG. 14 at the operation S210. Here, only the differences
between the neural networks of FIG. 12 and FIG. 14 may be
explained.

In an embodiment, the neural network may mnput the
periodic indications into a second layer or a subsequent layer
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of the neural network. In the embodiment of FIG. 14, the
standard features (CFS, ACFS and AACFS) may be input
into a first 2048-node layer, and the periodic indications (PI)
may be mput into a 440-node layer, which 1s 1solated from
the first 2048-node layer and represented as C 1n FIG. 14. A
second 2048-node layer represented as D may input both
outputs from the first 2048-node layer and the 440 node
layer.

According to the embodiment of FIG. 14, the periodic
indications and the standard features may be integrated at
the second 2048-node layer of the neural network. Thereby,
the estimating section may integrate the periodic indications
and the standard features in the neural network after
abstracting the periodic indications and the standard features
at the first 2048-node layer, and thus may improve the
performance of the neural network.

FIG. 15 shows a convolutional neural network according
to an embodiment of the present invention. In an embodi-
ment, the estimating section may use the neural network
shown 1 FIG. 15 at the operation S210. Here, only the
differences between the neural networks of FIG. 13 and FIG.
15 may be explained.

In an embodiment, the neural network may input the
periodic indications into a layer that 1s downstream of the
one or more convolutional neural network layers. In the
embodiment of FIG. 15, the standard features (CFS, ACFS
and AACFS) may be mput into a first CNN layer (1.e., the
128-node CNN layer), and the periodic indications (PI) may
be mput 1into a 440-node layer represented as E 1n FIG. 15.

The first CNN layer may be connected to a second CNN
layer (1.e., the 256-node CNN layer), and the second CNN
layer may be connected to a first 2048-node layer repre-
sented as F 1n FIG. 15, The 440-node layer may be fully
connected to the first 2048-node layer.

According to the embodiment, information derived from
the standard features and information derived from the
periodic indications may converge aiter the CNN layers. The
periodic indications may be mixed with the standard features
aiter the standard features are abstracted by the CNN layers,
thereby improving the performance of the neural network.

In the embodiments of FIG. 14 and FIG. 15, the apparatus
may not Mel-filter the periodic indications before mputting
the periodic indications into the neural network. Since the
periodic 1ndications are not input into a first layer of the
neural network in parallel with the standard features 1n these
embodiments, the dimension number of the periodic 1ndi-
cations may be reduced by another method other than
Mel-filtering. In an embodiment, the periodic indications
may even be mput into the neural network without reducing
the number of dimensions. For similar reasons, the apparatus
may not normalize the periodic indications before inputting
the periodic indications into the neural network in the
embodiments of FIG. 14 and FIG. 15.

In some embodiments, the Mel-filtering may be per-
formed after the normalization. For example, in these
embodiments, the apparatus may perform the operation
S190 after the operation S210, and perform the operation
S134 after the operation S132.

FIG. 16 shows an exemplary hardware configuration of a
computer configured for cloud service utilization, according
to an embodiment of the present invention. A program that
1s 1nstalled 1n the computer 800 can cause the computer 800
to function as or perform operations associated with appa-
ratuses of the embodiments of the present invention or one
or more sections (including modules, components, elements,
etc.) thereof, and/or cause the computer 800 to perform
processes of the embodiments of the present immvention or




US 10,460,723 B2

11

steps thereof. Such a program may be executed by the CPU
800-12 to cause the computer 800 to perform certain opera-
tions associated with some or all of the blocks of flowcharts
and block diagrams described herein.

The computer 800 according to the present embodiment
includes a CPU 800-12, a RAM 800-14, a graphics control-
ler 800-16, and a display device 800-18, which are mutually
connected by a host controller 800-10. The computer 800
also includes put/output units such as a communication
interface 800-22, a hard disk drive 800-24, a DVD-ROM
drive 800-26 and an IC card drive, which are connected to
the host controller 800-10 via an input/output controller
800-20. The computer also includes legacy input/output
units such as a ROM 800-30 and a keyboard 800-42, which
are connected to the mput/output controller 800-20 through
an mput/output chip 800-40.

The CPU 800-12 operates according to programs stored in
the ROM 800-30 and the RAM 800-14, thereby controlling
cach unit. The graphics controller 800-16 obtains 1image data
generated by the CPU 800-12 on a frame bufler or the like
provided in the RAM 800-14 or in 1tself, and causes the
image data to be displayed on the display device 800-18.

The communication interface 800-22 communicates with
other electronic devices via a network 800-350. The hard disk
drive 800-24 stores programs and data used by the CPU
800-12 within the computer 800. The DVD-ROM drive
800-26 reads the programs or the data from the DVD-ROM
800-01, and provides the hard disk drive 800-24 with the
programs or the data via the RAM 800-14. The IC card drive
reads programs and data from an IC card, and/or writes
programs and data into the IC card.

The ROM 800-30 stores therein a boot program or the like
executed by the computer 800 at the time of activation,
and/or a program depending on the hardware of the com-
puter 800. The mput/output chip 800-40 may also connect
various mput/output units via a parallel port, a serial port, a
keyboard port, a mouse port, and the like to the input/output
controller 800-20.

A program 1s provided by computer readable media such
as the DVD-ROM 800-01 or the IC card. The program 1is
read from the computer readable media, installed mto the
hard disk drive 800-24, RAM 800-14, or ROM 800-30,
which are also examples of computer readable media, and
executed by the CPU 800-12. The information processing
described 1n these programs 1s read into the computer 800,
resulting in cooperation between a program and the above-
mentioned various types of hardware resources. An appara-
tus or method may be constituted by realizing the operation
or processing of information in accordance with the usage of
the computer 800.

For example, when communication 1s performed between
the computer 800 and an external device, the CPU 800-12
may execute a communication program loaded onto the
RAM 800-14 to instruct communication processing to the
communication interface 800-22, based on the processing
described in the communication program. The communica-
tion interface 800-22, under control of the CPU 800-12,
reads transmission data stored on a transmission buflering
region provided in a recording medium such as the RAM
800-14, the hard disk drive 800-24, the DVD-ROM 800-01,
or the IC card, and transmits the read transmission data to
network 800-50 or writes reception data received from
network 800-50 to a reception bullering region or the like
provided on the recording medium.

In addition, the CPU 800-12 may cause all or a necessary
portion of a file or a database to be read into the RAM
800-14, the file or the database having been stored 1in an
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external recording medium such as the hard disk drive
800-24, the DVD-ROM drive 800-26 (DVD-ROM 800-01),
the IC card, etc., and perform various types of processing on
the data on the RAM 800-14. The CPU 800-12 may then
write back the processed data to the external recording
medium.

Various types of information, such as various types of
programs, data, tables, and databases, may be stored in the
recording medium to undergo information processing. The

CPU 800-12 may perform various types of processing on the
data read from the RAM 800-14, which includes various

types ol operations, processing ol information, condition
judging, conditional branch, unconditional branch, search/
replace of information, etc., as described throughout this
disclosure and designated by an instruction sequence of
programs, and writes the result back to the RAM 800-14.

In addition, the CPU 800-12 may search for information
in a file, a database, etc., in the recording medium. For
example, when a plurality of entries, each having an attri-
bute value of a first attribute 1s associated with an attribute
value of a second attribute, are stored in the recording
medium, the CPU 800-12 may search for an entry matching
the condition whose attribute value of the first attribute 1s
designated, from among the plurality of entries, and reads
the attribute value of the second attribute stored 1n the entry,
thereby obtaining the attribute value of the second attribute
associated with the first attribute satisiying the predeter-
mined condition.

The above-explained program or software modules may
be stored in the computer readable media on or near the
computer 800. In addition, a recording medium such as a
hard disk or a RAM provided in a server system connected
to a dedicated communication network or the Internet can be
used as the computer readable media, thereby providing the
program to the computer 800 via the network.

The present mnvention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present 1vention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but 1s not limited to, an
clectronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium 1ncludes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
1s not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.
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Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface 1 each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage i a computer readable storage
medium within the respective computing/processing device.

Computer readable program 1instructions for carrying out
operations of the present invention may be assembler
istructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written 1n any combination
of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++ or
the like, and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of the computer readable program instructions to 1ndividu-
alize the electronic circuitry, in order to perform aspects of
the present mnvention.

Aspects of the present invention are described herein with
reference to flowchart 1llustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks 1n the
flowchart 1llustrations and/or block diagrams, can be 1mple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function 1n a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified 1n the flowchart and/or block diagram block or

blocks.
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The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series ol operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer 1mple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified 1n the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams 1n the Figures 1llustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of 1nstructions, which comprises one or more
executable 1nstructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted 1n the block may occur out of the order noted
in the figures. For example, two blocks shown 1n succession
may, i fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality mvolved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

While the embodiments of the present invention have
been described, the technical scope of the mvention 1s not
limited to the above described embodiments. It 1s apparent
to persons skilled in the art that various alterations and
improvements can be added to the above-described embodi-
ments. It 1s also apparent from the scope of the claims that
the embodiments added with such alterations or improve-
ments can be 1mcluded 1n the technical scope of the iven-
tion.

The operations, procedures, steps, and stages of each
process performed by an apparatus, system, program, and
method shown 1n the claims, embodiments, or diagrams can
be performed 1n any order as long as the order 1s not
indicated by “prior t0,” “before,” or the like and as long as
the output from a previous process 1s not used 1n a later
process. Even 11 the process flow 1s described using phrases
such as “first” or “next” in the claims, embodiments, or
diagrams, 1t does not necessarily mean that the process must
be performed 1n this order.

As made clear from the above, the embodiments of the
present invention enable a learning apparatus learning a
model corresponding to time-series input data to have higher
expressive ability and learming ability and to perform the
learning operation more simply.

Retference 1n the specification to “one embodiment™ or
“an embodiment” of the present mmvention, as well as other
variations thereof, means that a particular feature, structure,
characteristic, and so forth described in connection with the
embodiment 1s included 1n at least one embodiment of the
present ivention. Thus, the appearances of the phrase “in
one embodiment” or “in an embodiment™, as well any other
variations, appearing in various places throughout the speci-
fication are not necessarily all referring to the same embodi-
ment.

It 1s to be appreciated that the use of any of the following
“/”, “and/or”, and “at least one of”, for example, 1n the cases
of “A/B”, “A and/or B” and ““at least one of A and B”, 1s

intended to encompass the selection of the first listed option
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(A) only, or the selection of the second listed option (B)
only, or the selection of both options (A and B). As a further
example, in the cases of “A, B, and/or C” and *“at least one
of A, B, and C”, such phrasing 1s intended to encompass the
selection of the first listed option (A) only, or the selection
of the second listed option (B) only, or the selection of the
third listed option (C) only, or the selection of the first and
the second listed options (A and B) only, or the selection of
the first and third listed options (A and C) only, or the
selection of the second and third listed options (B and C)
only, or the selection of all three options (A and B and C).
This may be extended, as readily apparent by one of
ordinary skill in this and related arts, for as many items
listed.

Having described preferred embodiments of a system and
method (which are intended to be illustrative and not lim-
iting), 1t 1s noted that modifications and variations can be
made by persons skilled in the art in light of the above
teachings. It 1s therefore to be understood that changes may
be made 1n the particular embodiments disclosed which are
within the scope of the invention as outlined by the
appended claims. Having thus described aspects of the
invention, with the details and particularity required by the
patent laws, what 1s claimed and desired protected by Letters
Patent 1s set forth i the appended claims.

What 1s claimed 1s:

1. A computer-implemented method performed by a
speech recognition system having at least a processor, the
method comprising:

estimating, by the processor, sound 1dentification infor-

mation from a neural network having periodic indica-
tions and components of a frequency spectrum of an
audio signal data inputted thereto; and

performing, by the processor, a speech recognition opera-

tion on the audio signal data to decode the audio signal
data 1nto a textual representation based on the estimated
sound identification information,

wherein the neural network includes a plurality of fully-

connected network layers having a first layer that
includes a plurality of first nodes and a plurality of
second nodes, and wherein the method further com-
prises training the neural network by initially 1solating
the periodic indications from the components of the
frequency spectrum 1n the first layer by setting weights
between the first nodes and a plurality of mnput nodes
corresponding to the periodic indications to O.

2. The computer-implemented method of claim 1,
wherein the estimating sound 1dentification includes 1denti-
tying phoneme information.

3. The computer-implemented method of claim 1,
wherein the periodic indications represent fluctuations in the
frequency spectrum that periodically appear 1n the frequency
spectrum.

4. The computer-implemented method of claim 1,
wherein the periodic indications represent harmonic struc-
ture of the audio signal data.

5. The computer-implemented method of claim 1, further
comprising normalizing the periodic indications before the
inputting into the neural network.

6. The computer-implemented method of claim 5,
wherein the normalizing the periodic indications includes
maintaining an ordinal scale among a plurality of bands in
the periodic indications.

7. The computer-implemented method of claim 6,
wherein the normalizing the periodic indications 1s based on
sigmoi1d normalization or max-variance normalization.

10

15

20

25

30

35

40

45

50

55

60

65

16

8. The computer-implemented method of claim 1,
wherein the components of the frequency spectrum include
values relating to powers of the audio signal data 1 a
plurality of frequency bands in the frequency spectrum.

9. The computer-implemented method of claim 8,
wherein the periodic indications and the components of the
frequency spectrum are inputted into the neural network by
inputting a first derivation and a second derivation with
respect to time of the values relating to powers of the audio
signal data in the plurality of frequency bands in the fre-
quency spectrum.

10. The computer-implemented method of claim 1,
wherein the neural network 1s a convolutional neural net-
work or a deep neural network.

11. The computer-implemented method of claim 10,
wherein the periodic indications and the components of the
frequency spectrum are input into a first layer of the neural
network.

12. The computer-implemented method of claim 10, fur-
ther comprising Mel-filtering the periodic indications and
the frequency spectrum before the inputting into the neural
network.

13. The computer-implemented method of claim 10,
wherein the periodic indications are inputted into a second
layer or a subsequent layer of the neural network.

14. The computer-implemented method of claim 13,
wherein the neural network 1s the convolutional neural
network, and the convolutional neural network includes one
or more convolutional neural network layers, and

wherein the periodic indications are 1nputted 1nto a layer

that 1s downstream of the one or more convolutional
neural network layers.

15. The computer-implemented method of claim 13, fur-
ther comprising compressing the periodic indications by
reducing a number of dimensions of the periodic indications
before the mputting of the periodic indications into the
neural network.

16. The computer-implemented method of claim 13, fur-
ther comprising Mel-filtering the periodic indications before
the periodic indications are inputted 1nto the neural network.

17. A non-transitory computer program product having
istructions embodied therewith, the instructions executable
by a speech recognition system that includes a processor or
programmable circuitry to cause the processor or program-
mable circuitry to perform a method comprising:

estimating sound 1dentification information from a neural

network having periodic indications and components of
a frequency spectrum of an audio signal data inputted
thereto; and

performing a speech recognition operation on the audio

signal data to decode the audio signal data into a textual
representation based on the estimated sound i1dentifi-
cation information,

wherein the neural network includes a plurality of fully-

connected network layers having a first layer that
includes a plurality of first nodes and a plurality of
second nodes, and wherein the method further com-
prises traiming the neural network by mitially 1solating
the periodic indications from the components of the
frequency spectrum 1n the first layer by setting weights
between the first nodes and a plurality of mput nodes
corresponding to the periodic indications to O.

18. The non-transitory computer program product of
claiam 17, wherein the estimating sound 1dentification
includes 1dentitying phoneme information.
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19. The non-transitory computer program product of
claiam 17, wherein the periodic indications represent fluc-
tuations in the frequency spectrum that periodically appear
in the frequency spectrum.

20. A speech recognition system, comprising: 5

a processor; and

one or more computer readable mediums collectively

including instructions that, when executed by the pro-

cessor, cause the processor to:

estimate sound identification information from a neural 10
network having periodic indications and components
of a frequency spectrum of an audio signal data
inputted thereto; and

perform a speech recognition operation on the audio
signal data to decode the audio signal data into a 15
textual representation based on the estimated sound
1dentification information,

wherein the neural network 1s trained by 1nitially 1solating

the periodic indications from the components of the
frequency spectrum 1n the first layer by setting weights 20
between the first nodes and a plurality of mput nodes
corresponding to the periodic indications to O.
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