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NON-TRANSITORY COMPUTER-READABLE
STORAGE MEDIUM, DATA SPECIFICATION
METHOD, AND DATA SPECIFICATION
DEVICE

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2016-
148163, filed on Jul. 28, 2016, the entire contents of which

are incorporated herein by reference.

FIELD

The embodiment discussed herein 1s related to a non-
transitory computer-readable storage medium, a data speci-
fication method, and a data specification device.

BACKGROUND

In an information process system, an information process
device performs a process to data stored 1n a storage device
and outputs a process result or performs a process of storing
in the storage device.

As an example, as 1 Case 1 illustrated i FIG. 1, the
information process device executes a process (extraction
process) for extracting data from the storage device, a
process (processing process) for processing the extracted
data, and a process (aggregation process) for calculating the
processed data, for example, aggregating the processed data.
An aggregation result of the extracted data 1s generated as a
process result by executing the extraction process, the pro-
cessing process, and the aggregation process in sequence.
The aggregation result 1s, for example, data indicating a
representative value such as an average value or a median
value of a data value. In the following, as described above,
cach of the processes of the information process device 1s
referred to as a “job”.

After the job generates a process result and ends execu-
tion, execution of another job may be started using the
generated process result. In addition, 1n a case where a
plurality of jobs 1s executed 1n sequence, timing of an
execution start of each of the jobs 1s managed so that the
plurality of jobs are ended within a predetermined period of
time by a job scheduler, or the like.

It a process of the job 1s delayed, the plurality of jobs may
not be ended within the predetermined period of time.
Therefore, 1n a case where a delay in the job processes
occurs, it 1s preferable to solve the occurred delay.

As the related art, for example, as 1 Case 2 1llustrated 1n
FIG. 1, the job (processing job) for executing the processing
process described above 1s distributed to a plurality of
information processes and the processes are executed in
parallel (parallel execution), thereby achieving the processes

at a high speed.
Japanese Laid-open Patent Publication No. 2015-1835027

1s an example of the related art.

SUMMARY

According to an aspect of the mnvention, a non-transitory
computer-readable storage medium storing a data specifica-
tion program which causes a computer to execute a process,
the process including obtaining a plurality of data groups,
cach of the plurality of data groups including a plurality of
values corresponding to each of the plurality of data items,
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2

specifying a number of types of the plurality of values
included 1n each of the plurality of data groups, obtaining a

result of a calculation process using a plurality of values
included 1 a specified data group among the plurality of
data groups, specilying a number of types of the plurality of
values 1ncluded 1n the specified data group, selecting one or
more data groups from among the plurality of data groups
based on the number of types of the plurality of values
included 1n the specified data group and based on the number
of types of the plurality of values included 1n each of the
plurality of data groups, and specitying a corresponding data
group corresponding to the specified data group from among
the selected one or more data groups based on a correlation
between a value included 1n the selected one or more data
group and a value included 1n the specified data group.

The object and advantages of the mnvention will be
realized and attained by means of the elements and combi-
nations particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the iven-
tion, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 illustrates an example of an extraction process, a
processing process, and an aggregation process;

FIG. 2 illustrates an example of parallel execution of an
aggregation job;

FIG. 3 illustrates an example 1n which an error occurs 1n
a result of the aggregation process;

FIG. 4 illustrates a configuration of an information pro-
cess system which 1s an example of an embodiment;

FIG. 5 1llustrates a functional block diagram of a terminal
device;

FIG. 6 illustrates a functional block diagram of execution
Servers;

FIG. 7 illustrates a functional block diagram of a DB
Server;

FIG. 8 illustrates a functional block diagram of a man-
agement device;

FIG. 9 illustrates a flowchart (first half part) of processes
executed by the management device during test operation;

FIG. 10 1illustrates a flowchart (latter halt part) of the
processes executed by the management device during the
test operation;

FIG. 11 illustrates an example of information stored in a
j0b definition 1information storage unit;

FIG. 12 illustrates an example of extraction data;

FIG. 13 illustrates an example of aggregation data;

FIG. 14 illustrates an example of mnformation stored in a
type number mformation storage unit;

FIG. 15 illustrates an example of information stored 1n an
extraction data information storage unit;

FIG. 16 1illustrates a flowchart (during data input) of
processes 1n step S901;

FIG. 17 1llustrates an example of information stored in a
seek process management information storage unit;

FIG. 18 illustrates a flowchart (during data output) of
processes 1n step S901;

FIG. 19 illustrates a flowchart of processes executed by
the management device during actual operation;

FIG. 20 illustrates an example of information stored 1n an
operation mnformation storage unit;

FIG. 21 illustrates an image diagram when a parallel
process of jobs 1s executed based on the present example;
and
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FIG. 22 1s a diagram 1illustrating an example of a hardware
configuration of a terminal device in the present example.

DESCRIPTION OF EMBODIMENT

According to an execution status of jobs, there 1s a case
where execution of the jobs may be desired to further speed
up.

For example, as illustrated 1n FIG. 2, 1t 1s considered that
execution of the jobs may further speed up by executing not
only a processing job described above but also a job (aggre-
gation job) which performs an aggregation process succeed-
ing the processing job 1n parallel.

However, 1n a case of the aggregation process, if the
process 1s sumply executed 1n parallel, 1t 1s apprehended that
an error occurs in a result of the aggregation process.

An example 1s 1llustrated in FIG. 3. In the example 1n FIG.
3, it 1s assumed an average salary ol employees 1s obtained
for each of departments by the aggregation job. Then, 1n the
example 1n FI1G. 3, the aggregation job 1s distributed to three
jobs and executed. Input data 1s divided so that the number
ol pieces of the mnput data 1s equal for each of jobs. However,
results of the aggregation process are respectively generated
in a plurality of distributed parallel processes. For this
reason, as illustrated 1n aggregation results of “first devel-
opment department” or “second development department™
in FIG. 3, a plurality of aggregation of which values of
results are diflerent from each other are generated and a
correct value may not be obtained.

For example, according to the example 1n FIG. 3, 1n order
to reduce an error of the aggregation result, it 1s preferable
to divide output data from extraction job so that the input
data 1s divided for each of departments. To do so, 1n a step
of an extraction process of executing the extraction job, it 1s
preferable to specity a data row 1n extraction data by which
classification can be distinguished in the aggregation pro-
Cess.

In a case where the extraction data i1s extracted from a
record of a database (DB), the record generally includes a
plurality of data rows (data items). For this reason, it 1s
preferable to specily a data row 1n extraction data, by which
classification can be distinguished in the aggregation pro-
cess, from the plurality of data rows included 1n the record.

In one aspect, it 1s an object to specily a data group
corresponding to a data group used for a calculation process
from a plurality of data groups.

Examples of the present embodiment will be described
with reference to drawings.

Overall Configuration

FI1G. 4 illustrates a configuration of an information pro-
cess system which 1s an example of the embodiment. In the
example of the embodiment, for example, a terminal device
1, a management device 2, execution servers 3-1 to 3-», and
a DB server 4 are communicably connected to each other via
a network 5.

The terminal device 1 1s, for example, a computer used for
performing an execution request of a job by an administrator
or viewing an execution result of the job. As the terminal
device 1, for example, a computer such as a personal
computer (PC), a smartphone, a personal digital assistant
(PDA), or the like can be used.

The management device 2 1s a computer for controlling
jobs executed by the execution servers 3-1 to 3-n.

The execution servers 3-1 to 3-» execute various jobs or
cach of processes mncluded in the job under control of the
management device 2 according to the execution request of
the job.
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4

The DB server 4 activates a database in which data used
for execution of jobs 1s stored and executes control of the
database. In addition, 1mn the present example, data 1is
extracted from a record, stored 1n the database controlled by
the DB server 4, by an extraction job.

Each of the management device 2, the execution servers
3-1to 3-r, and the DB server 4 1s a computer such as a server
device.

Although FIG. 4 illustrates one terminal device 1, one
management device 2, and one DB server 4 and illustrates
a plurality of execution servers 3-1 to 3-z as an execution
server, the number of devices as a hardware may be arbi-
trary.

Terminal Device

FIG. 5 illustrates a functional block diagram of the
terminal device 1. The terminal device 1 includes an input
umt 101, a display umt 102, a communication unit 103, and
a storage unit 104.

The input unit 101 recerves an operation input from a user.
As the mput unit 101, a hardware such as a keyboard, a
mouse, or the like can be used.

The display unit 102 1s, for example, liquid crystal display
and can display data stored 1n a database controlled by an
execution result of jobs or the DB server 4. As the display
umt 102, a projection device such as a projector may be
used.

The communication unit 103 can perform communication
with the management device 2, the execution servers 3-1 to
3-n, the DB server 4, and other information process devices
by wire or by wireless. The communication unit 103 1s a
communication device such as network adapter, a network
interface controller (NIC), or the like included in the termi-
nal device 1.

The storage unit 104 1s realized using a storage medium
such as a memory, hard disk drive (HOD), solid state drive
(SSD), or the like included 1n the terminal device 1. The
storage unit 104 can store various types of data obtained by
a database or the like.

Execution Server

FIG. 6 1illustrates a functional block diagram of the
execution servers 3-1 to 3-n. FIG. 6 illustrates the execution
servers 3-1 among the execution servers 3-1 to 3-z, but each
of the execution servers 3-1 to 3-» may be 1llustrated 1n the
same manner as FIG. 6. The execution servers 3-1 to 3-#
include a process execution unit 301, a storage umt 302, and
a communication unit 303.

The process execution unit 301 executes jobs based on
control of the management device 2. The process execution
unmit 301 1s realized, for example, by a processor included in
the server device, which 1s an execution server, executing a
program. Here, the processor 1s a generic term of a hardware
circuit such as central processing unit (CPU), micro pro-
cessing unit (MPU), application specific integrated circuit
(ASIC), or the like. The program may be stored in the
storage unit 302 and read during process execution or may
be received from another information process device or
storage device such as the management device 2.

The storage umit 302 1s a storage medium such as a
memory, HDD, SSD, and the like included in the server
device, which 1s an execution server, as a hardware. The
storage unit 302 can store various types ol data obtained and
generated by the execution server executing jobs. In addi-
tion, as described above, the storage unit 302 can store a
program desired for executing the jobs.

The communication unit 303 can execute transmission
and reception of the data to and from the terminal device 1,
the management device 2, the DB server 4, and other
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information process devices. The communication unit 303 1s
a communication device such as network adapter, NIC, or
the like included 1n the server device which 1s an execution
SErver.

DB Server

FIG. 7 1llustrates a functional block diagram of the DB
server 4. The DB server 4 includes a control umit 401, a
storage unit 402, and a communication unit 403.

The control unit 401 executes control of a database
realized using a storage area of the storage unit 402. The
control unit 401 1s realized, for example, by a processor
included 1n the server device, which 1s a DB server, execut-
ing a program. The program may be stored in a memory, a
storage device, or the like device included in the server
device, which 1s a DB server, and may be read during
process execution or may be recerved from another infor-
mation process device or storage device.

The storage unit 402 includes the storage area for realiz-
ing the database. The storage unit 402 1s a storage medium
such as a memory, HDD, SSD, and the like included in the
server device, which 1s a DB server, as a hardware. In
addition, the storage unmit 402 can store a program {for
causing the DB server 4 to function as a database manage-
ment system (DBMS). The storage unit 402 1s not a storage
medium embedded 1n the server device may be another
storage device connected with the server device.

The communication unit 403 can execute transmission
and reception of data to and from the terminal device 1, the
management device 2, the execution servers 3-1 to 3-», and
other information process devices. The communication unit
403 1s a communication device such as network adapter,
NIC, or the like included 1n the server device which 1s a DB
SErver.

Management Device

FIG. 8 illustrates a functional block diagram of the
management device 2. The management device 2 icludes
an mput unit 201, a display unit 202, a communication unit
203, a control unit 210 and a storage unit 220.

The mput, unit 201 receives an operation mput from a
user. The display unit 202 1s, for example, liquid crystal
display and can display data stored in a database controlled
by an execution result of jobs or the DB server 4. As the
display unit 202, a projection device such as a projector may
be used. Although the mput unit 201 and the display unit 202
can be used 1nstead of the mput unit 101 and the display unit
102 included 1n the terminal device 1, 1n a case where the
management device 2 1s commumcably connected with the
terminal device 1, the input unit 201 and the display unit 202
can be omuitted.

The communication unit 203 can perform communication
with the terminal device 1, the execution servers 3-1 to 3-»
the DB server 4, and other information process devices. The
communication unit 203 1s a communication device such as
network adapter, network interface controller (NIC), or the
like included 1n the terminal device 1. For example, trans-

mission and reception of various types of data described in
the present example are executed using the communication
unit 203.

The control umit 210 includes an execution control unit
211, a determination unit 212, and a delay detection unit
213. The control unit 210 1s realized, for example, by a
processor included in the server device, which 1s a manage-
ment device, executing a program. Here, the processor 1s a
generic term of a hardware circuit such as CPU, MPU,
ASIC, or the like. The program may be stored, for example,

10

15

20

25

30

35

40

45

50

55

60

65

6

in the storage unit 220 and read during process execution or
may be received from another information process device or
storage device.

The execution control unit 211 controls jobs executed by
the execution servers 3-1 to 3-n.

The determination unit 212 executes a determination

process of determining whether or not parallel execution 1s
possible or a specification process of a data row described
below data extracted by a job (extraction job) for executing
the extraction process.

The delay detection unit 213 detects or predicts a delay of
a job process during job execution.

The storage unit 220 includes a job definition information
storage unit 221, an extraction data information storage unit
222, a seek process management information storage unit
223, a type number information storage unit 224, and an
operation information storage unit 225. Each of storage units
included 1n the storage unit 220 will be described below 1n
detail. In addition, the storage unit 220 can store a program
for management device 2 performing various processes of
the present example described below.

The storage umt 220 1s a storage medium such as a
memory, HDD, SSD, and the like included in the server
device, which 1s a management device, as a hardware. For
example, 1n a case where the management device 2 1is
communicably connected with the DB server 4, each of the
storage units included in the storage unmit 220 described
above may be included 1n the storage unit 402 included 1n
the DB server 4.

Test Operation

Various processes executed in the present example will be
described. In the following description, a case where a job
1s executed as actually operating of an imnformation process
system 15 described as actual operation and a case where a
trial job 1s executed prior to the actual operation 1s described
as test operation.

First, the test operation will be described.

FIGS. 9 and 10 are flowcharts of processes executed by
the management device 2 during the test operation. A series
ol processes 1illustrated 1n FIGS. 9 and 10 1s started, for
example, according to an execution request of jobs trans-
mitted from the terminal device 1 during the test operation.
Execution of each of the jobs 1s assigned to one of the
execution servers 3-1 to 3-» under control of the execution
control unit 211 of the management device 2.

Here, information related to execution control of the jobs
will be described.

FIG. 11 1llustrates an example of information stored 1n the
10b definition information storage unit 221. For example, as
illustrated 1n FIG. 11, the job definition information storage
unmt 221 stores a job net name 1101, a job name 1102, an
input file name 1103, an output file name 1104, an extraction
10b determination flag 1105, a processing job determination
flag 1106, and an aggregation job determination flag 1107.
The job net name 1101 1s information capable of identily a
10b net to which each of jobs belongs. A job net 1s a group
of jobs equal to or more than one designating execution
order. In FIG. 11, *“4obnet001” and “jobnet002” are
described as a job net name, but a specific data format of the
10b net name 1101 1s not limited to one form and may be
different from that of FIG. 11 as long as each of job nets can
be uniquely identified.

The job name 1102 1s information capable of 1dentiiying
cach of a plurality of jobs of an execution target. In FIG. 11,

“0b0017, “90b002”, and “90b003” or “j0b101”, “j0b102”,
and “q0b103” are described as a job name, but a specific data
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format of the job name 1102 1s not limited to one form and
may be different from that of FIG. 11 as long as each of jobs
can be uniquely 1dentified.

The mput file name 1103 is information capable of
identifying data mput during execution of each of jobs. In
addition, the output file name 1104 1s information capable of
identifying data generated or output which 1s a result of
execution of each of the jobs. In FIG. 11, “data001” to
“data004” or “datal01” to “datal04” are described as an

input file name or an output file name, but a specific data
format of a data name 1s not limited to one form and may be
different from that of FIG. 11 as long as each pieces of data
can be uniquely identified.

The extraction job determination tlag 1105, the processing,
10b determination flag 1106, and the aggregation job deter-
mination flag 1107 are information capable of specitying a
type of each of the jobs. In a case where a job i1s the
extraction job, a value of the extraction job determination
flag 1105 1s “on”, In the same manner, when a job 1s the
processing job, a value of the processing job determination
flag 1106 1s “on” and when a job 1s the aggregation job, a
value of the aggregation job determination flag 1107 1s “on”.
In a case where a job 1s the processing job and the processing
10b can be performed 1n parallel with the preceding extrac-
tion job, a value of the processing job determination flag
1106 1s “on”. In addition, in a case where a job 1s the
aggregation job and the aggregation job can be performed 1n
parallel with the preceding processing job, a value of the
aggregation job determination flag 1107 1s “on”. In FIG. 11,
a type of each of the jobs can be specified using three pieces
of flag information, but a method of holding data can be
appropriately changed as long as the type of each of the jobs
can be specified.

As described 1n FIG. 11, when a job net name 1s “job-
net001”, job names are respectively three “qob0017,
“10b002”, and “j0b003”. In the following description, a job
of which a job name 1s “j0b001” 1s referred to as a “job of

i0b001”.

A j0b o1 10b002 15 the processing job and output data of
the job of job001, which 1s the extraction job, 1s taken as

input data. In addition, a job of j70b003 1s the aggregation job
and output data of the job of 10b002, which 1s the processing
10b, 1s taken as mput data. For this reason, it 1s desirable that
three jobs are executed 1n order of “0b001”, “0b002”, and
“10b003™.

The execution control unit 211 executes scheduling for
execution order of each of jobs or timing of an execution
start based on an mput and output relationship of data
described above. In the present example, information for
specilying timing of the execution start i1s stored in the
operation information storage unit 225, which will be
described below 1n detail.

Returning to the description in FIG. 9. In execution of a
10b, the determination unit 212 of the management device 2
monitors a seek process of the job executing the aggregation
process (step S901). A process of step S901 will be
described below 1n detail.

For example, the determination unit 212 obtains data
(heremaftter, referred to as “extraction data™) extracted by
the extraction job and data (hereinafter, referred to as
“aggregation data”) of an aggregation result generated by
the aggregation job after an execution end of each of jobs
during the test operation (step S902). In execution of jobs
during the test operation, 1t 1s assumed that parallel execu-
tion of each of the jobs 1s not executed.
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The determination unit 212 stores information related to
contents of the extraction data in the extraction data infor-
mation storage unit 222 based on the obtained extraction
data (step S903).

Here, an example of the extraction data and the aggrega-
tion data described above will be described.

FIG. 12 illustrates an example of extraction data. For
example, extraction data 1200 illustrated in FIG. 12 1s a
record including a name 1201, an athliation 1202, an age
1203, a salary 1204, and a work place 1205 as a data row.
Details on a meaning of data of each of data rows are
omitted, but the extraction data 1s, for example, personnel
information of a company. FI1G. 12 illustrates the example of
the extraction data and a data row included 1n the extraction
data may be different from that in FIG. 12, and may further
include more data rows. For example, in a case of a
relational database (RDB), 1n the record 1n FIG. 12, each of
the name 1201, the athiliation 1202, the age 1203, the salary
1204, and the work place 1205 1s a label name (data item
name) of a data row. A group of values corresponding to data
items included in each of a plurality of records can be
regarded as a data group including a plurality of values
corresponding to the data items.

FIG. 13 illustrates an example of aggregation data. The
agoregation data 1300 illustrated in FIG. 13 includes a
department 1301 and an average salary 1302 as a data row
(data 1tem). That 1s, the aggregation data 1300 1s a result of
calculation of an average salary for each of departments
according to execution of the aggregation job. FIG. 13
illustrates the example of the aggregation data and 1n a case
where the executed aggregation job 1s different, that 1s, the
aggregation process defined for the aggregation job 1s dii-
ferent, a form of the aggregation data may be diflerent.

Returning to the description 1n FIG. 9 again. In step S904,
the determination umt 212 determines whether or not input
and output of data with, respect to the aggregation job are
executed by a sequential process based on a monitoring
result of the seek process executed 1n step S901. This 1s
because parallel execution may not be applied 1n a case
where at least one of data input to the aggregation job and
data output from the aggregation job 1s not the sequential
process. For example, 1n a case where data of an mput and
output target 1s a record, the sequential process 1s a process
in which the data 1s referenced 1n an arrangement order of
the record during data input. Alternatively, the sequential
process 15 a process 1n which an output order of the record,
which 1s output data, matches with the arrangement order of
the record 1n a database during data output.

In a case where at least one of data mput to the aggre-
gation job and data output from the aggregation job 1s not the
sequential process, the process 1s moved to the process 1n
step S911 1llustrated in FIG. 10 (moved from a terminal A
in FIG. 9 to a terminal A in FIG. 10 in the diagram of the
flowchart). On the other hand, 1n a case where both of data
input to the aggregation job and data output from the
aggregation job are the sequential processes, the process 1s
moved to the process 1n step S90S illustrated 1n FIG. 10
(moved from a terminal B 1n FIG. 9 to a terminal B 1n FIG.
10 1n the diagram of the tlowchart).

In step S905, the determination umt 212 specifies type
numbers of values of each of data rows included in each of
pieces of the extraction data. Here, the type number of the
values of each of the data rows 1s the number of pieces of
data 1n a case where overlapping data values are collectively
counted as 1 for each of the data rows.

An example will be described based on the extraction data
1200 1llustrated 1n FIG. 12. For example, 1n data rows of the
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name 1201, the number of records 1s 7, and data values are
“AA”, “BB”, “CC”, “DD”, “EE”, “FF”’, and “G(G” and are
different from each other. Therefore, in the data rows of the
name 1201, a type number of data 1s 7. On the other hand,
in data rows of the athiliation 1202, the number of records 1s
7 1n the same manner as the data rows of the name 1201. In
details of data values, “first development department™ 1s 2,
“second development department™ 1s 3, and “third develop-
ment department™ 1s 2, that 1s, data value 1s one of three “first
development department”, “second development depart-
ment”, and “third development department”. Therefore, in
the data rows of the athliation 1202, a type number of data
1s 3.

FI1G. 14 illustrates an example of information stored 1n the
type number information storage unit 224. Information
illustrated 1n FIG. 14 1s information indicating a type num-
ber of a data value of each of the data rows included in the
extraction data 1200 illustrated 1n FIG. 12. In a case where
a plurality pieces of extraction data are obtained, the infor-
mation illustrated 1n FIG. 14 1s generated and stored in the
type number information storage unit 224 for each pieces of
the obtained extraction data.

The type number information storage umt 224 stores, for
example, a row number 1401, an 1tem name 1402, a type
number 1403.

In the row number 1401, a position of a data row 1n the
extraction data 1s indicated by a senial number when a left
side 1s a head (row number=1) in FIG. 12. However, a
specific form of data 1s not limited to the form illustrated 1n
FIG. 14 as long as a position of each of data rows can be
specified. For example, a data value may be O which 1s a
value of the row number by a serial number when the left
side 1s the head 1n FIG. 12.

The 1tem name 1402 1s information indicating a name
(label name) of data row of the extraction data. The item
name 1402 can be used as mformation for uniquely 1denti-
tying each of the data rows 1n the extraction data. However,
cach of the data rows can be identified with reference to any
one of the row number 1401 and the item name 1402 as long
as each of the row number 1401 and the 1tem name 1402 can
uniquely 1dentity each of the data rows. Therefore, both of
the row number 1401 and the item name 1402 are not
desired as long as each of the row number 1401 and the item
name 1402 can uniquely identify each of the data rows.

The type number 1403 is information indicatinga type
number of data for each of the data rows. The type number
of data 1s as described above.

For example, as described in the description of the extrac-
tion data 1200 according to the information illustrated in
FIG. 14, for the data rows of the name 1201, a type number
of data 1s 7 and in the extraction data, the data row
positioned at a first from a left (in a case of FIG. 12) 1s
specified.

Returning to the description of the flowchart in FIG. 10
again. After execution of the process 1 step S90S, the
determination unit 212 specifies an output line number of the
aggregation data (step S906). For example, 1n the aggrega-
tion data 1300 illustrated in FIG. 13, the output line number
1s information indicating a line number 1 a longitudinal
direction. However, at this time, a line which 1s an item
name of a data row (upper most line i FIG. 13) i1s not
counted as a line number. Therefore, for example, 1n the
aggregation data 1300 illustrated 1n FIG. 13, an output line
number 1s 3. The output line number of the aggregation data
can also be said to be a type number of values of data 1tems
used for classification 1n the aggregation data.
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The determination unit 212 compares a type number of
values for each of the data rows of the extraction data stored
in the type number information storage unit 224 1n step S905
with an output line number of the aggregation data specified
in step S906. Then, the determination unit 212 determines
whether or not there 1s a data row, of which the type number
of the values matches with the output line number of the
aggregation data, in the extraction data (step S907).

For example, explaining the extraction data 1200 1llus-
trated 1n FIG. 12 and the aggregation data 1300 illustrated in
FIG. 13, an output line number of the aggregation data 1s 3.
Therefore, a type number of values, that 1s, data rows of the
afliliation 1202 and the work place 12035, which are data
rows of which the type number 1403 illustrated in FIG. 14
1s 3, are specified. In a case where the determination unit 212
determines that there 1s no data row, of which the type
number of the values matches the output line number of the
aggregation data, in the extraction data (No in step S907),
the process 1s moved to the process 1 step S911. As an
example 1n the present example, 1t 1s determined whether or
not there 1s a data row, of which the type number of the
values matches with the output line number of the aggre-
gation data, in the extraction data, but for example, the
determination may be such that a difference in the type
number 1s equal to or smaller than a predetermined value
without being limited to complete matching.

In the process 1 step S907, 1n a case where 1t 1s deter-
mined that a data row, of which the type number of the
values matches with the output line number of the aggre-
gation data, exists one or more 1n the extraction data (Yes 1n
step S907), the determination unit 212 executes the process
in step S908. In step S908, the determination unmt 212
compares a value of the data row with a value of the
aggregation data for each of the data rows, of which the type
number of the values matches with the output line number
of the aggregation data, and determines whether or not the
values are equal to each other. In a case where the determi-
nation unit 212 determines that there 1s no data row, of which
the value of the aggregation data matches with the value of
the data, the process 1s moved to the process in step S911.
On the other hand, 1n a case where the determination unit
212 determines that a data row, of which the value of the
aggregation data matches with the value of the data, exists
one or more, the process 1s moved to the process in step
S909. The determination in step S908 1s not limited to
complete matching of the data values described above but
based on similarity of data values, degree of correlation, or
the like, for example, the data values may be regarded to
match i1n a case where the data values are similar to the
predetermined reference or correlation 1s high.

Explaining the extraction data 1200 illustrated in FIG. 12
and the aggregation data 1300 illustrated 1in FIG. 13 as an
example for the process 1n step S908, since the aggregation
data 1300 1s a result of calculation of an average salary for
cach of departments as described above, a data row of the
aggregation data used for comparison 1s the department
1301. The department 1301 includes three “first develop-

ment department”, “second development department”, and
“third development department™ as data values.

In the process 1n step S907, data rows of the athliation
1202 and the work place 1203 are specified as a data row of
which the type number of the value matches with the output
line number of the aggregation data. The data row of the
afliliation 1202 includes three “first development depart-
ment”, “second development department”, and “third devel-

opment department™ as data values. In addition, the data row
of the work place 12035 includes three “Tokyo™, “Aich1™, and
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“Osaka” as data values. That 1s, the data values included in
the athihiation 1202 are equal to the data values included in
the department 1301, but the data values included 1n the
work place 1205 are not equal to the data values included in
the department 1301. Therefore, the determination unit 212
specifies the afliliation 1202 as a data row of which the
values of the data are equal to the values of the aggregation
data.

The process of step S909 will be described. In step S909,
the determination unit 212 determines whether or not a data
row specified 1 step S908 15 sorted. Here, for example, a
case where the data row 1s sorted means that when values of
the data rows are sequentially referred to from an upper most
line of the data lines (when referred to in a form of the
sequential process), the same data values consecutively
appears at a time. For example, in the data row of the
afliliation 1202 of the extraction data 1200 illustrated in FIG.
12, 1n a case where pieces of data are sequentially referred
to from an upper most line of the data rows 1n a downward
direction as viewed 1n FIG. 12, firstly, “first development
department” appears as a data value, “second development
department” appears after then, and “third development
department” appears. Alter “second development depart-
ment” appears, “first development department” does not
appear as a data value. In addition, after “third development
department” appears, “second development department”
does not appear as a data value. Therefore, a data row of the
afhiliation 1202 of the extraction data 1200 1llustrated in FIG.
12 1s said to be sorted.

In a case where 1t 1s determined that the data row specified
in step S908 1s not sorted, the process 1s moved to the
process 1n step S911. On the other hand, 1n a case where 1t
1s determined that the data row specified i step S908 1is
sorted, the process 1s moved to the process 1n step S910.

In step S910, for the data row specified by the determi-
nation unit 212 1n step S908, mmformation specilying the
extraction data in which the data row 1s included and a
position of the data row 1n the extraction data 1s stored in the
extraction data information storage unit 222.

FIG. 15 illustrates an example of information stored in the
extraction data information storage unit 222. For example,
as 1llustrated 1n FIG. 15, the extraction data information
storage unit 222 stores a job net name 1501, a job name
1502, an extraction data name 1503, and the division refer-
ence row information 1504.

The job net name 1501 1s information capable of 1denti-
tying a job net to which each of jobs belongs, for example,
may be the same data form as the job net name 1101
described above.

The job name 1502 1s information capable of identifying
cach of jobs, for example, may be the same data form as the
j0b name 1102 described above. A job name described in
FIG. 15 1s a job name of the extraction job.

The extraction data name 1503 1s information capable of
identifving mmput data of the extraction process of the
extraction job.

The division reference row information 1504 1s informa-
tion, which 1s referred during division of the extraction data
for parallel execution, speciiying a data row of the extraction
data, described below. For example, the extraction data
information storage unit 222 stores values of the row num-
ber 1401 corresponding to a data row referred during
division of the extraction data for parallel execution as
values of the division reference row information 1504.

Returming to the description 1n FIG. 10. In step S911, the
determination unit 212 stores information indicating that
there 1s no corresponding data row in the division reference
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row information 1504 corresponding to the extraction data
stored 1n the extraction data information storage unit 222.

For example, the determination unit 212 stores “-1" as a
value of the division reference row information 1504 cor-
responding to the extraction data stored in the extraction
data information storage unit 222. In the present example, a
value of “-1” indicates that a data row which can be used
during division of extraction data for parallel execution does
not exist 1 the corresponding extraction data. That 1s, the
aggregation job succeeding the extraction job for outputting
the extraction data executed by the process in step S911 may
not be executed 1n parallel. In the processes 1n step S910 and
step S911, 1t can be distinguished whether or not parallel
execution can be performed with respect to the extraction
data with reference to the extraction data information stor-
age unit 222.

An eflect realized by the series of processes 1llustrated 1n
FIG. described described above will be described. For
example, as described using FIG. 3, 1n a case where the
execution servers 3-1 to 3-rz executes the aggregation job 1n
parallel, an error can occur in a result of the aggregation
process. For example, 1n order to reduce the error in the
aggregation result, in FIG. 3, 1t 1s preferably to divide output
data from the extraction job so that mnput data 1s divided for
data by department. To do so, 1 a step of the extraction
process executed by the extraction job, it 1s preferably to
specily a classification type (for example, department in
FIG. 3), which 1s a reference for executing the aggregation
process, and a data row in the extraction data which can
distinguish classification.

When specilying a data row, item names (data label
names) of the data rows in the extraction data and the
aggregation data may not the same. Also 1n the examples 1n
FIGS. 12 and 13, an item name of the data row of the
extraction data corresponding to “department™ 1n the aggre-
gation data 1s “afliliation”, and the item names do not equal
to each other. Therefore, when a data row 1n the extraction
data which can distinguish classification by using an item
name of the data row 1s specified, an error may occur 1n a
specific result.

In order to reduce the error in the specific result, for
example, 1t 1s considered that a data row 1n extraction data
which can distinguish classification 1s specified base on a
data value 1n the data row not an 1tem name 1n the data row.
However, 1n each of the drawings described above, the data
1s simplified for explanation, but 1n actual extraction data,
the number of data rows and the number of records are often
huge. For this reason, when verification of data values 1s
executed with respect to all of data rows, a lot of process
time 1s desired.

In the present example, narrowing down of data rows
which can distinguish classification 1s executed with respect
to each of the data rows 1n the extraction data based on a type
number of data values. A data value 1s selectively verified
with respect to a narrowed-down data row based on a type
number of data values, and 1t 1s determined whether or not
the data row 1s a data row which can distinguish classifica-
tion. Therefore, 1t 1s possible to reduce data rows desiring
verification of data values.

In addition, it 1s 1mpossible to distinguish the classifica-
tion type, which is a reference for executing the aggregation
process, before the aggregation job 1s ended and data output
from the aggregation job 1s ended. On the other hand, a
process 1 which a type number of the data values 1s
specified with respect to each of the data rows in the
extraction data can be started 1n a step in which the extrac-
tion data (input data for extraction job) 1s specified. Then,
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timing at which the process, in which the type number of the
data values 1s specified, can start 1s earlier than an end of the
aggregation process.

Therelfore, before the aggregation process 1s ended, the
type number of the data values 1s specified with respect to
cach of the data rows in the extraction data and narrowing
down of data rows which can distinguish classification can
be executed with respect to each of the data rows based on
the type number of the data values. That 1s, before the
aggregation process 1s, ended and the data value can be
verified, 1t 1s possible to execute a process desired to
selecting candidates of the data rows which can distinguish
classification. Accordingly, after the aggregation process 1s
ended, 1t 1s possible to reduce a time desired for veritying the
data values.

In the series of processes illustrated 1n FIGS. 9 and 10,
contents and sequence of the processes can be appropnately
changed within a range in which an object of the present
example can be achieved. For example, as described 1n step
S909, the determination process in which 1t 1s determined
that data rows are sorted can be started 1n a step 1n which the
extraction data 1s specified. Therefore, for example, 1t 15 also
possible to adopt a form 1n which the process 1n step S909
1s executed prior to the processes 1 steps S907 and S908.

The above 1s a description of the series of processes
illustrated 1n FIGS. 9 and 10.

Detail of Step S901

Details of the processes of step S901 1n FIG. 9 described
above will be described. Although the processes of step
S901 are executed during execution of the aggregation job,
the processes includes a process during data mput and a
process during data output. In the following, the process
during data input and the process during data output will be
described 1n sequence.

FIG. 16 illustrates a tlowchart of the processes 1n step
S901 during data input to the aggregation job. For example,
a series of processes 1llustrated 1n FIG. 16 1s started accord-
ing to occurrence of data mput to the aggregation job.

In step S1601, the determination umt 212 determines
whether or not a seek process 1s called 1n data 1input to the
aggregation job. Here, the seek process 1s a process in which
a read position and a write position of data are designated
discontinuously during data mput and data output. A case
where the seek process of a file does not occur means that
data input to the aggregation job 1s performed by a sequen-
tial process. According to a determination result in step
S1601, the determination unit 212 stores, information indi-
cating the determination result 1n the seek process manage-
ment information storage unit 223.

FI1G. 17 illustrates an example of information stored 1n the
seek process management information storage unit 223. The
seek process management information storage unit 223
stores, for example, a job name 1701, an input seek process
flag 1702, and an output seek process flag 1703 1llustrated 1n
FIG. 17.

The job name 1701 1s information capable of 1dentifying,
cach of jobs, for example, may be the same data form as the
10b name 1102 described above. In FIG. 17, a job of which
a j0b name stored 1n the seek process management infor-
mation storage umt 223 1s only the aggregation job.

The mput seek process tlag 1702 1s information indicating,
whether or not a seek process occurs during data input to the
aggregation job. In addition, the output seek process flag
1703 1s information indicating whether or not a seek process
occurs during data output from the aggregation job.

First, returning to the description 1 FIG. 16, in a case
where 1t 1s determined that the seek process of a file 1s called
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in data input to the aggregation job (Yes 1in step S1601), the
determination unit 212 stores “on” in the seek process
management information storage umt 223 as a value of the
input seek process tlag 1702 corresponding to a job of a
determination target (step S1602). In the present example, a
case where the value of the mput seek process flag 1702 1s
“on”” means that a seek process of a file 1s called 1n data input
to the aggregation job. On the other hand, 1 a case where 1t
1s determined that the seek process of the file 1s not called 1n
data mput to the aggregation job (No 1n step S1601), the

determination unit 212 stores “off” 1 the seek process

management information storage unit 223 as a value of the
iput seek process flag 1702 corresponding to a job of a
determination target (step S1603). In the present example, a
case where the value of the iput seek process tlag 1702 1s
“off” means that the seek process of the file 1s not called 1n
data input to the aggregation job. However, a correspon-
dence between a value and a meaning of a flag may be
different from that of FIG. 17 as long as presence or absence
of the seek process can be distinguished based on the data
value.

Data 1nput to the aggregation job 1s monitored and a result
of monitoring 1s stored in the seek process management
information storage unit 223 in the processes of step S1602
or S1603 and then the process illustrated 1n FIG. 16 1s ended.

Next, FIG. 18 illustrates a flowchart of processes 1n step
S901 during data output from the aggregation job. For
example, a series of processes illustrated 1n FIG. 18 1s started
according to occurrence of data output from the aggregation
10b.

In step S1801, the determination unit 212 determines
whether or not a seek process of a file 1s called 1n data output
from the aggregation job. In a case where 1t 1s determined
that the seek process of the file 1s called 1n data output from
the aggregation job (Yes 1n step S1801), the determination
unit 212 stores “on” 1n the seek process management nfor-
mation storage unit 223 as a value of the output seek process
flag 1703 corresponding to a job of a determination target
(step S1802). In the present example, a case where the value
of the output seek process flag 1703 1s “on” means that a
seek process of a file 1s called in data output from the
aggregation job. On the other hand, in a case where 1t 1s
determined that the seek process of the file 1s not called 1n
data output from the aggregation job (No 1n step S1801), the
determination unmit 212 stores “off” in the seek process
management information storage umt 223 as a value of the
output seek process tlag 1703 corresponding to a job of a
determination target (step S1803). In the present example, a
case where the value of the output seek process flag 1703 1s
“off” means that the seek process of the file 1s not called 1n
data output from the aggregation job. However, a correspon-
dence between a value and a meaning of a flag may be
different from that of FIG. 17 as long as presence or absence
of the seek process can be distinguished based on the data
value.

Data output from the aggregation job 1s monitored and a
result of monitoring 1s stored 1n the seek process manage-
ment information storage unit 223 1n the processes of step
S1802 or S1803, and then the process illustrated 1n FIG. 18
1s ended.

By storing information illustrated in FIG. 17 in the seek
process management information storage unit 223, 1t 1s
possible for the determination unit 212 to refer to the seek
process management information storage unit 223 and
execute a determination process described 1n step S904 1n

FIG. 9 described above.
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Process Flow of Actual Operation

Hereinbetlore, the processes during the test operation
performed prior to actual operation are described, but here-
inafter, processes during the actual operation will be
described.

FIG. 19 illustrates a flowchart of processes executed by
the management device 2 during the actual operation. A
series ol processes 1llustrated in FIG. 19 i1s started, for
example, according to an execution request of jobs trans-
mitted from the terminal device 1 during the test operation.
Execution of each of the jobs 1s assigned to one of the
execution servers 3-1 to 3-» under control of the execution
control unit 211 of the management device 2.

In step S1901, the delay detection unit 213 determines
whether or not a delay occurs 1n an execution schedule of
jobs. For example, the delay detection unit 213 monitors a
s1ze of pieces of output data (outputted data) of the extrac-
tion job every predetermined time (for example, 1 minute)
during execution of the extraction process. Then, 1n a case
where 1t 1s determined that the processing job or the aggre-
gation job may not be finished by predicting whether or not
the processing job or the aggregation job succeeding the
extraction job can be finished by a set end time based on the
obtained output data size, the delay detection umit 213 may
determine that a delay occurs.

Operation Information Storage Unit

FIG. 20 illustrates an example of information stored in the
operation information storage unit 225. For example, as
illustrated 1n FIG. 20, the operation information storage unit
225 stores a job name 2001, an output data size 2002, a
processable data size 2003, an end time 2004, and a parallel
execution flag 2005.

The job name 2001 1s information capable of identifying
cach of jobs, for example, may be the same data form as the
j0b name 1102 described above.

The output data size 2002 i1s information indicating a
result of regularly monitoring a size of pieces of output data
(outputted data) of the extraction job by the delay detection
unit 213 during execution of the extraction process. A value
of a data size stored as the output data size 2002 1is
sequentially updated according to execution of monitoring
(step S1901) of the extraction job by the delay detection unit
213.

The processable data size 2003 1s information indicating,
an 1mput data size (=an output data size from the extraction
10b) which can be processed per unit time for the processing
job and the aggregation job succeeding the extraction job.
For example, the processable data size 2003 1s information
indicating an 1nput data size which allows the processing
process and the aggregation process per one minute. For
example, the operation information storage unit 2235 may
separately store input data sizes which can be processed per
unit time 1n the processing job and the aggregation job. An
input data size which can be processed per unit time can be
calculated by obtaining an output data size from the extrac-
tion job during the test operation and duration from a start
ol the processing job to an end of the aggregation job for
output data. Specifically, for example, a result of dividing
the output data size by the duration can be an input data size
which can be processed per unit time. An input data size
which can be processed per unit time 1s an 1nput data size
which can be processed per unit time 1n a case where jobs
are not executed in parallel.

The end time 2004 1s, for example, information indicating,
a deadline (time) of a process end set in advance for the
aggregation job succeeding the extraction job. A process end
time 1s, for example, an end time of each of jobs set for
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ending a series of jobs within a predetermined period of time
in an execution plan of predetermined jobs. For example, the
execution plan of jobs can be determined by executing a
known scheduling function or the like implemented in the
management device 2. A case where an actual end time
exceeds the end time means an execution delay of the job.

The parallel execution tlag 2005 1s information indicating,
whether or not the processing job and the aggregation job
succeeding the extraction job are jobs which can be executed
in parallel. In the embodiment of FIG. 20, in a case where
the processing job and the aggregation job succeeding the
extraction job can be executed in parallel, a value of the
parallel execution tlag 2005 1s “on”. In a case where the
processing job and the aggregation job succeeding the
extraction job may not be executed 1n parallel, a value of the
parallel execution tlag 2005 1s “off”.

The process of step S1901 1in FIG. 19 will be described
again. For example, the delay detection unit 213 obtains a
data size by multiplying a difference between a current time
and a time shown 1n the end time 2004, that 1s, a remaining
time until an end time by a data size shown 1n the process-
able data size 2003. The data size obtained by multiplication
1s said to be an estimated value of mput data amount which
can be processed by the processing job and the aggregation
j0b succeeding the extraction job from a current time to an
end time. After information of the output data size 2002 is
updated 1n step S1901, the delay detection unit 213 com-
pares the updated output data s1ze with the data size obtained
by multiplication described above. Then, 1n a case where the
data size obtained by multiplication exceeds a data size
shown 1n the output data size 2002, the delay detection unit
213 determines that a delay occurs 1n execution of jobs (Yes
in S1901). In addition, 1n a case where the data size obtained
by multiplication 1s equal to or less than the data size shown
in the output data size 2002, the delay detection unit 213
determines that a delay does not occur 1n execution of jobs
(No 1 S1901).

In a case where i1t 1s determined the delay does not occur
in execution of jobs, the delay detection unit 213 determines
whether or not the extraction process by the extraction job
1s continuing (step S1902). In a case where 1t 1s determined
that the extraction process 1s continuing (Yes 1n S1902), the
delay detection unit 213 executes the process of step S1901
again. That 1s, the delay detection unit 213 continues moni-
toring of the extraction job and a determination process of a
delay. This 1s because there 1s a possibility that a delay
occurs 1 execution of jobs when the extraction process
proceeds, even if an execution delay of the jobs 1s not
detected at a present time.

On the other hand, in a case where the extraction process
1s ended (No 1 S1902), the execution control unit 211
performs control so as to execute the processing job and the
aggregation job succeeding the extraction job without par-
allel execution (S1903).

In step S1901, 1n a case where 1t 1s determined that a delay
occurs 1n execution of jobs (Yes in S1901), the execution
control unit 211 determines whether or not the processing
10ob and the aggregation job succeeding the extraction job
can be executed in parallel (step S1904). For example, the
determination unit 212 can determine whether or not the
processing job and the aggregation job succeeding the
extraction job can be executed 1n parallel with reference to
the parallel execution flag 2005. In a case where the pro-
cessing job and the aggregation job succeeding the extrac-
tion job may not be executed 1n parallel (No 1 S1904), a
process of step S1903 1s executed. In a case where the
processing job and the aggregation job succeeding the
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extraction job can be executed 1n parallel (Yes 1n S1904), a
process of step S1905 1s executed. In step S1901, the
execution control unit 211 may determine whether the
processing job and the aggregation job succeeding the
extraction job can be executed 1n parallel with reference to
the seek process management information storage unit 223
without being stored and referred as the parallel execution
flag 2005.

In step S1905, the execution control unit 211 specifies a
data row (division reference row) in the extraction data and
monitors an output status of output data with respect to the
specified division reference row with reference to the divi-
s1on reference row information 13504 stored 1n the extraction
data information storage unit 222.

In step S1906, the execution control unit 211 detects a
data paragraph by the division reference row. Here, a data
paragraph 1s a position at which a data value changes and a
position of a data line at which data division 1s performed in
a case where the processing job and the aggregation job
succeeding the extraction job are executed in parallel 1n
output data. For example, explaining the extraction data
1200 1illustrated 1n FIG. 12, there are two data paragraphs
described above 1in FIG. 12. One 1s at a position at which a
value of the athiliation 1202 changes from “first development
department” to “second development department™, that 1s, a
position between a data line of “BB” and a data line of “CC”
in values of the name 1201. The other 1s at a position at
which a value of the athliation 1202 changes from “second
development department” to “third development depart-
ment”, that 1s, a position between a data line of “EE” and a
data line of “FF”” 1n values of the name 1201. For example,
the execution control unit 211 detects a data paragraph when
C
C

etecting a change of a data value in a data row of the
1vision reference row described above with reference to
data output from the extraction job. In a case where the data
paragraph 1s not detected (No 1 S1906), the processes of
step S1905 and step S1906 continue.

In a case where the data paragraph 1s detected (Yes in
51906), the execution control unit 211 regards output data
outputted before by a position of the detected data paragraph
as input data and assigns the processing job succeeding the
extraction job to one of the execution servers 3-1 to 3-» (step
S1907). Accordingly, 1in the execution server to which
execution of the processing job 1s assigned, one of a plurality
of processing jobs to be executed 1n parallel 1s executed.

After execution, of the process of step S1907, the execu-
tion control umit 211 determines whether or not division of
output data from the extraction job 1s end (step S1908). For
example, the number of times of detection of a data para-
graph for output data from the extraction job by the execu-
tion control unit 211 1s saved in a memory or the like. Then,
the execution control unit 211 can determine whether or not
division of output data 1s end depending on whether or not
the number of times of detection of the data paragraph 1s
reached “(type number of data for a division reference row
of the extraction data)-1". Since the number of a data
paragraph 1s one less than a type number of data, in a case
where the number of times of detection of the data paragraph
1s reached “(type number of data for a division reference row
of the extraction data)-1", the execution control unit 211 can
determine that the data paragraph for output data under
monitoring 1s not detected after that. In other words, after
output data from the extraction job, data which 1s not 1mnput
to the processing job at an end point 1s regarded as input data
and the processing job succeeding the extraction job 1is
assigned to one of the execution servers 3-1 to 3-x, so that
execution of all of the plurality of processing jobs executed
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in parallel 1s started. A unit of a process resource assigned to
cach of the plurality of jobs executed 1n parallel may be, for
example, an execution server unit as a hardware or a core
unmt of a processor icluded in the execution server.

On the other hand, 1n a case where the number of times
of detection of the data paragraph is less than *“(type number
of data for a division reference row of the extraction
data)-17 (No 1 S1908), the process of step S1905 is
executed again.

The description of the series of processes illustrated 1n
FIG. 19 1s end, but execution of jobs by the execution
servers 3-1 to 3-n after the jobs are assigned by the execution
control unit 211 1s performed will be described.

In step S1907, after the processing job 1s assigned, the
processing job 1s executed 1n the execution servers 3-1 to 3-»
to which the job 1s assigned. After the processing job 1s
executed, an aggregation job with output data from the
processing job as input data 1s executed. At this time, the
succeeding aggregation job 1s executed i1n parallel in, the
same manner as the processing job. In addition, an execution
server to which execution of each of a plurality of aggre-
gation jobs 1s assigned 1s the same as the execution server
which executed the processing job of the preceding stage.
Theretore, following the processing job, the aggregation job
1s also executed 1n parallel.

There are two major forms of data output for the plurality
of the aggregation jobs executed 1n parallel.

One 1s a case where an output destination of output data
from the aggregation job 1s DB. DB described here includes
RDB realized by a relational database management system
(RDBMS). In a case where an output destination 1s DB, data
output from the aggregation job 1s an updating process of a
record of DB. At this time, each of the plurality of the
aggregation jobs executed 1n parallel can output data without
waiting an end of the aggregation process of other job 11 the
aggregation process of each of the plurality of the aggrega-
tion jobs 1s end. Then, an end of data output of all of the
plurality of the aggregation jobs executed in parallel 1s
regarded as an end of the aggregation job.

The other 1s a case where an output destination of output
data from the aggregation job 1s a file. At this time, since a
form of an output file 1s the same form as a case where
parallel execution 1s not performed, even 11 parallel execu-
tion 1s performed, there 1s only one output file. Therelore,
cach of the plurality of the aggregation jobs executed 1n
parallel waits until an end of the aggregation process of other
job aiter the aggregation process of each of the plurality of
the aggregation jobs 1s end. Then, after the aggregation
processes ol all of the plurality of the aggregation jobs
executed 1n parallel are end, a file merged with an aggre-
gation result 1s generated and the aggregation job 1s end. The
process 1n which the file merged with the aggregation result
1s generated may be performed by one of the execution
servers 3-1 to 3-» or may be executed by the execution
control unit 211 of the management device 2.

According to the above processes, 1t 1s possible to execute
the processing job and the aggregation job succeeding the
extraction job 1n parallel and to reduce a process time. In a
case case where execution of jobs 1s delayed, 1t 1s possible
to solve an execution delay of the jobs by reducing the
processing time. In the present example, when execution of
jobs 1s not delayed, even 1t the processing job and the
aggregation job can be executed in parallel, parallel execu-
tion 1s not performed. For this reason, the jobs are executed
with less process resources than a case where parallel
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execution 1s performed. Accordingly, as long as an execution
delay of jobs does not occur, process resources for job
execution can be saved.

In addition, 1n the present example, the execution control
unit 211 divides the extraction data into a plurality pieces of
the extraction data based on a data paragraph and the
processing job 1s executed in parallel with each of the
divided pieces of the extraction data as input data. Since the
extraction data 1s divided ito the plurality pieces of the
extraction data based on the data paragraph, as described 1n
FIG. 3, 1t 1s possible to reduce an error of the aggregation
data. In addition, according to detection of a data paragraph,
by starting execution of non-executed data by the processing,
10b betore a detected data paragraph, a part of the processing,
10b to be executed in parallel can started without waiting an
end of all of the extraction job. Therefore, 1t 1s possible to
end earlier each of the processing jobs executed 1n parallel.

FIG. 21 illustrates an image diagram when a parallel
process of jobs 1s executed to the extraction data described
in FIG. 3 based on the present example. Although a point
that the described extraction data and aggregation process
are executed in parallel 1s the same as FIG. 3, records
indicating the same department are aggregated into one
execution server (process assignment unit) unlike FIG. 3.
For this reason, as compared with FIG. 3, it 1s understood
that an error of the aggregation data 1s solved.

Hardware Configuration

FI1G. 22 1s a diagram 1illustrating an example of a hardware
configuration of the terminal device 1 in the present
example. In FIG. 22, an example of the hardware configu-
ration of the terminal device 1 1s illustrated but the man-
agement device 2, the execution servers 3-1 to 3-» and the
DB server 4 can adopt the same configuration as described
below.

The terminal device 1 1s an information process device
including, for example, a CPU 2202, a memory 2203, a
storage device 2204, an NIC 22035, a medium reading device
2206, an mput device 2207, and a display device 2208
connected with each other via a bus 2201.

The CPU 2202 performs control of various operations in
the terminal device 1. The memory 2203 and the storage
device 2204 store a program performing various processes
described 1n the present example or various types of data
used for various processes. The storage device 2204 1s a
storage medium such as HDD, SSD, or the like.

The CPU 2202 may realize the control unit 210 described
in FIG. 8 and each of function units included 1n the control
unit 210 by executing a reading process and control of a
program stored in the memory 2203 or the storage device
2204. In addition, each of the memory 2203 and the storage
device 2204 can function as the storage unit 220 described
FIG. 8.

The NIC 2205 1s a hardware used for transmission and
reception of data via a network by wire or by wireless. The
NIC 22035 can function as the communication unit 203 under
control of the CPU 2202.

The medium reading device 2206 1s a device for reading
data from a recording medium and 1s a disk drive for reading
data stored 1n a desk medium such as CD-ROM or DVD-
ROM, a card slot for reading data stored 1n a memory card,
or the like. A part or all of data stored 1n the storage unit 220
described above may be stored 1n a recording medium which
1s readable using the medium reading device 2206.

The mput device 2207 1s a device which receives input or
designation from a user of the terminal device 1. An example
of the mput device 2207 1s a keyboard, a mouse, a touch pad.,
or the like. The display device 2208 performs display of
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various type of information under control of the CPU 2202.
The display device 2208 1s, for example, liquid crystal
display. In a case where the terminal device 1 1s, for
example, a smartphone, a PDA, or a tablet PC, a touch panel
including a function of the input device 2207 and a function
of the display device 2208 may be used.

For the management device 2, the execution servers 3-1
to 3-n, and the DB server 4 according to the present
example, a computer having the same hardware configura-
tion as that in FIG. 22 can be used, and thus description
thereof will be omitted. However, specific hardware (model,
performance, or the like) of CPU, a memory, a storage
device, NIC, a medium reading device, an input device, and
an output device may be diflerent from each other in the
terminal device 1, the management device 2, the execution
servers 3-1 to 3-», and the DB server 4. For example, a CPU
having a higher calculation capability and a memory with a
larger capacity than the terminal device 1 may be mounted
in the execution servers 3-1 to 3-x. In addition, 1n order to
secure a storage area, a storage device with a larger capacity
than the terminal device 1 or the execution servers 3-1 to 3-»
may be mounted in the DB server 4 or the DB server 4 may
be connected to a storage system which can store data.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n
understanding the invention and the concepts contributed by
the inventor to furthering the art, and are to be construed as
being without limitation to such specifically recited
examples and conditions, nor does the organization of such
examples 1n the specification relate to a showing of the
superiority and inferiority of the invention. Although the
embodiment of the present invention has been described 1n
detail, 1t should be understood that the various changes,
substitutions, and alterations could be made hereto without
departing from the spirit and scope of the invention.

What 1s claimed 1s:
1. A non-transitory computer-readable storage medium
storing a data specification program which causes a com-
puter to execute a process, the process comprising:
obtaining a calculation result that includes a first data
column indicating a result of a calculation process
executed by using a plurality of values included 1n a
specified data column among a plurality of data col-
umns 1n first data records stored 1n a first database, the
calculation result further including a second data col-
umn 1n association with the first data column;

identifying a number of diflerent values 1n the second data
column included 1n the calculation result;

identifying a number of different values in each of a

plurality of data columns including a plurality of data
values 1n second data records stored in a second data-
base;

determinming a corresponding data column from the plu-

rality of data columns 1n the second data records as
corresponding to the second data column of the calcu-
lation result when the number of different values 1n the
corresponding data column of the second data records
1s equal to the number of different values 1n the second
data column of the calculation result;

detecting one or more changing positions in the corre-

sponding data column, the second data records being
sorted in accordance with the plurality of wvalues
included 1n the corresponding data column, the one or
more changing positions being a position at which a
data value changes in the corresponding data column of
the sorted second data records;
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dividing the second data records into a plurality of groups
in_accordance with the one or more changing posi-
tions; and
running different computing resources i parallel, with
cach of the different computing resources respectively
using each group of the plurality of groups into which
the second data records are divided 1n accordance with
the one or more changing positions, to execute another
calculation process for each group of the plurality of
groups.
2. The non-transitory computer-readable storage medium
according to claim 1, wherein the second database 1s the first
database, and the second data records are the first data
records.
3. The non-transitory computer-readable storage medium
according to claim 1, wherein the first data records are data
records used for a test operation of a job execution executed
by using the second data records.
4. The non-transitory computer-readable storage medium
according to claim 1, wherein the calculation result is
obtained by performing a test operation of the calculation
process.
5. The non-transitory computer-readable storage medium
according to claim 1, wherein the identifying the number of
different values 1n each of the plurality of data columns 1s
executed before a result of the another calculation process 1s
generated.
6. The non-transitory computer-readable storage medium
according to claim 3, wherein the detecting, the dividing,
and the executing are executed when a determination 1s
made that an end of the another calculation process 1s going,
to be delayed with respect to a predetermined time limut.
7. The non-transitory computer-readable storage medium
according to claim 4, wherein an extraction process and
processing for the second data records are executed before
the another calculation process for the plurality of groups 1s
executed, and
wherein the process further comprises, during the extrac-
tion process, determining whether an end of the another
calculation process 1s going to be delayed with respect
to the predetermined time limit based on a size of the
second data records extracted by the extracting process,
a size of data which can be processed per unit time 1n
the processing for the second data records and the
another calculation process, and a remaining time until
the predetermined time limit.
8. The non-transitory computer-readable storage medium
according to claim 5, wherein the process comprises execut-
ing the dividing and the executing when a determination 1s
made that an end of the another calculation process 1s going
to be delayed.
9. A data processing method executed by a computer, the
data processing method comprising:
obtaining a calculation result that includes a first data
column indicating a result of a calculation process
executed by using a plurality of values included 1n a
specified data column among a plurality of data col-
umns 1n first data records stored 1n a first database, the
calculation result further including a second data col-
umn 1n association with the first data column;

identifying a number of different values 1n the second data
column included 1n the calculation result;

identifying a number of different values in each of a

plurality of data columns 1n second data records stored
in a second database;
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determiming a corresponding data column from the plu-

rality of data columns in the second data records as
corresponding to the second data column when the
number of different values 1n the corresponding data
column of the second data records 1s equal to the
number of different values 1n the second data column of

the calculation result;

detecting one or more changing positions in the corre-

sponding data column, the second data records being
sorted 1n accordance with the plurality of wvalues
included 1n the corresponding data column, the one or
more changing positions being a position at which a
data value changes in the corresponding data column of
the sorted second data records;

dividing the second data records 1nto a plurality of groups

in accordance with the one or more changing positions;
and

running different computing resources in parallel, with

cach of the different computing resources respectively
using each group of the plurality of groups into which
the second data records are divided in accordance with
the one or more changing positions, to execute another
calculation process for each group of the plurality of

groups.

10. A data processing device comprising:
a memory; and
a processor coupled to the memory and the processor

configured to execute a process, the process mcluding:

obtaining a calculation result that includes a first data
column indicating a result of a calculation process
executed by using a plurality of values included 1n a
specified data column among a plurality of data
columns 1n a first data records stored in first data-
base, the calculation result further including a second
data column 1n association with the first data column;

identifying a number of different values in the second
data column included i1n the calculation result;

identifying a number of different values 1 each of a
plurality of data columns 1n second data records
stored 1n a second database;

determining a corresponding data column from the
plurality of data columns 1n the second data records
as corresponding to the second data column when the
number of different values 1n the corresponding data
column of the second data records 1s equal to the
number of different values 1n the second data column
of the calculation result;

detecting one or more changing positions in the corre-
sponding data column, the second data records being
sorted 1n accordance with the plurality of values
included 1n the corresponding data column, the one
or more changing positions being a position at which
a data value changes in the corresponding data
column of the sorted second data records:

dividing the second data records into a plurality of
groups 1n accordance with the one or more changing
positions; and

running different computing resources 1n parallel, with
cach of the different computing resources respec-
tively using each group of the plurality of groups into
which the second data records are divided in accor-
dance with the one or more changing positions, to
execute another calculation process for each group of
the plurality of groups.
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