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(57) ABSTRACT

One embodiment provides a text metadata encoding logic.
The text metadata encoding logic includes a metadata gen-
eration logic configured to generate a first text metadata
including metadata for each identified text field included 1n
a first image frame. The metadata generation logic maybe
further configured to associate the first text metadata with
the first 1mage Irame. The first text metadata may be
transmitted at a text metadata bit rate. The text metadata bit
rate may be less than an 1image data transmit bit rate.

Another embodiment provides a text metadata decoding
logic. The text metadata decoding logic includes a metadata
reader logic configured to decode a text metadata received
with an 1image frame data. The text metadata may have been
transmitted at a text metadata bit rate and the 1image frame
data may have been transmitted at a first image transmit bit
rate. The text metadata bit rate 1s less than the first image
transmuit bit rate. The text metadata may include metadata for
cach 1dentified text field included in an 1image frame corre-
sponding to the image frame data. The text metadata decod-
ing logic may further include a metadata rendering logic
configured to render each text field based, at least 1n part, on
the recerved text metadata.
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Comm

Processor
104-2

CHeuitry
122-2

Metadata

Reader Logic
160
“““““ I
MEtﬁdﬂta | I Image Frame
rendering Logic | Data 118 I
1-&2 L—- S ATER DS

rm— i
Metadata | Text P»{Izeéadata :

cveariay Logic
164

Text Metadata Metadata policy

Decoding Logic 168
&28

W

Pata storags 1566

Client device 150



US 10,455,259 B2

Page 2
(51) Int. CL 2015/0070587 Al* 3/2015 Emeott .............. HO4N 21/4316
HO4N 21/81 (2011.01) 348/589
HO4N 21/2343 (2011.01)
HO4N 21/488 (2011.01) OTHER PUBLICATIONS
HO4N 21/4402 (201;“ O) He, T., et.al.: “Text-Attentional Convolutional Neural Network for
HO4N 217431 (2011.01) Scene Text Detection”, IEEE Transactions on Image Processing,
(52) US. CL vol. 25, Issue: 6, Mar. 28, 2016, 13 pages, IEEE, Piscataway, N1,

CPC . HO4IN 21/4316 (2013.01); HO4N 21/440236
(2013.01); HO4N 21/440245 (2013.01); HO4IN
21/4882 (2013.01); HO4N 21/8146 (2013.01)

(56) References Cited
U.S. PATENT DOCUMENTS

2010/0158136 Al* 6/2010 Peng .................... HO4N 19/176
375/240.27

USA.

Syal, N., et al.: “A Study of Text Localization Algorithms for
Complex Images”, International Journal of Innovative Research in
Computer and Communication Engineering, Apr. 2014, pp. 3943-
3947, vol. 2, Issue 4, IJIRCCE, Tamilnadu, India.

Neumann, L., et al.: “A method for text localization and recognition

in real-world images”, 10th Asian Conference on Computer Vision,
Nov. 8-10, 2010, pp. 1-14, ACCYV, Queenstown, New Zealand.

* cited by examiner



1 Did

+ d d F 4+ F+ A dd FFFFEA A FFFF A R dd A b dFFF A dd AR hd D hd AR FFFE A dd e b+ hddFFFA A dd Y b d ¥+ FF A d A RdddFFF R A Al RdFFF A A ek Frd Add T

US 10,455,259 B2

*
.
*
.
+
.
+
.
4
N
1 S A N W A S A .
1 o g . . o iy .
.
. r
; r .
* B
.
+ I T et e T T O o e T o o o N T o o o e e o N e e e e e e O e .
1. [
N
4 -
N
- .
1 L] .
]
- . TR R
-
1 w .._-_ﬂ
.
4 ]
.
4 4
.
4 r .
" = m ¥y TrTrTr s s Trrrr s rrrr e kassgrrrrh s rrkFh s rsrrr s s rsrrrrh s rrr s s rrrr s rsrrrrhressrrrr s nrsr+Fbhsrsrrrs ks rrrr kb rrrrr s s rsrrrkFhrsrrrTrTTrT s - TTT &R - r
+ L]
. .
+ T F
. - .
+ L
N + .
T ] b r
. AR * .
. .
r - - + L
3 . .
r £y * I-‘ =
r * 3 1 b | o
+ + F
- . - - 4
L ™ + LI I T I L I I T 3
. - T -n .
* ]
N N + . .
+ Wb ddd + 4 rmddwetdbrunbdadtdrbanddddtrradartdtrradddderersdredd ]
. + + 3 L] ] "
- .
. * * ] r * ]
- .
- * + ] ’ * ]
- (LTI TP T T .
r + + L [ ] d Ll
- .
r - + " o a " .-ﬂ * L]
" v
. - . . - .
+ T F
. n r . . " .
- F
v I + . . " N
- [ ]
Ll n + + L] L] 4 . .
r * +* D e e e A e e e e * 4 .
r r + + [ ] + 4
- N
r raFnadrrrraberdtrrrradderaradetrrrrrededrresbondforrtbodrtrrr . + + i i F Chk . .
[ - . - - . . .
+ 1 F
. P . - . - .
+ T a E J ]
N " . i N . . " ) ) . .
Ll + i.ii F - + LI L O R i, . B I O T T L O T . R O T . T O I . . O . O T T O e O T L T T r 4 . .
. +* r * § +* ] * 4
L .
r ] 3 + ] + . + ]
- .
[ ] ] . * ] * i i c " .
- " 1 . . + d . -+ o .
L] + .
. n r = . T - r N
. * - a * n . T - o - - A Jq#. a *
= + - + L] £y ’ o ¥
. + . L] + L] .
. * * * ] * L] * .
. - .
- + : + * ] + ’ + ]
. - .
r 4 - + L + ] + L]
M - .
r 4 b Ll + r + [ ] d L]
L] - v
r -, r ' [ ] - L] + - - L]
" * e O S O e N Y O A e D .
. P . n . T T, . - .
+ + r
v & » I . r . . " .
[ ] - r
. * r * . [ * L] ] NN AT .
- - .
. +* +* * § * * n * 4
. - .
r 4 Ll + L + + [ ] d 4
. - N
r 4 - 3 + ] + + . i ]
* 3 ] * * . * * i - . *
[
4 * Ll n
. P . - . - T . - .
. 1 - » * - . T - - - . ¥
[ 5 - + ]
. +* r L] L] +* * L] - L]
- - + -
. + + + - + + L] ] ]
. - .
[ ] - * ] * * * v ]
. - .
- - ] * ] + + d * ]
n - N .
r Ll Ll + r + + [ ] d L] .
r " - ] - * - . + F b - . - * L] .
L] + - * [ ] * - L] * - - L] ¥
+ T + + T T + F
N § r - M . r N . o .
4 + - 4 F
. T R N N e NN N ) + r [ —— 2 + - L] . + + . L] ] . .
. +* * r * 4 +* * ] * 4
+ F . + L + 4 + + b ’ + b
r - - . n b L
r Ll F Ll + L] * + ] d Ll
.
r - . * ] * + r + + N i i .
[ . * ] * - . T T N . -, . *
T + + +. F
. P - . a . " .
. K . * . * . . . . : . - . v
+ + ] ¥ r
. +* r r * - +* * ] . 4 4
WP Lo e 2 e RN RNy NP - + e oroa . + .
. ] + 3 + ] + ¢ [ £3 ]
+ - P e -l - .
[ ] ) - * ] * ] i . Vo -
a - N N
- ] ) > 1 * - + d i f + .
+ - L] .
- E o T e o] - . . - . v . - . L .
. T - " * . * - . T b - - - r £ -
. - + + . * . N . PR . +
. r . H . L] : + . L] : .
* ) . - L] * . L] ] 1. * .
. . + ) ] * ] + r + . + ]
T - . .
e . . ' mmetVUmumm w§ : . : . : . ; : . :
= - . .
r 4 F F + L + - d 4 + L]
+ N . » .
r k. F [ ] + r + [ ] d - + L]
H + + 1 L]
r - . ] - . - . - . r ]
+ + +. F
. F r . n . + . " . r "
e + + d d + + + % rvu bhd +4 ++FF b dd +FF+Fr+FAdAdFFFEREFRAdAdFFrF DA FFFErAddE F
N at r a N . . - 1 . M
] - 3
. +* * +* * - n 4 N +* a
L - - .
. 4 3 +* * 4 n * 4 +* 4
- .
r 4 + + 4 ] d 4 + 4
- N
r ¥ - + r Il i 1 - L] + a
- N
- - - - . . . - - .
* ]
. - m R p R Em L LE . N . . " . . .
. + - * n " = 4 a » a k
[ ] E! L]
- ] ] * ] 3 ’ + 4 + ]
. - = .
- . . - N - - : . - - - - .
- - - * - d i . + .
3 - + 3+ + .
- - . - . . - . - .
+ + + I+ + .
. P . n . . o . v .
= ¥ - * L ] 1 * T L] L L] - Ll r
: T R + . - " + adeieferd-byp bl - : .
+ . + . * . - . L] ] .
Ll + F + L] L] + 4
. - N 0 - .
r 4 . F . + L N - . [ ] d 4 .
r - Ll r . + L . [ ] d L .
r F, ¥ L] i L] b * * [ ] L] L]
F + + + + F
. P . - . . . .
L ] o ¥ L ] * * L ] * + TL.1 L] £y " L ] ¥
] o [ + + + rFr ]
Ll + - + L L] L] - - 1
] - T rFr i mndrerrhadsrtr b bduowedrrndsndrsh .
Ll + Ll 4 4 i + L]
- B T4 .
r + 3 . . 1 ] . * - ¢ + ] .
r L] ] . .... 4 ’ . - h . ] ] E ’ .
- 3 - A - - d i .
- N = a N
- I - - . N . . .
H * - I O ] ]
. P r . . - . . " .
* [ * ]
N & . o . . - .
. . - [ . + - - .
* - + T + = s s s r ¥ rw s s s n s ru h e s s rvrFFosg st rew s s s s rw" s s T FF 1 * M [ ]
. ] ] 2 * ] + ]
i L] L] L]
r 4 F 4 r + L ] + o r 4 .
r 4 d + v+ Faddd F+++rv b dd +rv+Fhobdd+r+rbhdr+F++FFhhbdd++rs F [ ] + L] F [ ] d 4
0 ARARIUGE ARRERNE  ARRASAE  ERARAN spasit RN N RN N I PR SN NI SR .
r F, [ ] - L] [ ] L] L]
+ F F
. T ] . - . . ? . - .
+ i + 4 F
. i » n v . " .
3 + * 3 1 n 4 [ ¥
* - " 4 F
Ll + + + 4 L] + 4
4 + = + 4 i + 4 b
i L IEMTNCRC AN .
r ] - + ] . i ]
- . N
[ - [ I [ i i "
L T N L - -
- - . - . . - .
.__..... ﬁnl. - 3
. T . - . . " .
* ]
N ¥ N N . . " .
- ]
Ll + F 1 L L] + .
- .
. ] + + ] . + ]
- A E L e mE R e e E o EE R .
[ ] ] * ] [ * ]
- .
- ] - * . r i ]
- .
r - F + r [ ] d L]
& - * Riiniobinie i iniebinid -
. T - . - . . - .
+ [
. ¥ . 5 . . . - - . r
= o+ [ * [ ] L ] [ = L ] r
E H - r
. L + i 1 - + 5 r + L : F .
r 4 F n + 4 o + k- 4 .
r 4 F + 4 F d 4
t " v
r 4 F + r [ ] d Ll
- .
r - . - . ] o .
+ F
. + . - . - . - e .
= +* r * L] L] - L] ¥
Ll + F * 1 L] - L *
€ - -
. + + + " + ]
- " .
[ * - . * ] * ] .
[ bk b brmd A ek or et hdd b ke b b hnd ke ke * - N * ] , i . .
- [ ] * s e v 4 dr v m o m e ek b harmord b nnma e rrr b bdodkororornnndddrhandortororranrrord budnrrr s i .
L] L] L] * - L] . L] ¥
L] -, r * - L] ' -I L] ¥
+ F
. ¥ - L] ] L]
- -
. ] + - * + F > ] ] .
r 4 Ll + + 4
- .
r + - . + d 4 .
r + + F b d 4 d ¥+ wd s s d Frw b sdddF+FrrwdddbFdEFrndosdd+FdFrns b ddFFErddd e+ o+ + d Ll .
r + - L] L]
+ F
. n . ]
' '
. I - .
. + . B Fd dd ++rwdr+FFrd b hdFFrrdwdd FFFErwnds FdFFrdd e+t hddd o+ r
. - . rTw s s s s wrrw badarrubueasntur hanmdrru bha .
ALY NN RN R R
. .
r 4 +
" .
r — - * .
[ I
. - N
[ -
+ + + F rd ¥+ F FF P dF+F+FEd kR FFEFFEAFdAdFF AP F RS A+ F 4+ 4+ AP A Fd SRRy FRAF A A A + L
. . . -
. - . r
* [
Ll 1
- - .
. E 4+ + + + et bty +
& 18 - .
- *
. N a N
+
r L ] 4 * - .
" : It 13 - * .
b b +IE+ w m * ]
. n
d - + r
. y *
- - .
L + k] -
= 18 - .
r o + .
. ] . r
T a N
" 4 + * - Ll
[ -
" + I+ * §
. -
+JE+ + ]
Ll 1
T 13 - r
Ll 1
T 1% - .
[ +
T 1 - .
r FFRFRA AR rrrrdd e a b Pd+ttrddd++++r b Pdd+rr+ N + . .
[ *
- a .
- - .
. * . T N N N O N o N A R N N O D N e I e e N e e e T ) ]
+ ]
. n
. + [ ]
- * [ ]
'11lll:11\ﬂllllliillllliirllllliﬁllllJ.1.1.-.-llll.-..-lllll.-.-.rllll.-.1.1—.llll.—.1.-.lllll.1.1.1rlll.-..-..-.-.lll.-l.1.1-llll.-..-.rlllldiﬁilllll1illllliilllllﬂi\l:ld&ii * L]
* L]
4
]
-
]
-
F
s B E R RN A B N E BN E T R E NN A E A E EE R E ST EEE EE E A E R EE EE & E B EE EE kA EE EE E TN N E B I &R ko B B R BN A B NN BN kokok B OEE E S B NN EEE Aok EoEE EE &r B EE R EE A E EEEEE AN EEEEEAs A B EEEE LA EEEEEE AN EE

50T

U.S. Patent



. Patent ct. 22,2019 Sheet 2 of 5 S 10,455,259 B2

" 3 = o2 m ®m f =R W E S} EW E P F S AR E G S AR E T} N S R EE S { LW E ST SESELE LRSS S L LTWSE S} ETEFF S A L N} S AR S} S E R FE S f EWE S ES & S L =W LS} EEEEF S AL E}E AL N} S AR EpE S L EWE ST E SRS RS &S f LW LS} ETEEF S A E S F S S E S} S EE RS EWE RS L LS RS {f W E S} EEEE T} S SRS} S A EEF S S EFE S EWEETESEARE{ LS LN L EEELE} R

+ ]
] *
+ b
. .
- -
‘e Yy
b 1
*
. -
+
3] +
+ +
r .
- -
d d
* +
- 1
-
. uF
+ .
[l *
+ L]
. -
d d
+ +
L 1
b -
+ ]
- d
+ r
- 1
- -
3 [l
+ +
= 1
WF 1 -
* R EEEENEE N I E EEEEEEE E E R EEEEE EE E E R EE E EE EEEE EEEE N T R N T E I o R E E R E E E EE E EE R EE E E R EEE N EE N R N EE T R E EE E E R EE R EE E N E O O
L e e I I I o e O e O o N O e T e T e 0 N e T O T N O O T P O B D R L I T I ) L L N L N 1,
"r L} n - * L] n L - L] L] n L T L] n n L] L] ] L L L] n L r L] ] n k * L] n L] r L] L] > s
. T L 1 b \ " - - - L] L L] n n n - L 1 A - r b E E k] T - - * L 1 L] - r - :
.t * u 4 o L a u u v u 4 Fl r . u u u 4 4 a - u u u r r 4 a u u 4 4 = a u + F
. [ * L] ] r * x .} ] ] T L n " . T L L L} ] n r L] L} - L I n x - L} L} ] T I -
-
. . N [l ] ] ] ] o . ] ] ] i [l ] . .
d L b 1 L L * n - L L b n - 4
s * - 1 L] r r - - L] » r - r * “
o * L L] . ; o o o L L] * L | o * L] L+ .
A + ] ] [ ] [ 8 ] [ ] [ ] ] £ ] * [ ] [ ] ] = 1 [ ] . '+
. [l L L1 L n n n = =+ L L n n 1
[ " - - 1 T - - - - = L] r - - T T - - - n - d T 1 L] - -
* * a4 E ] r = a ] [ ] . » - [ ] . -+ » - ] [ ] ] 13 ] ] - ] ] [ ] » E ] ] . + "
r - ] [ ] = = ] ] ] xr ] [ ] ] L] ] ] [ ] [ ] ] L 4 ] [ ] ] £ ] ] = > L] [ ] ] x 1 [ ] -
.t ¥ 4 - . - - 5 n - M n - . ¥ 8 N n 5 - M M - 5 n u ¥ « w - - b T
.J' + u 4 a 4 a u u w [ 4 F r - ] 4 a v u u u r a u - a u 4 4 i a u + .
* * ] ] £ = ] * L] ] -+ = E ] [ ] [ ] £ L] ] [ ] £ = L] [ ] [ ] = a ] ] ] = N *
. - - - L] ] ] ] r ] L] ] ] + - L] ] +* T L] ] ] » T L] ] ] = T L] - .
. b + E L] 1 -+ + n - 4 E L] * - = + u L] h - b = - :
'+ * u 4 4 4 a a u u u 4 + 4 a u - ar u 4 4 ¥ a u + .
* . ] * ] T - ] ] ] r L] ] ] r x L] ] ] T - ] ] ] r -
" - * L] A - e * L + L L] * - 1t o L * - 1t L] * L] * 4 L] - -
. o - b ] L] n -+ n n n n n n n b ] T - n n n = L n n n - :
.t * u o o d a u - Eo u 4 Fl r u - d "'1' 4 . a - u u £ r 4 a u - - - 4 o I - - + ‘1'
T - * L] L} r - * L] L] L] - L] L} ¥ L] L - - L] L] L] 3 L] L L] + + L] - L] ¥ L L] L L] - K}
||+ - ] ] » a ] ] = » a ] = = = - 2 ||++ ] ] > a ] ] = L ! a ] = - +li ] ] ] » ] ] . L
r + b n 1 - ~ n n b ] = n n n n b n n n 4 b n n n T n n b ] T b n + o +R = b n n n - "
. T n A - £ 1 - - - - -4 A - - - n - - - A e A r - - - n - £ -4 1 - ..-I:-. - " - T - n T
+ + - e +
. #+ + F+ b+ + F+ B+ - b F Rttt d F+ P+ b+ bkt bt k4 ++ F+ b+ ok F+ 1+t FE R+ R+ TP+ + k+ + F+ A+t ket E A
o r ]
- -
" [l
+ -
r 1
a
. -
+ -
= r
+ -
- 1
-
3] d
* -
r 1
- -
r r
b .
F 1
+ " K
[l
+
1
.
>
1
-
[l
-
1
B
1
=
.
d
-
1
d
+ +
= L]
-
. -
+
d d
+ +
. 1
- -
d d
+ +
b L]
WF -
+
- [l
+ +
. .
-
d -
* +
b 1
- -
. [
+
1 d
*
- 1
. d
+ +
1 1
. -
+
d +
+ +
n .
-
" *
+
" -
. -
+ .
r +
+ +
. .
¥ -
. -
* +
- 1
-
Wt [
+ .
- 1
+
. -
" [l
+ +
. .
T
b d
+
r 1
- -
. -
¥ -
" [l
+ +
- 1
. B
+ b
r -
* -
. .
¥ -
. H H L)
* 4 n | W %
r r 1
- -
" r
+ -
r *
+
. . -
*
. d
+ -
. .
- -
"y 'y
' E 4 "
* -
. -
¥
. 1
. -
. , A
d d
+
r 1
-
" r
b -
F L]
- .
. -
d d
+ -
r 1
-~ B
F P N N N N e N O N N N NN N 1
L] l.'
] [l
-
r 1
. B
+
3 1
+
. =
-+
d d
* +
r .
-
- [l
+
F 1
-
. -
*
] d
+
= 1
-
b d
+ +
r 1
+ r
. -
+
] [l
+ +
r 1
d d
+ +
1 1
-
. =
+ .
- d
* +
. .
- -
3 -
+ +
r 1
3] -
*
d d
+
. 1
-
d d
+ +
- 1
- -
. -
+
- [l
+
- 1
-
F d
+ + +
- 1
-
" M r
+ + .
1 -
-+ [ q'
- d b
r -
+ +
= 1
. = rm rarTrmesTerasrTanrTebrarsmensrTesrresdinrTerntsrersnrnsntrntsrsmrunrerndtntranrenrswmrarn frntanyrrsersranare+nsuraterntsdsuwrnsnrsrenTras Fernandtntrendasr rsrstenrsTram T TR B
- Rk (3] + b+ Ak Ak NN RN N YN + o+ h kb * + &+ + + d + kb d kR R N N N NN N N N N N NN N N N Y N + N N I A N e N A N R N N N N N N N N N N N N NN AT N +
+ ¥ r
. = - " .
¥ + -
b + F 4+ * d
+ ]
. - - -
-
d + - .
+ -
r + * 1
+
. - -
*
. + -
+ -
. - - .
-
W + " [l
+ -
r + = 1
- -
. - - -
¥ -
" + + [l
+ -
. L = .
b + d d
+ -
r + 1 L.
.t * - -
¥ .
. + - -
. P R W oL g P RO oA P oa R R L P P R R E g R E R A R R R RN M EE 4 Bk A g P M R E p R OEE R E S R CE E R L R g F N M R L W E R OE 4 R E R E g P f Rk B A N & EE R R L A g P b B A g om g g E R A L N A EE R OE R OEE R E R R R E E R g R g R -
-
3] d
+
r .
- -
" r
b .
F 1
- -
. -
T
[l [l
+
r .
. d
*
F d
+
. .
-+ -
3] *
+ ]
r 1
- -
. -
+
= 1
+
. -
*
d d
+
r .
- -
" [l
+ -
. 1
- r
. -
+ -
[l [l
+ +
= 1
. d
* +
b L
- r
- =
"’ N
+ I T T T T T T e T T T T o e T T T e T o T e T N I +
. R A E E g B E R B 4 E o E N R R A RS R R g R R a E E R E g R E R R g B R B g R R B g R E B g B R g B R RN g E o B g B A g B g R m N R R A RN g B M g B EE O E E N E m o E E E RS E EEamE .
- -
. + *
+ +
r + 1
-
. i -
+ "
- + +
+ + b
r - 1
- -
" + [l
+ + +
b + 1
- -
. i -
+ b b
. + . +
r + L]
-
d + d
* k +
- , 1
. -
r
+ T . .
d + +
+ - +
. - .
- N -
F + -
+ + +
o , - 1
b T -
+ "
- + +
+ - r
. - .
- N *
" LN L R N O N E N N N NN N N K N N G N N E R EE N EE T N AN E N EN TN K] [l
+ L e o o O e o I e e R o L R e e R ek e +
- 1
W7 -
+ b
r -
L ] .'
¥
. -
* +
- 1
- -
. -
+ .
r -
* -
.
» 1
. -
+ +
- 1
- -
" r
+ .
r 1
*
. -
¥ b
" -
+ -
= 1
W7 B
*
r 1
-
. .
+
F d
+
. -
T .
+ -
r 1
. B
+
. 1
+ +
. .
-
[l [l
+
r 1
- L]
+
" [l
+
. =
-
3] d
* -
r 1
- -
. r
+
F 1
+
. -
]
d *
+ .
r .
. d
+ +
F L]
r
. -
-
] [l
+
r 3 -
4 L
+
F
- - . - - . E
+ L+ - 3 3 4 o 4 3
d
*
a
-
"
+
r 1
T * = r & i mm e w r &® La } 8 T & B %L B o B B & B o B B & B £ B B & B S E B % B o B o % E - T R E T E B FEF ETEFrEF LW FaTE T LW} ML E E & E S E W EEF EWFET EWEFTWT ETWrEEET CrST LW ET®RT LW ErT®rs.s s m%a s mwrud rw r® T ET L E S E S . E S E S . E L E S . E % E S E E L E S EE . E S E - % E S E S . E S E S E E T} E A ETW N ETWTFEEFEIEETWrETFrEEFSTESs R rETrain

FiG, 2



U.S. Patent Oct. 22, 2019 Sheet 3 of 5 US 10,455,259 B2

300

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

01 <Frameinfo StartTime=100 EndTime=120>

02 <VideoText id="VideoText1"

03 fontSize="40"

04 fontType="Courier New"

L 05 fontColor="0xal00”

06 fontBackgroundColor="0x080808" >

07 <Position> Xpercent=40 Ypercent=75 Angle=0 </Position>
08 <Text> “Multiple selection criteria” </Text>

03 </VideoText>

10 <YideoText id="VideoText2"

11 fontSize="40"

12 fontType="Courier New"

13 fontColor="0xffa000”

14 fontBackgroundColor="0x080808" >

15 <Position> Xpercent=40 Ypercent=85 Angle=0 </Position>
16 <Text> “Some simple statistics” </Texi>

17 </VideoText>

18 </Framelnfo>

;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;
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1

ENHANCED TEXT RENDERING AND
READABILITY IN IMAGES

FIELD

The present disclosure relates to text rendering and read-
ability, i particular to, enhanced text rendering and read-
ability 1n 1mages.

BACKGROUND

Users watching low resolution (<480p (i.e., 854x480))
video with text (for example, a tutorial, with text content in
the video stream), in many cases, cannot clearly read the
actual text displayed in video. Text 1s high frequency (i.e.,
relatively high bit rate) data for video encoding and 1s
significantly degraded at lower resolution/bitrate of encod-
ing. Today, there are no standardized solutions to enable
high quality rendering of text in videos at low resolutions/
bitrates.

BRIEF DESCRIPTION OF DRAWINGS

Features and advantages of the claimed subject matter
will be apparent from the following detailed description of
embodiments consistent therewith, which description should
be considered with reference to the accompanying drawings,
wherein:

FIG. 1 1illustrates a functional block diagram of an
enhanced text rendering and readability system consistent
with several embodiments of the present disclosure;

FI1G. 2 1s one illustrative example 1image frame containing,
a plurality of text fields;

FIG. 3 illustrates one example text metadata, consistent
with one embodiment of the present disclosure;

FIGS. 4A and 4B are tlowcharts of server operations
according to various embodiments of the present disclosure;
and

FI1G. 5 1s a flowchart of client device operations according
to various embodiments of the present disclosure.

Although the following Detailed Description will proceed
with reference being made to illustrative embodiments,
many alternatives, modifications, and varnations thereof waill
be apparent to those skilled in the art.

DETAILED DESCRIPTION

Generally, this disclosure relates to an enhanced text
rendering and readability system. An apparatus, method
and/or system are configured to read text data from an 1image
frame at a source (for example, server) device, generate
corresponding text metadata and then encode the text meta-
data along with 1image frame data. The text metadata may be
generated based, at least 1n part, on one or more of text
localization, OCR (optical character recognition) and font
classification. The text metadata may then be stored and
reused 1n a transmitted, lower resolution version of the
image frame. As used herein, “1image frame” corresponds to
a video frame 1n a sequence of video frames or an individual
image. As used herein, “image frame data” corresponds to
video frame data or image data.

The 1mage frame data and text metadata may then be
transmitted (for example, streamed) to a client device. The
text metadata may then be extracted, the corresponding text
may be rendered and the rendered text may be overlaid on
the received 1mage frame. Thus, relatively low bandwidth
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2

text metadata may be utilized to produce relatively high
quality text at the receiving client device.

The text metadata stream 1s relatively low 1n bandwidth
consumption and thus may not adversely impact transmis-
sion size. Text rendering 1s typically a vector (glyphs)
operation configured to produce relatively high quality out-
put that 1s independent of frame resolution.

The resulting text at the client device may then be
readable even for relatively low resolution 1image {frames. In
an embodiment, the text metadata generation and/or text
metadata extraction and associated text rendering may be
implemented 1n the form of an accelerator 1n a video/image
rendering pipeline. The accelerator may include, but i1s not
limited to, a neural network, a digital signal processor, a
dedicated co-processor, efc.

One embodiment provides a text metadata encoding logic.
The text metadata encoding logic includes a metadata gen-
cration logic configured to generate a first text metadata
including metadata for each identified text field included 1n
a lirst image frame. The metadata generation logic maybe
turther configured to associate the first text metadata with
the first 1mage Irame. The first text metadata may be
transmitted at a text metadata bit rate. The text metadata bit
rate may be less than an 1image data transmit bit rate.

Another embodiment provides a text metadata decoding
logic. The text metadata decoding logic includes a metadata
reader logic configured to decode a text metadata received
with an 1mage frame data. The text metadata may have been
transmitted at a text metadata bit rate and the 1image frame
data may have been transmitted at a first image transmit bit
rate. The text metadata bit rate 1s less than the first image
transmuit bit rate. The text metadata may include metadata for
cach 1dentified text field included in an 1mage frame corre-
sponding to the image frame data. The text metadata decod-
ing logic may further include a metadata rendering logic
configured to render each text field based, at least 1n part, on
the received text metadata.

Text, along with its properties, may be extracted from an
image irame using a plurality of known techniques. The
known techniques include text localization, character rec-
ognition and font classification. Text localization 1s config-
ured to 1dentity and bound each text field 1n an 1mage frame.
Each text field may contain one or more characters and/or
one or more words. Character recognition may include
Optical Character Recognition (OCR) and 1t configured to
“read” text, in other words, to identily each character
contained in a text field. Font classification 1s configured to
identify the associated font (1.e., font typeface) of the
identified characters in the text field.

The text may be extracted from relatively high resolution
image Irames and corresponding text metadata may be
generated. The text metadata may then be encoded along
with the 1image frame and transmitted to the client device.
Image frame data may be generated for each 1image frame
based, at least 1in part, on an 1mage transmit bit rate. The
image Iframe data may thus have a corresponding image
resolution that 1s related to the image transmit bit rate. The
text metadata 1s configured to be transmitted at a text
metadata bit rate. The text metadata may be associated with
an 1mage frame and corresponding 1mage frame data may be
transmitted at one or more 1image transmit bit rates. Thus, the
text metadata may be associated with the image frame and
may be used for any of a plurality of transmitted 1mage
frame data resolutions (and 1mage transmit bit rates).

The text metadata may then be extracted at the client
device and utilized to produce high fidelity output during
rendering even at relatively low 1image frame data resolu-
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tions and 1mage transmit bitrates. In other words, the text
metadata bit rate 1s independent of the image transmit bit
rate. The text metadata bit rate 1s less than the image transmit
bit rates and may be utilized at the client device to produce
relatively high resolution text. The apparatus, method and/or
system may be utilized 1n any case where there 1s text 1n an
image frame. The apparatus, method and/or system may be
utilized, in particular, 1n bandwidth constrained scenarios.

Thus, text metadata may be generated based, at least in
part, on a relatively high resolution image. The text metadata
may then be transmitted at a relatively low bit rate (e.g., 50
kilobits per second (Kbps) in a relatively low resolution
format, while still maintaining the text fidelity. The text
metadata may be generated once and then used for a
plurality of relatively low resolution image frame data and
relatively low bit rates. As used herein, relatively high
resolution 1s a greater resolution than relatively low resolu-
tion.

In an embodiment, a user may be provided an option of
enabling or disabling such an overlay over the decoded
image irame.

Thus, relatively high quality text may be rendered and
overlaid on an 1mage frame at a client device. The relatively
high quality text may be rendered based, at least in part, on
relatively low bandwidth text metadata compared to, for
example, an 1mage data transmit bit rate.

FIG. 1 1illustrates a functional block diagram of an
enhanced text rendering and readability system 100 consis-
tent with several embodiments of the present disclosure.
System 100 may include a server 102 and at least one client
device, e.g., client device 150. The server 102 may be
coupled to client device 150 by communication channel 124.
Communication channel 124 may have an associated band-
width, as described herein.

Server 102 may include, but 1s not limited to, a computing
system (e.g., a server, a workstation computer, a desktop
computer, a laptop computer, a tablet computer (e.g., 1IPad®,
GalaxyTab® and the like), an ultraportable computer, an
ultramobile computer, a netbook computer and/or a subnote-
book computer; etc. Client device 150 may include, but 1s
not limited to, a mobile telephone including, but not limited
to a smart phone (e.g., 1IPhone®, Android®-based phone,
Blackberry®, Symbian®-based phone, Palm®-based phone,
etc.); a wearable device (e.g., wearable computer, “smart”
watches, smart glasses, smart clothing, etc.) and/or system;
a computing system (e.g., a server, a workstation computer,
a desktop computer, a laptop computer, a tablet computer
(e.g., 1IPad®, GalaxyTab® and the like), an ultraportable
computer, an ultramobile computer, a netbook computer
and/or a subnotebook computer; efc.

Server 102 and client device 150 may each include a
respective processor 104-1, 104-2, a respective memory
100-1, 100-2 and a respective communication circuitry
122-1, 122-2. For example, each processor 104-1, 104-2
may correspond to a single core or a multi-core general
purpose processor, such as those provided by Intel® Corp.,
etc. Server 102 may further include text metadata encoding
logic 108, data storage 116 and 1image transmit bit rate logic
117. For example, data storage 116 may be included 1in
memory 100-1. In another example, data storage 116 may be
included 1n a storage device, e.g., a hard disk drive, a solid
state drive, a removable storage device, etc. Data storage 116
1s configured to store 1mage data 106, image frame data 118
and text metadata 120, as described herein. Image data 106
may include one or more 1mage frames, €.g., image Irame
107. For example, the image frames may be uploaded to
server 102 and stored in 1mage data 106.
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Operation of system 100 may include three parts: e.g.,
creation of text metadata at a source device, e.g., server 102,
transmission of 1image frame data and associated text meta-
data and rendering of text onto a received 1mage frame at a
client device 150. Creation may include parsing a plurality
of 1mage frames to create corresponding text metadata. The
image frames, €.g., image frame 107, may be stored 1n image
data 106. Generally, image frames may be recorded at
relatively high resolution and text included in such image
frames 1s generally clearly readable at a source device.
Analyzing such high resolution 1image frames may facilitate
localizing one or more text fields with relatively high
confidence. Text field data may then be extracted using, for
example, optical character recognition (OCR) and corre-
sponding font information may be extracted using, for
example, a font classifier. The text information may then be
assoclated with the corresponding image frame as text
metadata. Generating the text metadata may include decod-
ing the image frames and analyzing each image frame to
determine whether text 1s present. In the following, extract-
ing text information for a single 1image frame 1s described.
The described operations may be performed for one or more
image frames, e.g., a video that includes a plurality of video
frames or a sequence of 1images.

Text metadata encoding logic 108 includes metadata
generation logic 109, text localization logic 110, character
recognition logic 112 and font classification logic 114.
Metadata generation logic 109 may be configured to gener-
ate text metadata based, at least 1n part, on an 1mage frame,
¢.g., image frame 107, as will be described 1n more detail
below.

FIG. 2 1s one 1illustrative example image frame 200
containing a plurality of text fields 202, 204, 206, 208 and
210. Example image frame 200 may correspond to a video
frame 1n a sequence of video frames and/or an 1mage, 1.¢., an
individual image frame. Example image frame 200 1s one
example of image frame 107 of FIG. 1. Each text field 202,
204, 206, 208 and 210 contains text. Respective positions of
the plurality of text fields are distributed throughout example
image frame 200 and an orientation of one or more text
fields, e.g., text field 206, relative to the frame may vary. For
a two-dimensional image frame, e.g., example 1mage frame
200, an upper left corner 220 may correspond to a zero, zero
(e.g., origin 1n an X, y coordinate system) frame position and
a lower right corner 222 may correspond to a maximum,
maximum (e.g., 100%, 100%) frame position. The defimition
of the coordinate system and the relative values are provided
for ease ol description and the instant disclosure i1s not
limited 1n this regard.

The following description may be best understood when
considering FIG. 1 in combination with FIG. 2. Example
image frame 200 1s one example of an 1image frame that may
be included 1n image data 106. Text metadata encoding logic
108 may be configured to retrieve an 1mage frame, e.g.,
example 1mage frame 200, from image data 106. Text
metadata encoding logic 108 may be configured to generate
a unique 1dentifier corresponding to the 1image frame. In one
nonlimiting example, the identifier may include a start time
parameter and an end time parameter corresponding to a
time sequence of the image frame in a sequence ol 1mage
frames. Text localization logic 110 may be configured to
determine, 1.e., identily, each text field included in the
retrieved 1mage frame. For example, considering example
image frame 200, text localization logic 110 may identily
text fields 202, 204, 206, 208 and 210.

Text localization logic 110 may correspond to one or more
known text localization techmques. Text localization tech-
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niques are configured to 1dentify regions of text in an 1image
frame. Text localization techniques may be further config-
ured to determine a respective location of each region of
text, 1.e., text field, 1n the image frame. Text localization
techniques may include, but are not limited to, a convolu-
tional neural network, a text attentional convolutional neural
network, a connected component-based method (e.g., extre-
mal regions, maximally stable extremal regions, stroke
width transform, stroke feature transform, color-enhanced
contrasting extremal region followed by a neural network
classifier, a random forest, text covariance descriptors, etc.),
a shiding window-based technique followed by a random
terns classifier with a histogram of oriented gradients and/or
a boosted cascade amplifier, texture-based techniques (e.g.,
Fourier transforms, discrete cosine transform, wavelet
decomposition, etc.), region-based approach (e.g., edge
based, connected component-based, etc.) etc.

Each text field, e.g., first text field 202, may include text
210, 212 that may be overlaid on a background 216. Each
text field may be positioned at an angle relative to a
reference angle, e.g., a horizontal. For example, an angle of
the first text field 202 may be equal to zero. In another
example, an angle of a second text field 206 may be nonzero.

The text field may be described by one or more text field
parameters. Text field parameters may include, but are not
limited to, one or more position parameters for each deter-
mined (1.e., identified) text field, a count of text fields
included in the image frame and/or a content of the text itself
for each 1dentified text field. The text included 1n each text
ficld may be described by one or more font parameters. Font
parameters may include, but are not limited to, font size, font
type, font color, font background color, font type qualifier,
text fill type, etc. Font type qualifiers may include, but are
not limited to, bold, underline, superscript, subscript, italics,
etc. Text {1l type may include, but 1s not limited to, with
gradient, without gradient, etc. The position parameters
correspond to the position of each text field in the image
frame.

Text field position parameters may include, but are not
limited to, and x-coordinate, a y-coordinate and/or an ori-
entation, €.g., an angle, for each i1dentified text field. In some
embodiments, the x-coordinate and the y-coordinate may be
determined relative to an origin, €.g., an upper left corner of
the 1mage frame. In some embodiments, the x-coordinate
and the y-coordinate may be determined as a respective
percentage configured to provide a relative position between
the origin and an opposite diagonal corner of the image
frame. Thus, for example, 1n example frame 200, position
220 corresponds to the origin and position 222 corresponds
to the opposite diagonal corner of the image frame 200.

After each text field has been identified, character recog-
nition logic 112 may be configured to determine, e.g.,
identify, each text character and/or each word included 1n
cach text field 202, 204, 206, 208, 210. Character recogni-
tion logic 112 may be further configured to determine a
respective count of a number of words included 1n each text
field. Character recognition logic 112 may correspond to one
or more known optical character recognition techniques.
Optical character recognition techniques may be configured
to 1dentily each character included 1n a defined text field.
Optical character recognition techniques may include, but
are not limited to, matrix matching, pattern matching, pat-
tern recognition, 1image correlation, feature extraction, near-
est neighbor classifiers, e.g., a K nearest neighbor technique,
a Cuneiform technique, a Tesseract technique, etc. Thus,
character recognition logic 112 may be configured to deter-
mine the content of the text itself.
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Font classification logic 114 may then be configured to
determine one or more font parameters for each word 1n a
selected text field. Font classification logic 114 may corre-
spond to one or more known font classification techniques.
Font classification techniques may be configured to deter-
mine one or more of font size, font type, font type parameter
(e.g., bold, italics, underline, etc.), font color of an identified
word and/or font background color. Font classification tech-
niques may include, but are not limited to, convolutional
neural networks, a stacked convolutional auto encoder,
image net classification with the deep convolutional neural
network, deep learming convolutional network, etc. Thus,
font classification logic 114 may be configured to determine
one or more font parameters for each word in the selected
text field.

Text metadata encoding logic 108, ¢.g., metadata genera-
tion logic 109, may be configured to associate each identi-
fied text field with the corresponding 1image frame 1dentifier
and to store each text field identifier associated with 1ts
corresponding 1mage frame identifier in text metadata 120.
Text metadata encoding logic 108, e.g., metadata generation
logic 109, may further be configured to store the position
parameters, the text content and font parameters, associated
with each corresponding text field identifier, in text metadata
120. Thus, the text metadata 120 may include one or more
image frame identifiers. Each image frame i1dentifier may be
associated with one or more text field identifiers. Each text
field 1dentifier may be associated with one or more text field
parameters and/or one or more font parameters, as described
herein.

In an embodiment, the text field position parameters may
be determined relative to the frame size. In other words, an
absolute pixel position or size of a text field may not be
stored, rather the relative position of the text field with
respect to the frame size may be stored. Utilizing relative
values 1s configured to facilitate reuse of the text metadata
independent of the frame size. Thus, if the transmitted image
frames are of lower resolution and lower bitrate, a client
device may decode the relative position and size of the text
for the target frame size at the client device.

FIG. 3 illustrates one example text metadata 300, consis-
tent with one embodiment of the present disclosure. In other
examples, text metadata may include more or fewer font
parameters and/or more or fewer text field parameters. Text
metadata may include a metadata frame and a metadata
frame 1dentifier. Example text metadata 300 1s related to a
video frame but the present disclosure 1s not limited 1n this
regard. The following description may be best understood
when considering FIG. 3 1n combination with FIG. 2. A first
column in example text metadata 300 includes line numbers.
The line numbers are included for ease of description and
have no meaning otherwise.

Example text metadata 300, line 01 includes a metadata
frame 1dentifier that, 1n this example, corresponds to a start
time and an end time for the corresponding metadata. A
single metadata frame may correspond to one or more 1mage
frames. For example, text metadata 300 may be applicable
to any 1mage frame that falls between the start time and the
end time of the corresponding metadata frame. In other
words, 1n this example, each 1image frame that falls between
the start time and the end time of the corresponding metadata
frame contains text fields 208 and 210 of FIG. 2. Line 18 1s
configured to indicate an end of the corresponding text
metadata associated with the identified metadata frame.
Example text metadata 300 includes text metadata for two
identified text fields. The included text metadata corre-

sponds to text fields 208 and 210 of FIG. 2. Text field 208
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corresponds to line 02 through line 09 of example text
metadata 300. Text field 210 corresponds to line 10 through
line 17 of example text metadata 300. Lines 02 and 10
include a respective text field identifier. Lines 03 through 06
and lines 11 through 14 include font parameter values for
cach respective text field. Lines 07 and 13 include text field
position parameter values for each respective text field.
Lines 08 and 16 include respective content for each respec-
tive text field 208, 210. Metadata may include alternative
and/or additional fields to include, for example, relatively
more complete mformation about the text fragments being,
described 1n this metadata. In other words, example text
metadata 300 1s one nonlimiting example.

Turning to FIG. 1, the text metadata, e.g., text metadata
120, may be generated by metadata generation logic 109
based, at least 1n part, on an associated 1mage frame, e.g.,
image frame 107, included 1n 1mage data 106. The text
metadata 120 may then be associated with image frame 107
and stored 1n data storage 116.

Prior to transmission, image transmit bit rate logic 117 1s
configured to 1dentily an image transmit bit rate for an image
frame, e.g., image frame 107. The image transmit bit rate
may be independent of a resolution of image frame 107. The
image transmit bit rate may be determined based, at least 1n
part, on an available bandwidth of communication channel
124 and/or based, at least 1n part, on transmission bit rate
determined by a user of client device 150. For example, a
user may select a relatively lower transmission bit rate to
reduce data usage and possible charges associated with data
usage and channel 124.

Image frame data, e¢.g., image frame data 118, may then
be generated based, at least 1n part, on the 1image transmit bit
rate for the image frame 107. The image frame data 118 may
then have an associated decoded image frame resolution at
client device 150, as described herein. Image resolution of
streaming video (that includes a plurality of sequential
image Iframes), such as transmitted by, for example, You-
Tube® and/or Facebook®, is related to the corresponding
image transmit bit rate. Table 1 1llustrates one example of a
plurality of image resolutions and corresponding image
transmit bit rates for YouTlube®.

TABLE 1
Name Image Resolution Image transmuit bit rate (Kbps)
240p 426 x 240 300-700
360p 640 x 360 400-1000
480p 854 x 480 500-2000
720p 1280 x 720 1500-4000
1080p 1920 x 1080 3000-6000
1440p 2560 x 1440 6000-13000
2160p 3840 x 2160 13000-34000

Thus, 1image frame data 118 may have a corresponding
image resolution that 1s related to a selected 1image transmat
bit rate. The text metadata, generated based, at least 1n part,
on 1mage frame 107, 1s independent of the corresponding
transmitted 1mage resolution. In other words, the text meta-
data associated with image frame 107 may be utilized with
corresponding 1mage frame data 118 that has any image
resolution and 1s transmitted any image transmit bit rate. A
same text metadata may be associated with a relatively low
resolution relatively low 1mage transmit bit rate configured
to reduce transmission bandwidth or a relatively high reso-
lution relatively high image transmit bit rate configured to
yield a relatively high resolution 1image {frame at the client
device. The rendered text for an 1mage {frame at the client
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device, as described herein, may be relatively high quality,
independent of the 1mage transmit bit rate of the correspond-
ing 1image irame data.

The image frame data 118 may then be transmitted to the
client device 150 via communication channel 124. For
example, communication circuitry 122-1 may be configured
to transmit the 1image frame data 118. The text metadata 120
1s configured to be transmitted to client device 150 along
with the image frame data 118. The text metadata may be
transmitted at a text metadata bit rate. The text metadata bit
rate 1s configured to be less than the image transmait bit rate.
In one nonlimiting example, the text metadata bit rate 1s 50
Kbps. Communication circuitry 122-1 may be configured to
transmit the text metadata 120. For example, the text meta-
data 120 may be transmitted with the image frame data 118.
In one nonlimiting example, the transmission may comply
and/or be compatible with MPEG-7.

In some situations, one or more text fields may be
constant, 1.e., may be the same, for a plurality of sequential
image frames. In these situations, metadata generation logic
109 may be configured to include an indicator 1n the text
metadata associated with the text field and that 1s related to
a number of sequential image frames 1n which the text field
1s the same. In one example, the indicator may correspond
to a count of sequential image frames that contain the same
text field. In another example, the indicator (e.g., line 01, of
FIG. 3) may include a start time and a stop time of a time
interval that includes the plurality of sequential i1mage
frames that each includes at least one same text field. Text
metadata may then not be transmitted with the subsequent
image Iframes and the corresponding client device may be
configured to utilize the text metadata provided with the first
image Irame of the sequence. Thus, text metadata creation
and storage may be optimized across frames if the text field
information hasn’t changed.

Client device 150 includes user interface (UI) 123. UI 123
includes one or more user mput devices (e.g., a mouse, a
touchpad, a touch sensitive display, a keypad, a keyboard,
etc.) and/or output devices (e.g., a display, a touch sensitive
display, a monitor, a screen, etc.). Client device 150 may
further include text metadata decoding logic 158 and data
storage 166. Text metadata decoding logic 158 may include
a metadata reader logic 160, a metadata rendering logic 162
and a metadata overlay logic 164. Data storage 166 may be
configured to store image frame data 118 and/or text meta-
data 120 received from server 102, as described herein.

Client device 150, e.g., comm. circuitry 122-2, may be
configured to receive transmitted image frame data and
corresponding text metadata. Text metadata decoding logic
158 may then be configured to decode the text metadata,
render the corresponding text and overlay the rendered text
onto the image frame corresponding to the image frame data
118, for display to a user.

Metadata reader logic 160 may be configured to decode
the 1mage frame data and associated text metadata. The
decoded 1image frame data may then be utilized to generate
an associated image frame. The associated 1mage frame may
have an 1image frame resolution that 1s related to the image
transmit bit rate, as described herein. Metadata reader logic
160 may be further configured to determine whether or not
text overlay 1s enabled. For example, whether or not text
overlay 1s enabled may be determined based, at least 1n part,
on metadata policy 168. For example, metadata policy 168
may 1nclude an mdicator configured to indicate whether or
not the text overlay 1s enabled. If text overlay 1s enabled,
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metadata reader logic 160 may be configured to read the
associated text metadata, e.g., text metadata 120, for the
received 1mage frame data.

The text metadata 120 may include a count of correspond-
ing text fields, as described herein. For each text field,
metadata rendering logic 162 may be configured to render
the text field based, at least 1n part, on one or more of the text
field parameters and/or font parameters, as described herein.
Metadata overlay logic 164 may then be configured to
overlay each rendered text field onto a corresponding
decoded 1mmage frame at a specified position. Metadata
rendering logic 162 and/or metadata overlay logic 164 may
be configured to scale the rendered text fields according to
a display image frame size. The operations of metadata
reader logic 160, metadata rendering logic 162 and metadata
overlay logic 164 may be repeated for each text field
described 1n text metadata 120.

In some situations, one or more text fields may be
constant, 1.e., may be the same, for a plurality of sequential
image frames. Metadata reader logic 160 may be configured
to decode the indicator in the text metadata corresponding to
the count of frames 1n which a text field 1s constant, as
described herein. Text metadata decoding logic 158 may
then be configured to utilize the text metadata provided with
the first image iframe of the sequence for the subsequent
image frames. Thus, text metadata transmission and render-
ing may be optimized across frames 1f the text field infor-
mation hasn’t changed.

Thus, relatively low bandwidth text metadata may be
utilized to render relatively high resolution text on a corre-
sponding 1image frame received at a client device, e.g., client
device 150. The resolution of the rendered text may be
independent of the resolution of the corresponding image
frame.

FI1G. 4A 1s a flowchart 400 of server operations according,
to various embodiments of the present disclosure. In par-
ticular, the flowchart 400 1llustrates generating text metadata
based, at least 1n part, on an 1mage frame. The operations
may be performed, for example, by text metadata encoding,
logic 108, metadata generation logic 109, text localization
logic 110, character recognition logic 112 and/or font clas-
sification logic 114 of server 102, of FIG. 1.

Operations of this embodiment may begin with an input
image frame 402. Input image frame 402 may correspond to
a video frame or an image. Operation 404 may include
determining one or more text fields within the mput image
frame. Operation 406 may 1include determining, for each text
field, one or more text characters and/or words. Operation
408 may include determining, for at least one character, a
font parameter. Operation 410 may include determining, for
at least one text field, a background color and a text color.
Operation 412 may include generating text metadata for the
input 1image frame. In some embodiments, operation 414
may include determining a subsequent number of frames
having unchanged text metadata. Operation 416 may include
updating the text metadata with a count of the number of
frames with unchanged text metadata. Program flow may
then continue in operation 418. Operations 404 through
operation 418 may be repeated for each unique mput image
frame 1n a sequence of 1mage frames.

Thus, text metadata may be generated based, at least in
part, on an 1image frame.

FI1G. 4B 1s a flowchart 450 of server operations according,
to various embodiments of the present disclosure. In par-
ticular, the flowchart 450 illustrates generating image frame
data based, at least 1n part, on an 1mage frame. The opera-
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tions may be performed, for example, by image transmit bit
rate logic 117 and/or communication circuitry 122-1 of

server 102, of FIG. 1.

Operations of this embodiment may begin with an 1image
frame 452. The 1image frame 452 may correspond to a video
frame or an 1mage. Operation 454 includes identifying an
image transmit bit rate for the image frame. In one example,
the 1image transmit bit rate may be determined based, at least
in part, on an available bandwidth of a communication
channel. In another example, the image transmit bit rate may
be determined based, at least 1n part, on a user selection. An
image Iframe data with a resolution related to the image
transmit bit rate may be generated at operation 456. The
image frame data may be transmitted at the image transmut
bit rate at operation 458. For example, the image frame data
may be transmitted to a client device. The text metadata may
be transmitted at a text metadata bit rate at operation 460.
The metadata bit rate may be less than the image transmait bat
rate. Program flow may then continue at operation 462.

Thus, 1image frame data may be generated based, at least
in part, on an image transmit bit rate.

FIG. § 1s a flowchart 5300 of client device operations
according to various embodiments of the present disclosure.
In particular, the flowchart 5300 illustrates decoding received
text metadata and rendering and overlaying the correspond-
ing text onto the associated received image frame. The
operations may be performed, for example, by text metadata
decoding logic 158, metadata reader logic 160, metadata
rendering logic 162 and/or metadata overlay logic 164 of
client device 150, of FIG. 1.

Operations of this embodiment may begin with a decoded
image frame data 502. Decoded image frame data 502 may
correspond to a video frame or an image. Whether text
overlay 1s enabled may be determined 1n operation 504. If
text overlay 1s not enabled, the final frame (e.g., the decoded
image frame) may be rendered on a display at operation 516.
If text overlay 1s enabled, text metadata for the image frame
may be read at operation 506. Whether the text field count
1s greater than zero may be determined at operation 508. If
the text field count 1s not greater than zero, program flow
may then proceed to operation 5316 and the final frame may
be rendered on the display at operation 516. If the text field
count 1s greater than zero, then the text field may be rendered
according to the font parameters and text position params-
cters mncluded 1n the received text metadata at operation 510.
The rendered text field may be overlaid on the decoded
image frame at the specified text position at operation 512.
The text field count may be decremented by one 1n operation
514. Program flow may then proceed to operation 508.

Thus, received text metadata may be decoded and the
corresponding text fields may be rendered and overlaid on

the associated received image frame, 1f text overlay 1s
enabled.

While the flowcharts of FIGS. 4A, 4B and 5 illustrate
operations according various embodiments, 1t 1s to be under-
stood that not all of the operations depicted in FIGS. 4A, 4B
and S are necessary for other embodiments. In addition, it 1s
fully contemplated herein that in other embodiments of the
present disclosure, the operations depicted 1n FIGS. 4A, 4B
and/or 5 and/or other operations described herein may be
combined in a manner not specifically shown 1n any of the
drawings, and such embodiments may include less or more
operations than are 1llustrated 1n FIGS. 4A, 4B and 5. Thus,
claims directed to features and/or operations that are not
exactly shown 1n one drawing are deemed within the scope
and content of the present disclosure.
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Thus, an apparatus, method and/or system are configured
to read text data from video frames and/or images at a source
(for example, server) device, generate 1mage frame data and
corresponding metadata and then encode the text metadata
along with image frame data. The image frame data and text
metadata may then be transmitted (for example, streamed) to
a client device. For example, the image frame data may be
generated based, at least in part, on an 1mage transmit bit rate
for a corresponding 1mage frame. The image frame data may
then be transmitted at the image transmit bit rate and the text
metadata may be transmitted at a text metadata bit rate. The
text metadata may then be extracted, the corresponding text
may be rendered and the rendered text may be overlaid on
the received 1image frame. Thus, relatively low bandwidth
text metadata may be utilized to produce relatively high
quality text at the receiving client device, independent of the
image transmit bit rate of the image frame data.

As used 1n any embodiment herein, the term “logic” may
refer to an app, software, firmware and/or circuitry config-
ured to perform any of the aforementioned operations.
Software may be embodied as a software package, code,
instructions, instruction sets and/or data recorded on non-
transitory computer readable storage medium. Firmware
may be embodied as code, instructions or instruction sets
and/or data that are hard-coded (e.g., nonvolatile) in memory
devices.

“Circuitry”, as used i any embodiment herein, may
comprise, for example, singly or 1n any combination, hard-
wired circuitry, programmable circuitry such as computer
processors comprising one or more individual instruction
processing cores, state machine circuitry, and/or firmware
that stores mnstructions executed by programmable circuitry.
The logic may, collectively or individually, be embodied as
circuitry that forms part of a larger system, for example, an
integrated circuit (IC), an application-specific integrated
circuit (ASIC), a system on-chip (S0C), desktop computers,
laptop computers, tablet computers, servers, smart phones,
etc.

The foregoing provides example system architectures and
methodologies, however, modifications to the present dis-
closure are possible. The processor may include one or more
processor cores and may be configured to execute system
soltware. System software may include, for example, an
operating system. Device memory may include I/O memory
buflers configured to store one or more data packets that are
to be transmitted by, or received by, a network interface.

The operating system (OS) may be configured to manage
system resources and control tasks that are run on, e.g.,
client device 150 and/or server 102. For example, the OS
may be implemented using Microsoft® Windows®, HP-
UX®, Linux®, or UNIX®, although other operating sys-
tems may be used. In another example, the OS may be
implemented using Android™, 10S, Windows Phone® or
BlackBerry®. In some embodiments, the OS may be
replaced by a virtual machine monitor (or hypervisor) which
may provide a layer of abstraction for underlying hardware
to various operating systems (virtual machines) running on
one or more processing units. The operating system and/or
virtual machine may implement one or more protocol stacks.
A protocol stack may execute one or more programs to
process packets. An example of a protocol stack 1s a TCP/IP
(Transport Control Protocol/Internet Protocol) protocol
stack comprising one or more programs for handling (e.g.,
processing or generating) packets to transmit and/or receive
over a network.

Memory 100-1, 100-2 may include one or more of the
following types of memory: semiconductor firmware
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memory, programmable memory, non-volatile memory, read
only memory, electrically programmable memory, random
access memory, flash memory, magnetic disk memory, and/
or optical disk memory. Either additionally or alternatively
system memory may include other and/or later-developed
types of computer-readable memory.

Embodiments of the operations described herein may be
implemented in a computer-readable storage device having
stored thereon instructions that when executed by one or
more processors perform the methods. The processor may
include, for example, a processing unit and/or program-
mable circuitry. The storage device may include a machine
readable storage device including any type of tangible,
non-transitory storage device, for example, any type of disk
including floppy disks, optical disks, compact disk read-only
memories (CD-ROMs), compact disk rewritables (CD-
RWs), and magneto-optical disks, semiconductor devices
such as read-only memories (ROMs), random access memo-
rics (RAMs) such as dynamic and static RAMSs, erasable
programmable read-only memories (EPROMs), electrically
crasable programmable read-only memories (EEPROMs),
flash memories, magnetic or optical cards, or any type of
storage devices suitable for storing electronic instructions.

In some embodiments, a hardware description language
(HDL) may be used to specity circuit and/or logic imple-
mentation(s) for the various logic and/or circuitry described
herein. For example, in one embodiment the hardware
description language may comply or be compatible with a
very high speed integrated circuits (VHSIC) hardware
description language (VHDL) that may enable semiconduc-
tor fabrication of one or more circuits and/or logic described
herein. The VHDL may comply or be compatible with IEEE
Standard 1076-1987, IEEE Standard 1076.2, IEEE1076.1,
IEEE Draift 3.0 of VHDL 2006, IEEE Drait 4.0 of VHDL-
2008 and/or other versions of the IEEE VHDL standards
and/or other hardware description standards.

EXAMPLES

Examples of the present disclosure include subject mate-
rial such as a method, means for performing acts of the
method, a device, or of an apparatus or system related to
enhanced text rendering and readability 1n 1mages, as dis-
cussed below.

Example 1

According to this example, there 1s provided an apparatus.
The apparatus includes a text metadata encoding logic that
includes a metadata generation logic. The metadata genera-
tion logic 1s to generate a first text metadata including
metadata for each identified text field included 1n a first
image {rame and to associate the first text metadata with the
first image frame. The first text metadata 1s to be transmitted
at a text metadata bit rate. The text metadata bit rate 1s less
than an 1mage data transmit bit rate.

Example 2

This example includes the elements of example 1,
wherein the text metadata imncludes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text {ill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each i1denti-
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fied text field, a content of the text itself for each i1dentified
text field and a count of a number of text fields included in

the 1mage frame.

Example 3

This example includes the elements of example 1 or 2,
wherein the metadata generation logic 1s to increment a
count included 1n the first text metadata and to associate the
first text metadata with a second 1image frame, 1f at least one
identified text field included in the first image frame 1is
included 1n the second 1mage frame; or the metadata gen-
eration logic 1s to generate a second text metadata including
metadata for each 1dentified text field included 1n the second
image frame and to associate the second text metadata with
the second 1mage frame, if no identified text field included

in the first image frame i1s mcluded in the second image
frame.

Example 4

This example 1ncludes the elements of example 1 or 2,
wherein the first text metadata includes a start time and a
stop time of a time interval that includes a plurality of
sequential image frames that each includes at least one same
text field.

Example 5

This example includes the elements of example 1 or 2,
turther including an 1mage transmait bit rate logic to 1dentity
a first image transmit bit rate for the first image frame and
to generate a first image frame data that has an image
resolution related to the first image transmit bit rate.

Example 6

According to this example, there 1s provided an apparatus.
The apparatus includes a text metadata decoding logic that
includes a metadata reader logic and a metadata rendering
logic. The metadata reader logic 1s to decode a text metadata
received with an 1mage frame data. The text metadata 1s
transmitted at a text metadata bit rate. The image frame data
1s transmitted at a first 1mage transmit bit rate. The text
metadata bit rate 1s less than the first image transmit bit rate.
The text metadata includes metadata for each 1dentified text
field included 1n an 1mage frame corresponding to the image
frame data. The metadata rendering logic 1s to render each
text field based, at least in part, on the received text
metadata.

Example 7

This example includes the eclements of example 6,
wherein the text metadata decoding logic further includes a
metadata overlay logic to overlay the rendered text field onto
the 1mage frame.

Example 8

This example 1ncludes the elements of example 6 or 7,
wherein the text metadata includes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text fill type, and the at
least one text field parameter selected from the group
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including one or more position parameters for each i1denti-
fied text field, a content of the text itself for each i1dentified

text field and a count of a number of text fields included 1n
the 1mage frame.

Example 9

This example includes the elements of example 6 or 7,
wherein the text metadata includes a count corresponding to
a number of sequential 1mage frames, the text metadata
including metadata associated with at least one text field that
1s included 1n each sequential image frame of the number of
sequential 1image frames.

Example 10

This example includes the elements of example 6 or 7,
wherein the text metadata includes a start time and a stop
time of a time 1nterval that includes a plurality of sequential
image frames that each includes at least one same text field.

Example 11

According to this example, there 1s provided a method.
The method includes generating, by a metadata generation
logic, a first text metadata including metadata for each
identified text field included 1n a first image frame; and
associating, by the metadata generation logic, the first text
metadata with the first image frame. The first text metadata

1s to be transmitted at a text metadata bit rate. The text
metadata bit rate 1s less than an 1mage data transmit bit rate.

Example 12

This example includes the elements of example 11,
wherein the text metadata imncludes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text {ill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each i1denti-
fied text field, a content of the text itself for each i1dentified
text field and a count of a number of text fields included n
the 1mage frame.

Example 13

This example includes the elements of example 11, fur-
ther including incrementing, by the metadata generation
logic, a count included 1n the first text metadata and asso-
clating, by the metadata generation logic, the first text
metadata with a second 1mage frame, if at least one 1denti-
fied text field included in the first image frame 1s included 1n
the second image Iframe; or generating, by the metadata
generation logic, a second text metadata including metadata
for each identified text field included 1n the second image
frame and associating, by the metadata generation logic, the
second text metadata with the second image frame, 1f no
identified text field included in the first image frame 1is
included in the second image frame.

Example 14

This example includes the elements of example 11,
wherein the first text metadata includes a start time and a
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stop time of a time interval that includes a plurality of
sequential image frames that each includes at least one same
text field.

Example 15

This example includes the elements of example 11, fur-
ther including i1dentifying, by an image transmit bit rate
logic, a first image transmit bit rate for the first image frame,
generating, by the image transmit bit rate logic, a first image
frame data that has an image resolution related to the first
image transmit bit rate and transmitting, by a communica-
tion circuitry, the first image frame data at the first image
transmit bit rate and the first text metadata at the text
metadata bit rate.

Example 16

According to this example, there 1s provided a method.
The method includes decoding, by a metadata reader logic,
a text metadata received with an image frame data. The text
metadata 1s transmitted at a text metadata bit rate. The image
frame data 1s transmitted at a first image transmit bit rate.
The text metadata bit rate 1s less than the first image transmait
bit rate. The text metadata includes metadata for each
identified text field included in an 1image frame correspond-
ing to the image frame data. The method turther includes
rendering, by a metadata rendering logic, each text field
based, at least 1 part, on the received text metadata.

Example 17

This example includes the elements of example 16, fur-
ther including overlaying, by a metadata overlay logic, the
rendered text field onto the at least one 1mage frame.

Example 18

This example includes the elements of example 16,
wherein the text metadata includes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group ncluding font size, font type, font color, font back-
ground color, font type qualifier and text {ill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each identi-
fied text field, a content of the text itself for each i1dentified
text field and a count of a number of text fields included in
the 1mage frame.

Example 19

This example includes the elements of example 16,
wherein the text metadata includes a count corresponding to
a number of sequential 1mage frames, the text metadata
including metadata associated with at least one text field
included 1n each sequential 1image frame of the number of
sequential 1image frames.

Example 20

This example includes the elements of example 16,
wherein the text metadata includes a start time and a stop
time of a time 1nterval that includes a plurality of sequential
image frames that each includes at least one same text field.

Example 21

According to this example, there 1s provided a server. The
server includes a processor; a memory to store an 1mage
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frame; a text metadata encoding logic and a communication
circuitry. The text metadata encoding logic includes a meta-
data generation logic to generate a first text metadata includ-
ing metadata for each identified text field included 1n a first
image frame and to associate the first text metadata with the
first image frame. The {irst text metadata 1s to be transmitted
at a text metadata bit rate. The text metadata bit rate 1s less
than an 1mage data transmit bit rate. The communication
circuitry 1s to transmit the first image frame data at the first
image transmit bit rate and to transmit the first text metadata
at the text metadata bit rate.

Example 22

This example includes the elements of example 21,
wherein the text metadata imncludes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text {ill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each i1denti-
fied text field, a content of the text itself for each i1dentified
text field and a count of a number of text fields included in
the 1mage frame.

Example 23

This example includes the elements of example 21 or 22,
wherein the metadata generation logic 1s to increment a
count included 1n the first text metadata and to associate the
first text metadata with a second 1image frame, 11 at least one
identified text field included in the first image frame 1is
included 1n the second 1mage frame; or the metadata gen-
eration logic 1s to generate a second text metadata including
metadata for each i1dentified text field included 1n the second
image frame and to associate the second text metadata with
the second 1image frame, 11 no 1dentified text field included
in the first image frame 1s mcluded in the second image
frame.

Example 24

This example mncludes the elements of example 21 or 22,
wherein the first text metadata includes a start time and a
stop time of a time interval that includes a plurality of

sequential 1image frames that each includes at least one same
text field.

Example 25

This example includes the elements of example 21 or 22,
further including an 1mage transmit bit rate logic to identity
the first image transmit bit rate for the first image frame and
to generate the first image frame data that has an image
resolution related to the first image transmit bit rate.

Example 26

According to this example, there 1s provided a client
device. The client device includes a processor; a communi-
cation circuitry; and a text metadata decoding logic includ-
ing a metadata reader logic and a metadata rendering logic.
The communication circuitry 1s to receive an 1mage frame
data and a text metadata from a server. The metadata reader
logic 1s to decode the text metadata. The text metadata 1s
transmitted at a text metadata bit rate. The image frame data
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1s transmitted at a first 1mage transmit bit rate. The text
metadata bit rate 1s less than the first image transmit bit rate.
The text metadata includes metadata for each text field
included 1n an i1mage frame corresponding to the image
frame data. The metadata rendering logic 1s to render each
text field based, at least in part, on the received text
metadata.

Example 27

This example includes the elements of example 26,
wherein the text metadata decoding logic further includes a
metadata overlay logic to overlay the rendered text field onto
the at least one 1mage frame.

Example 28

This example includes the elements of example 26 or 27,
wherein the text metadata includes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text fill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each 1denti-
fied text field, a content of the text 1tself for each i1dentified
text field and a count of a number of text fields included in
the 1mage frame.

Example 29

This example includes the elements of example 26 or 27,
wherein the text metadata includes a count corresponding to
a number of sequential 1mage frames, the text metadata
associated with each sequential image frame of the number
ol sequential image frames.

Example 30

This example includes the elements of example 26 or 27,
wherein the text metadata includes a start time and a stop
time of a time 1nterval that includes a plurality of sequential
image frames that each includes at least one same text field.

Example 31

According to this example, there 1s provided a computer
readable storage device. The device has stored thereon
instructions that when executed by one or more processors
result 1in the following operations including: generating a
first text metadata including metadata for each identified text
field included 1n a first image frame; and associating the first
text metadata with the first image frame. The first text
metadata 1s to be transmitted at a text metadata bit rate. The
text metadata bat rate 1s less than an 1image data transmait bit
rate.

Example 32

This example includes the elements of example 31,
wherein the text metadata includes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text {ill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each identi-
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fied text field, a content of the text 1tself for each i1dentified
text field and a count of a number of text fields included 1n
the 1mage frame.

Example 33

This example includes the elements of example 31 or 32,
wherein the mstructions that when executed by one or more
processors results 1n the following additional operations
including incrementing a count included in the first text

metadata and associating the first text metadata with a
second 1mage frame, 1f at least one idenftified text field
included in the first image frame 1s included 1n the second
image frame; or generating a second text metadata including
metadata for each i1dentified text field included 1n the second
image frame and associating the second text metadata with
the second 1image frame, 1 no 1dentified text field included
in the first image frame i1s mcluded in the second image
frame.

Example 34

This example imncludes the elements of example 31 or 32,
wherein the first text metadata includes a start time and a
stop time of a time interval that includes a plurality of
sequential 1image frames that each includes at least one same
text field.

Example 35

This example includes the elements of example 31 or 32,
wherein the nstructions that when executed by one or more
processors results 1n the following additional operations
including i1dentitying a first image transmait bit rate for the
first 1image frame, generating a {irst 1mage frame data that
has an 1mage resolution related to the first image transmit bit
rate and transmitting the first image frame data at the first
image transmit bit rate and the first text metadata at the text
metadata bit rate.

Example 36

According to this example, there 1s provided a computer
readable storage device. The device has stored thereon
instructions that when executed by one or more processors
result 1n the following operations including decoding a text
metadata received with an i1mage frame data. The text
metadata 1s transmitted at a text metadata bit rate. The image
frame data 1s transmitted at a first 1image transmait bit rate.
The text metadata bit rate 1s less than the first image transmat
bit rate. The text metadata includes metadata for each
identified text field included 1n an 1image frame correspond-
ing to the image frame data. The operations further include
rendering each text field based, at least in part, on the
received text metadata.

Example 37

This example includes the elements of example 36,
wherein the mstructions that when executed by one or more
processors results 1n the following additional operations
including overlaying the rendered text field onto the at least
one 1mage frame.

Example 38

This example imncludes the elements of example 36 or 37,
wherein the text metadata imncludes at least one font param-
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cter and at least one text field parameter for each identified
text field, the at least one font parameter selected from the
group including font size, font type, font color, font back-
ground color, font type qualifier and text fill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each identi-

fied text field, a content of the text itself for each i1dentified
text field and a count of a number of text fields included 1n

the 1mage frame.

Example 39

This example includes the elements of example 36 or 37,
wherein the text metadata includes a count corresponding to
a number of sequential 1mage frames, the text metadata
including metadata associated with at least one text field
included 1n each sequential 1image frame of the number of
sequential 1image frames.

Example 40

This example includes the elements of example 36 or 37,
wherein the text metadata includes a start time and a stop
time of a time 1nterval that includes a plurality of sequential
image Irames that each includes at least one same text field.

Example 41

According to this example, there 1s provided a device. The
device includes means for generating, by a metadata gen-
eration logic, a first text metadata including metadata for
cach 1dentified text field included 1n a first image frame. The
device further includes means for associating, by the meta-
data generation logic, the first text metadata with the first
image frame. The first text metadata 1s to be transmitted at
a text metadata bit rate. The text metadata bit rate 1s less than
an 1mage data transmit bit rate.

Example 42

This example includes the elements of example 41,
wherein the text metadata includes at least one font param-
cter and at least one text field parameter for each i1dentified
text field, the at least one font parameter selected from the
group ncluding font size, font type, font color, font back-
ground color, font type qualifier and text fill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each identi-
fied text field, a content of the text 1tself for each i1dentified
text field and a count of a number of text fields included in
the 1mage frame.

Example 43

This example includes the elements of example 41 or 42,
turther including means for incrementing, by the metadata
generation logic, a count included in the first text metadata
and means for associating, by the metadata generation logic,
the first text metadata with a second 1mage frame, 11 at least
one 1dentified text field included in the first image frame 1s
included in the second 1image frame; or means for generat-
ing, by the metadata generation logic, a second text metadata
including metadata for each identified text field included 1n
the second image frame and means for associating, by the
metadata generation logic, the second text metadata with the
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second 1mage frame, 11 no 1dentified text field included 1n the
first image frame 1s included in the second image frame.

Example 44

This example mncludes the elements of example 41 or 42,
wherein the first text metadata includes a start time and a
stop time of a time interval that includes a plurality of

sequential image frames that each includes at least one same
text field.

Example 45

This example includes the elements of example 41 or 42,
turther including means for identifying, by an image trans-
mit bit rate logic, a first image transmit bit rate for the first
image frame, means for generating, by the image transmit
bit rate logic, a first image frame data that has an image
resolution related to the first image transmit bit rate and
means for transmitting, by a communication circuitry, the
first image frame data at the first image transmit bit rate and
the first text metadata at the text metadata bit rate.

Example 46

According to this example, there 1s provided a device. The
device includes means for decoding, by a metadata reader
logic, a text metadata received with an 1mage frame data.
The text metadata 1s transmitted at a text metadata bit rate.
The 1image frame data 1s transmaitted at a first image transmiut
bit rate. The text metadata bit rate 1s less than the first image
transmit bit rate. The text metadata includes metadata for
cach 1dentified text field included in an 1image frame corre-
sponding to the image frame data. The device further
includes means for rendering, by a metadata rendering logic,
cach text field based, at least in part, on the received text
metadata.

Example 47

This example includes the elements of example 46, fur-
ther including means for overlaying, by a metadata overlay
logic, the rendered text field onto the at least one image
frame.

Example 48

This example imncludes the elements of example 46 or 47,
wherein the text metadata imncludes at least one font param-
cter and at least one text field parameter for each identified
text field, the at least one font parameter selected from the
group 1ncluding font size, font type, font color, font back-
ground color, font type qualifier and text fill type, and the at
least one text field parameter selected from the group
including one or more position parameters for each i1denti-
fied text field, a content of the text itself for each 1dentified
text field and a count of a number of text fields included n
the 1mage frame.

Example 49

This example includes the elements of example 46 or 47,
wherein the text metadata includes a count corresponding to
a number of sequential 1mage frames, the text metadata
including metadata associated with at least one text field
included 1n each sequential image frame of the number of
sequential 1image frames.



US 10,455,259 B2

21

Example 50

This example includes the elements of example 46 or 47,
wherein the text metadata includes a start time and a stop
time of a time 1nterval that includes a plurality of sequential
image Irames that each includes at least one same text field.

Example 51

According to this example, there 1s provided a system.
The system includes at least one device arranged to perform
the method of any one of examples 11 to 15 or 16 to 20.

Example 52

According to this example, there 1s provided a device. The

device mcludes means to perform the method of any one of
examples 11 to 15 or 16 to 20.

Example 53

According to this example, there 1s provided a computer
readable storage device. The device has stored thereon
instructions that when executed by one or more processors
result 1n the following operations including: the method
according to any one of examples 11 to 15 or 16 to 20.

The terms and expressions which have been employed
herein are used as terms of description and not of limitation,
and there 1s no intention, in the use of such terms and
expressions, of excluding any equivalents of the features
shown and described (or portions thereot), and 1t 1s recog-
nized that various modifications are possible within the
scope of the claims. Accordingly, the claims are intended to
cover all such equivalents.

Various features, aspects, and embodiments have been
described herein. The features, aspects, and embodiments
are susceptible to combination with one another as well as
to variation and modification, as will be understood by those
having skill in the art. The present disclosure should, there-
fore, be considered to encompass such combinations, varia-
tions, and modifications.

What 1s claimed 1s:

1. An apparatus comprising:

a metadata generation circuitry to generate a first text
metadata comprising metadata for each 1dentified text
field included 1n a first 1mage frame;

a metadata encoding circuitry to associate the first text
metadata with the first image frame for transmission at
a text metadata bit rate that 1s less than an 1mage data
transmit bit rate associated with the first image frame;
and

to increment a count included 1n the first text metadata and
to associate at least a portion of the first text metadata
with a second 1mage frame, responsive to a determi-
nation that at least one 1dentified text field included in
the first image frame 1s included 1n the second 1mage
frame; and

a communication circuitry to initiate transmission of at
least the first image frame, wherein to initiate trans-
mission ol at least the first image frame includes to
initiate transmission of the first text metadata at the text
metadata bit rate and to 1nitiate transmission of 1mage
data of the first image frame at the 1mage data transmut
bit rate.

2. The apparatus of claim 1, wherein the first text meta-

data comprises at least one font parameter and at least one
text field parameter for the each 1dentified text field, wherein
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the at least one font parameter 1s selected from a group
comprising font size, font type, font color, font background
color, font type qualifier and text fill type, and wherein the
at least one text field parameter 1s selected from a group
comprising one or more position parameters for the each
identified text field, a content of a text itselt for the each
identified text field, and a count of a number of text fields
included 1n the 1mage frame.

3. The apparatus of claim 1, wherein the metadata gen-
eration circuitry 1s further to generate second text metadata
comprising metadata for each identified text field included 1n
the second 1mage frame and to associate the second text
metadata with the second image frame, responsive to a
determination that no identified text field included 1n the first
image frame 1s included in the second 1mage frame.

4. The apparatus of claim 1, wherein the first text meta-
data comprises a start time and a stop time of a time 1nterval
that includes a plurality of sequential image frames that each
includes at least one same text field.

5. The apparatus of claim 1, further comprising 1image
transmuit bit rate circuitry to 1dentily a first image transmit bit
rate for the first image frame and to generate a first image
frame data that has an 1image resolution related to the first
image transmit bit rate.

6. An apparatus comprising:

a communication circuitry to receive text metadata trans-
mitted at a text metadata bit rate and 1image frame data
that 1s associated with the text metadata and transmaitted
at an 1mage data transmuit bit rate that 1s greater than the
text metadata bit rate;

a metadata reader circuitry to decode the receirved text
metadata, wherein the text metadata comprises meta-
data for one or more 1dentified text fields included 1n an
image Iframe of the received image frame data, and
further comprises a count that corresponds to a number
of sequential image frames of the received image frame
data that each include at least one of the one or more
identified text fields; and

a metadata rendering circuitry to render each of the one or
more 1dentified text fields based, at least in part, on the
received text metadata.

7. The apparatus of claim 6, wherein the text metadata
decoding circuitry further comprises metadata overlay cir-
cuitry to overlay each of the rendered text fields onto the
image frame.

8. The apparatus of claim 6, wherein the text metadata
comprises at least one font parameter and at least one text
field parameter for each of the one or more identified text
fields, wherein the at least one font parameter i1s selected
from a group that comprises font size, font type, font color,
font background color, font type qualifier, and text fill type,
and wherein the at least one text field parameter 1s selected
from a group that comprises one or more position params-
eters for each of the one or more i1dentified text fields, a
content of the text itself for each of the one or more
identified text fields, and a count of a number of text fields
included in the image frame.

9. The apparatus of claim 6, wherein the text metadata
comprises a start time and a stop time of a time 1nterval that

includes a plurality of sequential 1image frames that each
includes at least one same text field.
10. A method comprising:
generating, by a metadata generation logic, a first text
metadata comprising metadata for each i1dentified text
field included 1n a first image frame;
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associating, by the metadata generation logic, the first text
metadata with the first image frame for transmission at
a text metadata bit rate that 1s less than an 1mage data
transmit bit rate;
responsive to a determination that at least one identified
text field included in the first image frame 1s included
in a second i1mage Iframe, incrementing a count
included 1n the first text metadata and associating the
first text metadata with the second 1image frame; and

initiating transmission of at least the first image frame,
wherein nitiating transmission of at least the first
image frame includes mitiating transmission of the first
text metadata at the text metadata bit rate and 1mitiating
transmission of 1image data of the first image frame at
the 1mage data transmit bit rate.

11. The method of claim 10, wherein the text metadata
comprises at least one font parameter and at least one text
field parameter for the each 1dentified text field, wherein the
at least one font parameter 1s selected from a group com-
prising font size, font type, font color, font background
color, font type qualifier, and text fill type, and wherein the
at least one text field parameter 1s selected from a group
comprising one or more position parameters for each 1den-
tified text field, a content of the text itself for each 1dentified
text field, and a count of a number of text fields included 1n
the 1mage frame.

12. The method of claim 10, further comprising, respon-
sive to a determination that no i1dentified text field included
in the first image frame 1s 1ncluded in the second image
frame, generating a second text metadata comprising meta-
data for each identified text field included m the second
image frame and associating the second text metadata with
the second 1image frame.

13. The method of claim 10, wherein the first text meta-
data comprises a start time and a stop time of a time 1nterval
that includes a plurality of sequential image frames that each
includes at least one same text field.

14. The method of claim 10, further comprising identi-
tying a first image transmit bit rate for the first image frame
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and generating a first image frame data having an i1mage
resolution related to the first image transmit bit rate.
15. A method comprising:
receiving text metadata transmitted at a text metadata bit
rate and 1mage frame data that 1s associated with the
text metadata and transmaitted at an 1mage data transmit
bit rate that 1s greater than the text metadata bit rate;

decoding, by a metadata reader logic, the received text
metadata, the text metadata comprising metadata for
one or more 1dentified text fields included in an 1mage
frame of the recerved image frame data, and further
comprising a count corresponding to a number of
sequential 1mage frames of the received image frame
data that each include at least one of the one or more
identified text fields; and

rendering each of the one or more text fields based, at least

in part, on the received text metadata.

16. The method of claim 15, wherein rendering each of
the one or more text fields includes overlaying the rendered
text field onto at least one 1mage frame of the image frame
data.

17. The method of claim 15, wherein the text metadata
comprises at least one font parameter and at least one text
field parameter for each of the one or more identified text
fields, the at least one font parameter being selected from a
group comprising font size, font type, font color, font
background color, font type qualifier, and text fill type, and
the at least one text field parameter being selected from a
group comprising one or more position parameters for each
of the one or more 1dentified text fields, a content of a text
itself for each of the one or more 1dentified text fields, and
a count of a number of text fields included in the 1mage
frame.

18. The method of claim 15, wherein the text metadata
comprises a start time and a stop time of a time 1nterval that

includes a plurality of sequential 1image frames that each
includes at least one same text field.
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